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Cluster Synchronization Control for Discrete-Time
Complex Dynamical Networks: When Data
Transmission Meets Constrained Bit Rate

Jun-Yi Li, Zidong Wang, Renquan Lu and Yong Xu

Abstract—In this paper, the cluster synchronization control As a collective feature in CDNSs, the synchronization of
problem is studied for discrete-time complex dynamical networks CDNs has found a wide range of applications in a variety of
when the data transmission is subject to constrained bit rate. research areas such as robotics system [25], communication

A bit rate model is presented to quantify the limited network . . . . 4
bandwidth, and the effects from the constrained bit rate onto the €Ngineering [32] and biological sciences [13], and a great

control performance of the cluster synchronization are evaluated. Mmany excellent results have been reported in the literature.
A sufficient condition is first proposed to guarantee the ultimate So far, the most investigated synchronization mechanisms

boundedness of the error dynamics of the cluster synchroniza- include phase synchronization, lag synchronization, complete
tion, and then a bit rate condition is established to reveal synchronization, and cluster synchronization schemes, see,

the fundamental relationship between the bit rate and certain .
performance index of the cluster synchronization. Subsequently, e.g., [3], [5] [6] [31], [36], [41], [47]-[51]. In particular,

two optimization problems are formulated to design the desired the cluster synchronization stands out as an interesting phe-
synchronization controllers with aim to achieve two distinct nomenon with promising application potentials. For example,
synchronizatior_l performance indices. The co-desi_gn issue for the when a group of unmanned autonomous vehicles (Connected
b!t rate allocation protocol and the.controller gains !s.fu.rt.her by a local communication network) performs a complex task,
discussed to reduce the conservatism by locally minimizing a . e .

certain asymptotic upper bound of the synchronization error the vehicles are divided '_mo supglrogps./c-lusters based on
dynamics. Finally, three illustrative simulation examples are uti- different subtasks, and vehicles within individual clusters are
lized to validate the feasibility and effectiveness of the developed then required to achieve synchronization. Generally speaking,
synchronization control scheme. in cluster synchronization, the CDNs evolve into subgroups of

Index Terms—Cluster synchronization control, constrained bit nodes (called clusters) in which the nodes in the same cluster
rate, coding-decoding, ultimate boundedness, co-design problem.are synchronized with each other, but the nodes in different
clusters might not.

In reality, it is quite common that an autonomous network
is unable to achieve synchronization through its local connec-
tions or, in a larger scale, a CDN cannot achieve the desired

Complex dynamical networks (CDNs), which are composeg|f-synchronization status without exogenous interferences. In
of a large number of highly interconnected dynamical unitgis case, it is natural to design certain control strategies, either
can be used to describe many real-world dynamical systegjsen-loop or closed-loop, to help the underlying networks to
including, but are not limited to, neural networks, socigdccomplish the synchronization tasks. In fact, various control
relationship networks, coupled biological/chemical systemsyategies have been designed in the literature for the syn-
and World Wide Webs [2]. With the ever-increasing demangronization purposes, see, for instance, feedback control [12],
of understanding the dynamical characteristics of a larg®server-based control [28], [44], pinning control [38], [43],

number of real-world networks, the CDNs have received mugljaptive control [35], and intermittent control protocols [21],
research attention from many disciplines such as physq:gg]_

nonlinear science, mathematics, and computer and informatior js noticeable that most existing synchronization control

science [8], [9], [11], [16], [22], [33], [34], [52]. protocols have been developed for continuous-time system-

. . _ s/networks in the framework of analog communication. Nev-
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communication mechanism has not received much attentiand the cluster synchronization control performance? ahd 3
yet. how to design the controller gains according to some specific
In engineering applications, almost all control or measureluster synchronization performance requiremerits?tackle
ment signals are analog in nature. To be transmitted ovethe three identified challenges, this paper aims to invatgig
digital channel, such analog signals would need to go throuthe cluster synchronization control problem for CDNs under
the analog-to-digital conversion process which considts constrained bit rate.
sampling, quantization and coding steps. Generally spgaki The main contributions of this paper are summarized in
sampling and quantization discretize the time and amg@itefd three aspects.

the analog signal, respectively, and the coding processetin 1y \we have made a first attempt to deal with the problem

the q‘ﬂa”“zed .\(alue into codewords pqmposedOoaqd 1_ of cluster synchronization in the framework of digital
following specific rules to adapt to digital communication. communication networks, which is more widely used
Despite_its critically important role in digital cpmmunt'([m, in engineering application fields in comparison with the
the coding process has attracted relatively little researte traditional cluster synchronization control strategies i
tention as compared to the sampling/quantization couatesp the framework of analog communication networks [3],
[71, ,[15]’ [19], [39], [40]. It IS.V\{OI'th .pollntlryg out that a pical [21], [43]. And for the first time, a bit rate constraint
design of coder-decoder pair in existing literature doddala® model is introduced to characterize the network band-
into account the specific network bandwidth, which is adyual width of CDNs.

an essential factor in designing the coder parameters. 2) A sufficient condition pertaining to the bit rate is pro-

For CDNs subject to digital communication mechanism, ° y,qeq to guarantee the ultimate boundedness of the
each node is usually allocated with only a small portion of  ¢j,ster synchronization error dynamics, and a bit rate
the total bit rate according to the overall networks bandvid condition is subsequently proposed to guarantee the

available to the nodes. The bit rate, defined as the number of specific synchronization performance.
bits conveyed through a digital communication network per 3y o optimization problems (OPs) are proposed to obtain
second, is the measure of network bandwidth in digital com- * 4o desired gains of the cluster synchronization con-
munication networks. Clearly, the bit rate constraints fou trollers to meet different synchronization performance
have a major impact on analysis/synthesis of communication . atrics. Furthermore, the co-design problem with con-
based systems/networks. To date, the stability analysis of i ier gains and bit rate allocation protocol as design
feedback control loops under constrained bit rate has gain parameters is considered for the first time.
some initial attention [27], [37], [42], [45]. In existingsults,
the so-calledata rate theorenhas played an important role,
which characterizes thminimumbit rate required to ensure
various types of stability. For example, the minimum biera
conditions have been derived in [37] for asymptotic stabili ; =
and in [45] for mean-square stab[iliz]ability gf IiFr)lear sysag denote diagonal block mamde'%qu"fl?’ o, An} a”_d
with Markovian packet losses [45]. column vector[ef ,ef, -+, ex] respectively. The notation
In the past decade, an increasing research interest has béeni ¥ (X = Y) denotes thaX —Y" is positive definite (semi-
devoted to the investigation on the effect of constrainad IROSitive definite), whereX' andY" are symmetric matrices.
rate on the consensusability of multiagent systems [4]], [1Pmin{P} (Amax{P}) stands for the minimum (maximum)
[18], [46]. In the case ofinite bit-rate communication, the €igenvalue ofP. For anyz < R", 2" and | = |l2 are its
average consensus control problem has been investigated@7SPose and its Euclidean norm. For positive integeasd
[17] for undirected networks with fixed and time-varying»» Modk, h) denote the remainder on division bfby h.
topologies of discrete-time agents. The joint effect ofrage
dynamics, ne_t\_/vork topo!ogy, and constrained bit rate on thg Il. PROBLEM FORMULATION AND PRELIMINARIES
consensusability of multiagent systems has been examined i
[46]. For the quantized multiagent systems with the ever. The system formulation
triggering scheme, bit rate conditions for maintaining @& A cpN with N nonidentical nodes is described by the
sired asymptotic consensus have been derived in [4]. Hawe‘f'éllowing form:
up to now, the cluster synchronization issue under comstchi

Notation: In this paperN, andN* denote the sets of non-
negative integers, and positive integers, respectiigly.and
R™*"™ stand forn dimensional Euclidean space and the set of
n x m real matrices, respectively. diggA;} and col(e;)

bit rate has not been adequately studied yet, which mosivate N
us to fill in this gap in the current study. zi(k+1) =fi(zi(k)) + Zwijij(k) + u; (k)
In view of the above discussion, it is of both practical j=1 (1)
significance and theoretical importance to address theetlus yi(k) =Ciz;(k)
synchronization control issue for CDNs subject to constrdi 2;(0) =20 € Ty, i€ V2 {1,2,---,N}

bit rate. In this context, we foresee the following three-sub

stantial challengest) how to develop a mathematical modelherex;(k) € R", y;(k) € R™, andu;(k) € R represent
that considers the total bandwidth limit of a CDN as welthe system state, the measurement output and the conte) inp
as the bandwidth allocation (of clusters and nodes)? 2) howspectively.x;q is the initial value of the system belonging
to characterize the inherent relationship between the aier to a known setZy. C; € R"»*"= is a known matrix. The
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nonlinear functionf;(-) describes the local dynamics of nodeinforced isolated node:
i which satisfiesf;(0) = 0 and the following condition: { ti(k + 1) =fi(t1(k))

(filw1) = filwa) — w21 — w2))"
X (fi(z1) — fi(w2) —u;(z1 —x2)) <0 (2) wheret is the initial condition, andf,(¢;(k)) characterizes
the local dynamics of the nodes in tith cluster. Therefore,
for all zy, 2, € R™*, whereu; andw, are known real-valued for ; ¢ v, f;(z;(k)) = f,(t:(k)). In particular, forl, j € &™

tl(O) =ti10 € 1o (5)

matrices. o _ and! # j, fu(ti(k)) # fi(t; ().
Let the CDN (1) be divided inton clusters with); =
{1,2,- b, Vo = {na + 1, ,ni + na}, oo, Vi B. Description of the bit rate

{Z;Ll 1 30 "l} where, for ! € @™ = | his paper, the transmission of coded information is

{1,2,---,m}, 1 < m < Nand} " n = N. In other implemented by applying a wireless digital communication

words, we haveV; # 0 and|J;“, Vi = V. Furthermore, the network under bit rate constraint.

symboli is used to indicate which cluster tli#h node belongs  In real CDNs, the available bandwidth of a network is usu-

to, i.e.,i € ;. Obviously, for nodes$ and; in the same cluster, ally limited due to the hardware and network communication

i = j. Next, we make the following assumption that nodes igapabilities. So far, a variety of channel allocation pcols

the same cluster have the same local dynamics, i.es,$0§, have been applied to allocate specific bit rates to different

fi() = f30). clusters and nodes in order to reduce data collisions. A&pi
The coupled configuration matriXV = [w;;]nx~, Which  model of bit rate constraint is expressed as follows:

denotes the topology of the CDN with clusters, is assumed

to be symmetric and irreducible with the following form: Z R; <R, (6)
=1
" 2 ! Z Ry <R (7)
War Waa oo Way, eV,
W= . : : ®3) . .
: : : where R, € N represents the total available bit rate deter-
Wa Wy - W, mined by the physical device®; € N denotes the allocated

bit rate of cluster, andR; ; indicates the allocated bit rate of
where each matrix blockVy, = [wijln.xn, € R™*™ is a nodei in clusteri. To facilitate the presentation, we denote
zero-row-sum matrix, i.e3°7", w;; = 0, and each diagonal the allocated bit rate of nodeby R;;.

matrix block Wis = [wij]n.xn, € R™*" satisfiesw;; = Remark 1:In order to reduce data collisions under limited
— Z;_V:L#i w;;. Moreover,w;; = wj;; > 0 if there exists a bandwidth, the allocation-based media access control (MAC

connection between the nodeand nodej. In particular, the Protocols are widely used in large-scale networks such as
inter-cluster couplingss;; with i € V, andj € V, can be CDNs and sensor_ne_tworks [1], [30]_. According to the cluster
negative here, which provides a mechanism to desynchronf@work characteristics, the allocation-based MAC prokec

two nodes belonging to two different clusters. The inne@re used to allo_cate the available bit rate of each cluster
coupling matrixI' = diag{y1,72, - ,7»,} represents the (and each node in the cluster) through the relevant pratocol

connections between the different elements of the submystd herefore, as presented in (6) and (7), a bit rate model
where~; # 0 means that théth component ofz; (k) has an would include two constraints, which represent the bantdwid
impact on thez; (k). allocation rules for the clusters within the CDN and for the

It should be noted that, when designing the cluster synchf2des within a cluster.
nization controller, it may be possible that the complestest
information of the CDN (1) is not fully accessible, but onlyC- Cluster synchronization under coding-decoding procedu
the measured output of the system is available. As such, thén this paper, the transmission of information occursi/at
following state estimator is constructed to estimate ttstesy moments, and the transmitted information is a string of fyina
state based on the measured output: codes selected from an alphabkf  of size 27, where
h is a given coding intervald = 1,2,---, and Ag., is the
alphabet in the terms of bit rat®;;. Obviously, the bit rate
has an important impact on the alphabet’s size, and thus the
. (4)  bit rate constraints (6) and (7) will be taken into accourthia
+ Li(yi(k) = Cidi(k)) + ui(k) subsequent design of the coding-decoding strategy. A gener
2;(0) =20 € Zo form of the coding-decoding procedure is given as follows.
Coder of node: under bit rate R;;.

N
Zi(k 4+ 1) =fi(&:(k)) + > wiTd; (k)
j=1

where z;(k) € R" and #;(0) are the state estimate and . .
the initial condition, respectively, and, € R"=*"v is the X, (dh) = C;0 (2i(R), 2(2R) - -+, 2i(dh))  (8)
estimator gain to be designed.

For thelth cluster, the target trajectory is denoted &8) € y R . R
R”=, which is the solution to the following dynamics of the  i(dh) = D (Xi “(h), X (2R), - AT (dh)) )

Decoder of nodes.
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ford = 1,2,---, WhereCini’d() and D¢(-) are the coder Z(k) = coly (z;(k)), e(k) = coly(ei(k))
and decoder functionsl’iR“ (dh) is the codeword generated &(k) = coly (&;:(k)), #(k) = coly (#(k))
Z)S/ nodei at the coding constanth, and X;(dh) is denoted #0 = coly (d40), o = COly (z10), €0 = Coln(ex0)
] o ] F(a(k)) = coly(fi(x:(k)), Fe(k)) = coly(fi(ei(k)))
X;(dh) = {2;(dh),Z;(dh+1)--- ,Z;((d+1)h — 1)} C = diagy{C;}, L = diagy{L:}
with ; (k) being the decoded output 6f(k) for k € [dh, (d+ K = diagy{ K}, t(k) = coly(t;(k)). (13)
1)h).

Due to the coding-decoding procedure described previpuslyBYy resorting to the Kronecker product, the CDN (1) is
the network-based controller obtaihg k) (instead of the orig- rearranged as follows:

inal estimatet;(k)). In this case, the decoder-based controller 9 -
Ifor nodlez' is de(si)g)ned als z(k+1)=F(z(k)) + W& )x(k) + K(2(k) — t(k))
y(k) =Cz(k)

uz(k) = Kz(fz(k) - ti(k))- (10) x(O) =0
Note that, when it comes to the estimator design, it is . . (14)
impractical (also impossible) to feed the decoded signét) gnd the corresponding estimator of the augmented CDN (14)
or the control signak; (k) back to the state estimator due to théS réformulated as follows:
network bandwidth limitation. To overcome this problength  ( z(k + 1) =F(2(k)) + W @ I)a(k)

auxiliary control signali;(k) = K;(&;(k) — t;(k)) defined in LO(2(k) — 2k Kk — ik 15
[lI-A [see (23)] is used to design the following state estiora + LO(x(k) = (k) + K(2(k) - t(k)) (15)

z(0) =zp.
Ti(k+1)= )+ Z wi; I'E;(k Correspondingly, the cluster synchronization error dyicam
(11) can be rearranged as the following form:
+ Li(y(k) — Oﬂi( ) + ai(k) 4 ;
5:(0) =i € T, e(k+1) =F(e(k)) + W &T)e(k) + K(z(k) —t(k))
i 20 0 6(0) —ep.
wherew; (k) is the same as;(k) according to (23) and (24) (16)
defined in llI-A. We are now ready to state the main problem addressed

The synchronization error of théth node is defined asin this paper. We are interested in dealing with the cluster
ei(k) = xi(k) — t;(k). By considering the properties of thesynchronization control problem with constrained bit rate

coupling matrix, we obtain whose schematic structure is depicted in Fig. 1. The main
m objective is to design controllers for a CDN wifki coupled
ZWWF% Z Z wi;Tz;(k nonidentical nO(_jes (which can be divided ir_mioc_lusters) such
15ew, that the dynamics of the cluster synchronization erroresyst

is ultimately bounded subject to the decoding ekfofk).

VL - —
- —
m - - &Q\ B <
= E wijl" [ej(k) + tl(k)] - g - g = - - ——
=1 jev - < . = -
J ! Dynamical'fietwo ® % g 3 ‘3

m with Mnodes
= E ijl"ej(k) + E E wijl“tl(k)
15eV; =1 jev,
control input . measurement
|—> Actuator i }—* Node i W SensorlJ'—|
\ .

N
- Z ”Fej(k) desired .
j=1 —state Controller i Estimator i
Then, the corresponding cluster synchronization erroadyn decoded| information I“S“““‘“"“
ics of nodei is obtained as: Decoder i Coder i

Codeword? codeword
e —
€i (k + 1 fz 61 + Z Wij FeJ + Ui (k) (12) Wireless digital communication network
under constrained bit rate

€ (O) =€i0 € IO T oo T

where f;(e;(k)) = fi(xi(k)) — fi(t;(k)), ande;o = xio — t;, Fig- 1. Cluster synchronization problem over limited digitcommunication
is the initial value of the cluster synchronization error. network

To simplify the symbolic representation, we set . . —
plify y P Before proceeding further, the following definitions are

x(k) = coly (z;(k)), y(k) = coly(y:(k)) presented to assist in the derivation of our main results.
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Definition 1: [55] The dynamics of the cluster synchrowhere |V/2%: | describes the maximum integer less than or
nization errore(k) [i.e., the solution of system (16)] is saidequal to'v/2%::.
to be exponentially ultimately bounded if there exist canst For eachB,,, the center of the hyperrectangfg-1 (b;) %
o >0,p>0,and¢ > 0, such that 12(by) x --- x I'™ (b;) is denoted by '
S Sng

le(®)lz < o*p+ ¢

héz (Sli, Sé, e, S;z) é [Cil Ci2 tee Cinm]T (19)
whereo € [0,1) is the decay rate and is the asymptotic with
upper bound (AUB) of|e(k)||3. i ng
Definition 2: Under the bit rate constraints (6) and (7), the cij = —bi + [((251 —1)b)/ { 2R”H

discrete-time CDN (1) withV nonidentical nodes is said toforj —1.9..
achieve exponentially ultimately bounded cluster synol@ 5 artain set of integers, s}, --- s € {1,2,---,q;} such
9 ) ) Ong y &y y i

tion if the V nodes are spllt intan cIustersVl,_Vz, 5 Vi, thate,; € I'! x I*2 x - -- x I'"™ which satisfies the following
and the cluster synchronization error dynamics (16) is expo 5105 Sna

-,ng. Hence, for any,; € By,, there exists

nentially ultimately bounded. nequality:
i i i 1 vV nmbz
Hem—ﬁzi (sll,sé,-u 75:%) ’2 < (20)
[1l. MAIN RESULTS {\’“/QR%J
In this section, we plan to first discuss the design proble . P i
of the coding-decoding procedure for CDN (1), and then basg]gre’ the integersy, s3,--- s, € {1,2,---,qim} are the

ctomponents of the codeword in the coding procedure.

on the established coding-decoding procedure, we address With the preparation made so far, the coder is now designed

analysis and design problem of cluster synchronizatiortrobn

. : as follows.
der the bit rat traints (6 d (7). . .
under the bit rate constraints (6) and (7) For e,i(dh) = &:(dh) — Z3(dh) € TiL(b;) x T2(b;) x -+ - %
. 1 2
. . . . I''=(b;) C By, d = 1,2,---, the following codeword is
A. Coding-decoding procedure under constrained bit rate gséqﬁerated
In this subsection, we are going to take bit rate constraints XiRii (k) = [Szl, e 753%} (21)
(6) and (7) into account for the design of the coding-decgdin ) ) o
process. wherez;(dh) is the state estimate of nodeat coding instant
1. The coding procedure of nodei under bit rate R;;.  @h. Zi(dh) is determined by
The following uniform quantizer is adopted in this paper to 7;(0) =0

improve the coding-decoding procedure. For nedgiven a
scaling parametér; > 0, the quantization region is determined
subsequently as

N
‘ zi(dh) =fi(#i(dh — 1)) + > _wi;Td;(dh — 1) (22)
By, 2 {ey € R : |e§vji)| <b,j=1,2,--- ,n.}, j=1

herec?) is the jth element of the vect - ti(dh = 1)
wheree,’’ is the jth element of the vector,,;. N
By choosing an integey; as the number of quantization di(dh = 1) =Ki(&i(dh — 1) = t;(dh — 1))
levels, the hyperrectanglds,, will be partitioned intog;~ and the dynamics aof;(k) is governed by

- i1y i2(p. ina (] i
sgb hyperrgctangleﬁsg (b;) % '[372' (b;) % X IS;I (b;), with #:(0) =0
sty sh, -y sh e{1,2,---,¢;} and

Y9N,

g , , 2,
1) 2 ) |- < ) < b 2

N
Ei(k+1) =fi(&i(k) + > wijTE; (k) + w(k),
i =t

(23)
_ . fork £A£dh—1

ool @y o 20 ) L Abi S _

o) 2 {1 -0+ B <l <o ) =) + B, (53,555

7 7 TNy

ui(k) =Ki(2:(k) — t;(k))

. , 2. ‘ wherez; (k) denote the state of the auxiliary system (23).

12 (bi) & {egi) | b — — < etd) < bl} : (17) 2. Decoding procedure of node.

e The decoder is designed as follows:
To ensure that the information corresponding to each sub- .
hyperrectangle is encoded uniquely, the number of quantiza 2:(0) =0
tion levels needs to be designed according to the netwoitk’'s b | 5 N 5
rate. Thus, when the available bit rate of nads allocated as Li(k +1) =fi(Zi(k)) + Zwijrxj(k) + ui(k),
R;, subject to the bit rate constraints (6) and (7), the maximum j=1
number of quantization levels is defined as for k # dh — 1
L |eE Zi(dh) =z;(dh) + hy, (si, 8%, sh,)
aim = | V27 S ui(k) =K (k) — (k)

(24)
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wherez; (k) is the state of decoded output. Lemma 1:Let the scalam; > 0 be given. If there exists a
Remark 2:1n this paper;;(dh) — z;(dh) is coded at each positive definite matrix); and scalae; satisfying
coding instantdh rather thanz;(dh). z;(dh) is designed to

predict the decoder statg(k), which overcomes the practical My el Wel)’Q
difficulty that the coder is incapable of obtaining the desmod I = x  —&l @1 <0 (31)
state. The auxiliary system (23) is designedia) = #;(k) « % —Q
for VE > 0. This design method is reasonable as it removes
the unrealistic requirement of returning the decoded dtatewith I1,, = —(14-1,)Q1 —e1 U1, then, the following inequality
the coder.
Denoting le(k‘i-l)—WQ(k—Fl)HQ §p1||w1(k) —WQ(IC)HQ (32)
ex(k) = coly(exi(k)), F(&(k)) = coln(fi(2:(k))), is satisfied, wherepr = o1, p1 2 (1 + m)Ag.Ag

F(z(k)) = coln(fi(w:(k))), F(x(k)) = coln(fi(Zi(k))), 5\Q1 £ Amax{ @1} /\Ql £ Amin{@1}; w1(k) andwq(k) are

two solutions of (14).
the coder-decoder pair of the CDN is reformulated in the Proof: Letting v(k) £ w1 (k) — ws(k) and F(u(k)) £

following compact form. .
. : i _ F(wi(k)) — F(w2(k)), it can be deduced from (14) that
Coder under constrained bit rate R,: For e,(dh) = o(k +1) = F(u(k)) + W ® D)o(k). By constructing a

- = 11 1nr 21 L.
2(dh) — Z(dh) € Iy (b1) % >§VI (b1) X I (b2) -+ % Lyapunov functionV; (k) = vT(k)Qv(k), the difference of
I3 (b) - XINl(bN) X "f(bzv) C B, = 1,2,--+, Vi(k) is defined asAV; (k) £ Vi (k + 1) — Vi (k). Then, the
the"following coc]ieword is generated term AV; (k) — m1Vi(k) can be calculated as follows:
XRS(k) _ [Sia"' ,8}11,8%,--- ,87212,--- 75{\7’... 757]:;} AVl(k) —lel(k)
. (25 _ 7 -~ T
where B, = {e.(dh) € RN™v : e (dh)] < b, = UT(k * 1)Q1U(];+ b= (L +m)v (k)Qrv(k)
1,2, ,Nng} with b = maxicicn{b;i} and z(dh) = =V KIWVOT)QWaT) - (1+m)Q:i]v(k)
coIN( ( h)) is determined by + FT(v(k))Q1F (v(k)) + 2FT (v(k))Q1(W @ T)u(k).
, (33)
z(0) =0
(k) =i(k), k+#dh It follows from (2) that
z =F(z(dh -1))+ WeTI')z(dh -1 26 . .
(@) =P~ 1))+ OVOTIEER - D) @) oo 1 Ton 61T o
+ a(dh —1) | proi 1 | Fwon| ° (34)
a(dh — 1) =K (#(dh — 1) — t(dh — 1)) (kD] | * (w(k))
and the dynamics of; (k) evolves as follows: where Uy = diagy{U;}, U = diagy{U:}, U; = (al'y; +
. wul)/2, andU; = (u; +u;)/2. Then, for any positive scalar
Z(0) =0
€1, one has
#(k+1) =F(x(k)) + WeD)i(k) +u(k),k #dh -1 B
#(dh) =5(dh) + hy (51, ,sY) AVi(k) —mVi(k) < € (k)TLE(K) (35)
u(k) =K (z(k) — t(k)) where
(27) B R
Decoder: The compact form of decoder is given as follow: q M; WeD)TQ:+eU,
z(0) =0 N Q1—eal 6)
Bk +1) =F (k) + W D)Z(k) + u(k),k # dh —1 I, =WeD)QWeT) - (1+m)Q1—alh
#(dh) =2(dh) + hy (s1,- -+, sp.) k) = [vT(k) FT(u(k)]".
u(k) =K (Z(k) — t(k)) : - .
(28) Applying Schur Complement Lemma to (31), it is readily
where seen thatll; < 0. Recalling the definition of\;(k), we
o _ arrive at Apin{Q1}lv(k + D)3 < ik +1) < (1 +
By (51, 5sn ) = coly (B, (51, 050,)) - (29) i) Amaxd{ Q1 Hlv(R)|2. 1t is easily seen thafu(k + 1)||, <
VP1llv(k) |2, which indicates|w, (k 4 1) — wa(k + 1)[|2 <

Furth , derives f 20) that .
urthermore, one derives from (20) tha p1][(w1(k) — wa(k))||2. The proof is complete. [ |

Based on the results of Lemma 1, a sufficient condition to
(30) guarantee the convergence of the estimation error dyndaorics
the state estimator design problem is given in the following
Lemma.
To facilitate the analysis of the cluster synchronization | emma 2:Let the positive scalab < 7, < 1 be given. For
control afterwards, we give the following two lemmas. the CDN (14) with state estimator (15), assume that theist exi
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a positive definite matrixQ, = diag{Q2,Qs, - ,Qn11}, @ where Ao, £ Anin{Q2} and Ao, £ Amax{Q2}. To this
matrix L = diagy{L;}, and a positive scalar, satisfying end, we havd|z(k + h) — :c(k +h)ll2 < pallz(k ) (k)2
A wherep, = /pz and p; = (1 — n2)" )\Q2)\Q Thus, for

21 el 1z 0 < 19 < 1, there always exists an appropriate coding interval
o= | « —eof Qp | <0 (37) K to guarante® < p, < 1, and the proof is now completas

* * — Qs

with Ty, = —(1 — 12) Qs — 203 andIlyy = (Qo(W & T) — _ .
Lc)T'Q-lrhen (therZQLIv?/aySQe%st an iQr?teglgerQ(NJf an)d a  The ultimate boundedness of the cluster synchronization

scalarps (0 < ps < 1) such that error dynamics (16) is discussed in the following theorem.
Theorem 1:Under the bit rate constraints (6) and (7), let
|lz(k + h) — 2(k + h)|2 < p2|x(k) — 2(k)||2- (38) the positive integerd,, R; (i € V), and the matrixK with
propriate dimensions be given. Then, the cluster synchro
ation error is ultimately bounded if there exist postiv

B. The analysis of cluster synchronization control

In addition, the gain of state estimator for each node can ﬁl

obtained by 1= scalarses, 4, 0, and positive definite matrice; € R"=*"=
Li = Qi Li- (39) (i € V) such that
Proof: Denotee. (k) = x(k) — #(k) and F(e.(k)) = M esU, 0 112
F(xz(k)) — F(z(k)). Then, in light of (14) and (15), the « —e 0 D
dynamics of estimation error is deduced as I3 = 3 <0 (45)

% * —e4] KTP
ee(k+1)=Flec(k)+(WRT)—LC)e.(k). (40) * * * —P

By choosing the quadratic functionV;(k) = With Il = —(1 - 0)P — U, 12 = (K + W e D)IP, and
ce(k)"Qoec(k) and defining its difference asp _ d|ag {P(} JP =&l I = ( P
AVa(k) = Va(k + 1) — Va(k), we calculate the term 9
AVa(k) +n2Va(k) as

AVa(k) +n2Va(k)

Proof: Define the Lyapunov-like function a¥ (k) =
eT'(k)Pe(k). Then, the difference oF (k) is calculated as:

AV (k) =V (k+1) = V(k)

=c¢ (k+1)Qoee(k+1) — (1= m)e; (k) Qace (k) —eT(k + 1)Pe(k +1) — e (k)Pe(k)
=el (K)[(W&T)—LO)"Q(WeTl)—LC)  (41) — F(e(k) + (K + W @ D)e(k) + Kdy (k)] P
= (1=m2)QaJec(k) + 7 (ec (k) Q2 F (ec (k) % [Fe(k)) + (K + W@ D)e(k) + Kdo (k)]
+2F (e (k) Qa((W @ T) — LC)ec (k). — T (k)Pe(k)
Similar to (34), it is easy to see from (2) that < [F(e(k)) + (K +W @ De(k) + Kde(k)]TP
E . (k) T 0. _0, e (k) iy 2 x [F(e(k)) + (K +W@T)e(k) + Kd.(k)]
NFPeck)| |+ 1 | |Fleelk))| = — el (k)Pe(k)
Subsequently, it can be obtained from (41) and (42) that + e e(k) ] ~U1 U, e(k) ]
AVa(K) +maValh) < €7 (D)Iag(k)  (43) FRN] w2 d] [Fle®)
=T (k)Is¢(k) — 0V (k) + eadg (K)de(k)  (46)
where
i Iy, [l where i
M=l g, el Ck) =[e"(k) FT(e(k)) dl(k)]",

- 11} 112 (K+WoeD)TPK
with Tly; = (W ®T) — LC)T Qo(W ®T) — LC) — (1 — oo | % P—esl PK
772)@2—82[]1 andH22—((W@F)—LC)TQ2+62U2. 3= 3 T

By applying Schur Complement Lemma, we can acquire * * K PK —eql
that AV (k) +n2Va(k) < 0 in terms of (37) and (39), which  [1l —(x 4 W T)"P(K + WaT) — (1 — )P — &30,
implies that 2 =(K + W )P+ e30,.

Va(k +h) <(1- 772);/2(k +h-1) , By applying the Schur Complement Lemma, inequality (45)
<@ =n)Valk+h—2)<--- < (1=n2)"Va(k) impliesII; < 0. Then, it follows from (46) that

Furthermore, we obtain AV (k) < =0V (k) + e4d? (k)d, (k). (47)

Ag,llec(k+ h)||3 < (1 —m2)Va(k + h) In addition, it follows immediately from Lemma 2 and the
< (1=m)"Va(k) < (1= )" Ao, lec()|3 ~ dynamics ofi(dh) that
(44) () — ()13
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<||z(dh) — (dh) — hyan) (s1," - ,sﬁ’w) I exponentially ultimately bounded. The AUB of the cluster
<||z(dh) — &(dh)||3 synchronization error can be computed as
N = _ ... Ny 2 ngb?
() = ()~ (1, s ) 13 2eapi Nso +eapl SN, W
Ny b2 2R
<2p4Nsg+»  ———— (48) (56)
ng — 9 min
i=1 (\‘\/2RiiJ) A {P}

The proof of this theorem is now complete. [ ]

wheresy £ sup,, <z, [|zioll3, andps is defined in Lemma 2. Next, the following bit rate condition, which can be readily

Notice thatz(k) and z(k) can be seen as two solutionsestablished from (56), guarantees the desired clustehsync
of (14). Then, for0 < k < h, we havel|lz(k) — #(K)[|3 < nization performance.

P [lx(0) — 2(0)] 5 < 2pfNso and, fordh < k < (d+1)h, we  Corollary 1: Under the condition in Theorem 1, the cluster

have||:v(l~c)7—A f(}f)”% Splf;dhﬂx(dh) — Z(dh)]3. synchronization error system (16) is ultimately boundethwi
Denoted = ] andh = mod(k, h). Then, it follows from a given AUB ¢ if there exist a set of bit rate®;; (i € V)
de(k) = C\é(k) — I(k), P1 > 1, and0 < P2 < 1 that Satisfying
N
- - . 02 N
dT (k)de (k) < 2p}piNso +pi S — 20 ngb?  _ Odmin{Ple —2eapiNso
ne /SR 7 < P (57)
i=1 Q 2R;7:J) = (rzTRHJ) €47
N
7 202 . .
<2l piNsy +p ST — 2% (49) Specifically, when the allocated bit rate are all the same for
1F2 1 n 2 ~
i=1 ({\I/2R21J) each node, i.e.R;; = Ris = -~ = Ry £ R, the cluster
N ) synchronization error system (16) is ultimately boundethwi
< 9l N5y + Z n.b; N (50) @given AUBc if
=t (YT/EJ) Lon eaphn ZN b?
. R > Ztlog, | o 71) pm s ol IR G
Denoting ¢ 2 2e4pf Nso + eapl SN | 2l it min{P}e = 224pi N
A 2R
follows from (47) that Q D Remark 3:In Theorem 1, a sufficient condition is proposed
under which the dynamics of the cluster synchronizatioarerr
AV (k) <=0V (k) + ¢. (51) system (16) is ensured to be exponentially ultimately beand
It is apparent that the AUB of the cluster synchronization
Then, for any scalans, we have error system (16) is dependent on the bound of the distugbanc
HY (4 1) — bV noise on the plgnt (1), the numbgr of the n_odes in the CDN,
77§+1 (t+1) =n5V(?) . the coding period, and the coding-decoding procedure. In
=ns (V(t+1) = V(1) +n3(ns — 1)V (1) particular, when the bound of the noise, the number of nades i
<ni(ns — 1 —n30)V(t) + n§+1¢. (52) the CDN, the coding period and the parameters of the coding-

_ - . ) ] decoding procedure are all fixed, the AUB (56) of the cluster
_ Letting 73 = 73 = 1—; and summing both sides ofgynchronization error system would be only dependent on the
inequality (52) from0 to k£ — 1 in relation toZ, we arrive it rate thereby meriting the establishment of the bit rate

at condition under which the required cluster synchronizatio
~ iis(1 — ik control performance is achieved.
BV (k) - v(0) < BLZB), 59
(1—1s3)
which can be further represented as the fO“OWing form: C. The design of cluster synchronization controller
Vk) V() n 7s(1 — 75) Based on the analysis of the cluster synchronization error
7 E (1 —13) system, we will now focus on the controller design issue
. é b by solving some optimization problems to be formulated by
=(1-90) (V(O) - g) + 9 (54) means of certain performance indices of interest.

) o OP A This optimization problem is to minimize the ulti-
Then, it follows from the definition o¥/(k) and (54) that  mate bound of the cluster synchronization error dynamics so

1 as to achieve the best possible synchronization perforenanc
B2 <——eT(k)Pe(k : ; L )
le(k)[|3 <5— e (k)Pe(k) under bit rate constraints (6) and (7) with given total afalié
)\mln{,P} . .
(1— )k & é bit rate R, and allocated bit raté;,.
gm (V(O) — 5) + P (PT (55) Theorem 2:For cluster synchronization error system (16),

let a scalarf (0 < # < 1) and positive integers?,, R;
Consequently, it can be concluded from Definition 1 that thHeé € V) be given. Suppose that there exist positive scalars
dynamics of the cluster synchronization error system (§6) d3, ¢4, positive definite matrice®;, € R"=*"= (; € V), and
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real-valued matrice&’; € R"=*"= (j € V) satisfying

M e, 0 I
*  —e3l 0 P
Iy = <0 59
4 * * —e4d KT (59)
* * * —P
P>1 (60)
with I} = —0P — &30y, 2 = KT + (W @ D)TP,

K = diagy{K;}, andP = diagy{P;}. Then, the dynamics
of the cluster synchronization error system (16) is ultighat
bounded, where the decay ratefiand the minimum of the

asymptotic bound ofle(k)||3 can be obtained by solving the

following minimization problem:
b2
)

subject to the matrix inequality constraints (59)-(60). reto

min 2€4p1]\750—|—€4 }112
=1

(61)

over, the gaings; (i € V) of the controller can be obtained

from the following relationship:

diagy{K;} = P~ 'K. (62)
Proof: Choosingd = 1 — 4, we conclude that
I} = 113, T3 = IT13. (63)

Then, it follows from (59) thatll; < 0, which guarantees

the ultimate boundedness of the cluster synchronizaticor er

system (16).
Along the similar line of the proof of Theorem 1, we obtai
V(k) < 6F <V(O) (64)

where

Ny b2

(Sl

Then, based on (55) and (60), it is readily seen that
et < Vi) <8 (Vo) - 125 ) + 12

+ .
By considering (55), the AUB offe(k)||% can be calculated by

N
¢ = 2eapi Nso +eapl Y ————

=1

1-46

minimizing ¢, which turns out to be equivalent to the condition

(61). Then, the proof is complete. [ ]

OP B: This optimization problem aims to maximize the
decay rate of the cluster synchronization error dynamics fo

the fastest convergence under bit rate constraints (6){h)
given total available bit rat&; and allocated bit ratéz;;,.

Theorem 3:For cluster synchronization error system (16)and the decay rate dfe(k

P>1 (66)
-R 01
<0 (67)
*  P=21
with Tl = —P + R — &30, 12 = KT + (W o T)TP,

K = diagy{K;}, andP = diagy{P;}. Then, the dynamics

of the cluster synchronization error system (16) is ultishat
bounded, and the maximum decay rate of cluster synchroniza-
tion error|le(k)||3 can be computed by solving the following
maximization problem:

max{0} (68)

subject to the constraints (65)-(67). Moreover, the gdifs
(z € V) of the controller can be obtained from the following
relationship:

diagy{K;} = P™'K. (69)
Proof: It can be concluded from the inequality
(P-DPHP-1)>0
that
-Pt<P-2I
Then, it follows from (67) that
i & R 91_ ] . [—R or | _, 70)
—p-1 x  P-2I

By applying Schur Complement Lemma I, it can be
obtalned that-R + 6?P < 0. Then, it follows from (65) that

ﬁ% 83U2 0 H%
—esl 0 P
e < <0 (71)
* * —ead KT
* * * —-P

with IT} = —P +62P — e3U,. Then, it follows from Theorem
1 that the dynamics of the cluster synchronization ee(@r
is ultimately bounded.

Similar to the proof of Theorem 1, we obtain the following
inequality:

V(E) < (1 - 0%)" <v<o> - 93) N
where
¢ = 2eapi Nso + eapl nmibfg
R

)||3 is thus determined by —62. In

let positive integersk,, R;; (i € V) be given. Suppose thatthis way, the maximum decay rate of cluster synchronization

there exist positive scalars;, ¢4, positive definite matrices
P, € R=X (j € V), R € RNxNnz' and real-valued
matricesiC; € R"=*"= (j € V) satisfying

H}) 8302 0 H%

*  —e3l 0 P
1I5 = <0 65
° * * —eql KT (65)

* * * —P

error is obtained by addressing the optimization proble8),(6
which completes the proof. ]

Remark 4:For cluster synchronization error systems, the
ultimate bound and the decay rate are two essential per-
formance indices. In order to achieve the improvements in
different performance indice©P A and OP B are proposed
separately. The effect of each optimization problem will be
shown numerically in IV section.
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D. Co-design of controllers and bit rate allocation protdco where

With given bit rate R; and R;;, we have considered the fre(R) = maX{O,ZRz - Rs}
design problem of cluster synchronization controllers reT =1

orem 2 with the aim of minimizing the AUB of the cluster. . T
synchronization error system (16). In fact, the availaliledie 's the penalty function with? = [y, Ry, -+ , ], and
of each node plays an important role in the AUB, and it can

be allocated by MAC protocol in the digital communication fon(R) =
network. As such, we will now discuss the co-design problem

in which both bit rate allocation protocol and controllerirga . . L=
serve as design parameters, is the penalty function withR = [R1,, R3», - , Ryn]- The

Based on the above discussions, we propose the followifrlltgr]]ess function of the PSO algorithm is defined as

NE

max ¢ 0, Z R;; — R;
1 i€Vy

=
Il

new minimization problem according to the bit-rate coriatsaa _ N N N npb?

(6) and (7). F(R,R) £2e4p{ Nso +eapf ) ————
Corollary 2: Based on Theorem 2, when the positive inte- =1 QV 2R?7‘J)

gersR;; (i € V) are variables to be determined, the minimum + foe(R) + fon(R)

of the AUB of ||e(k)||3 can be derived by solving the following
minimization problem:

Algorithm 1 PSO-Assisted the Co-design Algorithm

min  2e4p% Nsg + e4ph Z?Ll ”17“2 » Step 1. Initialize the parameters of PSQnitialize
A 2RJ) parameteriNg, Ny, c1, c2, w, and the initial velocity
s.t.  (6), (7), (59), (60) (73) V; and positionR,; of each particle.
0< R <R » Step 2. Evaluate the fitness and set initipl: Evaluate
e each particle’s fitness functioR(R,;) by solving the
R €N, i€V LMIs (59) and (60). If the LMIs (59) and (60) are
Moreover, the gaing(; (i € V) of controllers can be obtained infeasible, then the value of fitness will be artificially
from the relationship: assigned a sufficiently large valug0(¢ in this paper)
to reduce the effect of the corresponding particle on
diagy{K;} = P"'K. (74) the particle swarm. Set all initial positions gs;,
1=1,2,---,Nq.
Proof: The proofis similar to Theorem 2, and is therefore Step73_’ Sel’ecyb in the swarm: Select theg, in the
omitted for the sake of brevity. u swarm, which has the minimum fitness value.

It is eaSily observed that the ObjeCtive function and con-,. Step 4. Update the partide’s Ve|0city and position:
straints of OP A in Theorem 2 are linear and can thus  ypdate the velocity and the position of the each particle
be resolved efficiently by the linear matrix inequality (LMI by given updating equations (76) and (77).
technique. The co-design problem presented in this subsect . Step 5. Evaluate the fitness and updage: Evaluate
is actually a mixed-integer nonlinear programming (MINP)  each updated particle’s fithess function by the same
problem, which is difficult to solve due to the integer con-  method in Step 2. fF(R;) < F(p:), then, set the
straints ofZ;;, the matrix inequality constraints (59) and (60),  current position ap;.
in addition to the presence of the nonlinear term » Step 6. Updatey, in the swarm: Select theg, in the

swarm, which has the minimum fitness value.

N
202 ; ; ; .
eaph Z N0 » Step 7. Design of the bit rate allocation protocdtach
=1

(lvm])

iteration repeats the process of steps 4 and 6 until the
maximum number of iterations is reached. Then, select

in the objective function. the g, as the parameters of bit rate allocation protocol.
To deal with the emerging MINP problem, the particle » Step 8. Design of the cluster synchronization con-

swarm optimization (PSO) algorithm and the LMI technique  trollers: Produce the synchronization controllers (10)

are employed together in this paper. In order to take full by using the gain matrice&’; obtained according to

advantage of the PSO algorithm, a suitable objective foncti____the selected bit rate protocol.

should be given for the proposed optimization problem. As

such, the optimization problem (73) is transformed into the The PSO algorithm is outlined in Algorithm 1, wheles

following form by introducing a penalty function: denotes the population sizéY; stands for the maximum
, number of iterations, ane; = [v;1,V;2, -+, Vim+n] @and
min  2e4pt Nsg + e4ph vazl % R; = [Ri1,Ri2, - ,Ri.mi+n] represent the velocity and
A 2RD position of particlei, respectively. The velocity and position
+fpe(R) + fon(R) (75) updating equations of particleare given as follows:
st (59), (60) vi(t +1) =wv;(t) + cir1 (pi(t) — Ri(t))

Ry €N, ieV. + cara (g5(t) — Ri(t)) (76)
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Ri(t+1) =R;(t) + vi(t + 1) (77) The CDN (1) with five nodes is divided into two clusters
L . Vi = {1,2} andV, = {3,4,5}. The coupling configuration
where p; denotes the historical individual best position fopatrix is of the following form:
particle:, g, bespeaks the historical global best position for the

entire swarmw is the inertia weightc,; andc, indicate the —0.2 0.2 0.1 -0l 0

cognitive acceleration coefficient and the social accétara 02 -02 —-01 0.1 0
coefficient, separately, ant refers to the iteration number. Ww=101 -01 -05 03 02 (78)
In terms of the characteristic of integer variables, théighi 01 01 03 —04 01

position and velocity of the particle, as well as the paramset
c1, ¢c2, and w are selected as integers in the algorithm.
Moreover,r; andr; are selected randomly from two integergng the inner-coupling matrix is an identity diagonal matri

Lor2. ) ) _ The nonlinear functions of nodes in the two clusters respec-
Remark 5:In practical networks, the bit rate allocationyely satisfy the following forms:

protocol is a parameter that can be designed according to

0 0 0.2 0.1 -03

different performance specifications. On the other handh ea f (k) = 0.6 tanh(0.1z;1(k)) 4 1.05241 (k)
node’s bit rate plays a significant role in improving the e 0.6 tanh(0.1z2(k)) + 1.05z42(k)
cluster synchronization performance. Therefore, the esigth

. . : 0.8 tanh(0.1z;1 (k 1.05z;1 (k
problem of integrating the bit rate protocol and the corérol fo(xs (k) = anh(0-1zi1 (k)) + zin (k) )
parameters is considered in this paper. Furthermore, saoh a 0.8 tanh(0.1z2(k)) + 1.05z42(k)

design problem is formulated as a MINP problem representgflen, it can be seen that the nonlinear functions satisfy the
by (75), which can be well solved by Algorithm 1. One 0fsctor bounded condition (2) with

our further research topics is to solve the MINP problem by

using some effective optimization methods [23], [24]. . L11 0 Y 105 0
Remark 6:In this paper, the cluster synchronization control Ylo 11> o0 105
problem is investigated for CDNs. A bit rate model with
. 2 . : 1.13 0 1.05 0
two constraints is first introduced to reflect the bandwidth Ty = Uy .
limitation of CDNs with m clusters. A sufficient condition 0 113 0 1.05

is proposed in Theorem 1 to guarantee the ultimate boundrhe measurements of the CDN (1) are modeled by the
edness of the cluster synchronization error dynamics. T"f’&lowing parameters:

essential performance indices for the dynamics of the etust
synchronization error (i.e., the ultimate bound and theagec C1=[1 1], Co=[1 —0.90], C5=[0.80 0.60]
rate) are reflected in Theorem 2 and Theorem 3 by designing ¢, = [0_7() 1] , Cs = [1 1} .

appropriate controller gains, respectively. To furtheduee o _
The bound of the initial valug, is set to be4. Then, the

the ultimate bound, a co-design problem is proposed that' : .
comprehensively considers the bit rate allocation prdtocfitial values of the target trajectorieés(k) andt, (k) are set to

and controller parameters, and such a problem is solved [fh? —0-9]T and [0.8 _O-S}T’ the initial states ofr1, w2,
Corollary 2. z3, x4 and x5 are chosen a$0.1 —O.l]T, [0.2 —O.Z]T,
Remark 7:The synchronization control problem for[o_1 _0_1]T, [0.2 —0,2}T, and [0.3 —0.3}T, and the
discrete-time complex dynamical networks has receivéditial state of each estimator is set to zero. Next, we will
considerable research interest from various communitigls averify the results of this paper through the following three
a rich body of literature has been available. In comparis@ases.
with the existing studies, the main results of this paper Case 1:Cluster synchronization effects GfP AandOP B.
exhibit the following distinctive contributions: 1) thethiate In this case, the effects ddP A and OP B on different
model established in this paper is new that quantifies therformances of cluster synchronization control are dised.
communication bandwidth constraints and the correspgndilihe total available bit rate of the digital communication
bandwidth allocation protocols; rules for the clustershimit network is assumed to k& bps, the available bit rate of each
the CDN and for the nodes within a cluster; 2) the proposed biuster is allocated by an average allocation protocol (AAP
rate condition is new that discovers the relationship betweasR, = R, = 8 bps, and the available bit rate of each node is
the bit rate and the specific synchronization performancgllocated askRi; = Ri2 = 4, Ros = Roy = 3, Ros = 2. The
and 3) the two formulated optimization problems angcaling parameters of each quantizer are choseh as 1,
the associated co-design problem are new that reflect the= 0.8, b5 = 0.5, by = 1.2, b; = 2. Thed is set to be 0.92
synchronization performance indices. for OP A Then, by applying Theorem 2 and Theorem 3, the
controller gains of each node can be obtained, respectively
The corresponding simulation results are depicted in Zgs.
4 and Table I, where Fig. 2 describes the trajectories of the
This section presents three simulation scenarios to demamncontrolled dynamical nodes, Fig. 3 depicts the trajéesor
strate the effectiveness of the decoder-based clustehsync of the controlled dynamical nodes where the controllers are
nization controller proposed in this paper for the CDN (1). derived by solvingOP A, and Fig. 4 plots the evolutions of

IV. NUMERICAL EXAMPLE
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TABLE | 6 ! ! .
THE COMPARISON BETWEENOP AAND OP B ~[le(k)]|2: Theorem 2 (6=0.92)

—|le(k)||2: Theorem 3

Total bit rate Rs(bps) OP A (§ =0.92) OPB
Settling-like time 3 2 ¢
Upper bound of the trajectory 1.2847 2.0381

Amplitude
w
T
I

the cluster synchronization error dynamics in the cas®f®f
A andOP B. The AUB and the “settling-like times” (the time
required for the cluster synchronization dynamics to reach ' R M.
and remain within the “steady-state region”) of the cluster ¢, 0 20 p” 0 © o
synchronization error dynamics with respecQ® A andOP et

B are shown in Table I. From Figs. 2-3, it can be readilyig. 4. The trajectories of cluster synchronization effetk)||> subject to
observed that the controllers obtained by solvibB A are OP AandOP B

able to drive the CDN to the selected cluster synchronization

pattern. Table | shows th&P A result in a small AUB and
the OP B make for a low decay rate.

allocation protocol obtained in Corollary 2 can be referred to
as PSO-based optimal allocation protocol (PSO-OAP), which
e e R R RG] allocates a specific bit rate to each node with the objective of
minimizing AUB. This case aims to show the superiority of
PSO-OAP over AAP in reducing AUB.
The scaling parameters are selectechas= 1, b, = 0.8,
b3 = 0.5, by = 1.2, andbs = 2. Two sets of simulations are
conducted for Theorem 2 and Corollary 2, respectively, with
the same total available bit rate 8 bps. The decay raiin
Theorem 2 is set to be@.92. Then, the first set of simulations
is conducted without considering the bit rate constraint on
the cluster. While the second set of simulations is carried
out in case the two clusters are equally allocated a certain
| i — sl o ) ) = 7 ] bit rate, i.e.,R; = R = 16 bps. Then, the AUB’s values
‘ ‘ kmm%)swp 20 50 % can be obtained by solvin@P A and MINP problem (73),
respectively. The corresponding results are shown in Table I,
Fig. 2. The trajectories;;; (k) of uncontrolled nodes (i € {1,2,3,4,5}, where the first two rows outline the results of the first set
jedl2}) simulations, and the last two rows present the results of the
second set simulations. From Table I, it can be easily seen
that PSO-OAP is capable of reducing the AUB of the cluster
synchronization error system.

Amplitude
[N
)
S
T

o
=]
T

Amplitude

-100 -

0 10 20

: : : :
150 "—s;,(F) — s21(F) o wn1 (k) —za1(k)

=

o

S
T

TABLE Il
THE AUBS SUBJECT TO DIFFERENT BIT RATE ALLOCATION PROTOCOLS

Amplitude

50 -

Quantizer Parameters Protocol Allocation of Bit Rate AUB

0 Ri1 = Ri2=6
b1 =1,b2=0.8 AAP Ro3 = Rog =6 9.4906
2 S0 bg = 0.5,b4 =1.2 R25 =6
£ bs = 2 Ri1 =7 Ri2=6
-100
= PSO-OAP  Ro3 =5, Ros =6  9.4454
150 =220 =520 0 ) ) = 2l wall) & anll)] ‘ Ros =8
0 1o 20 WinDstep i 50 60 Ri1 = R12 =38
b1 =1,b2=0.8 AAP Ro3 = Rog =5 9.5112
Fig. 3. The trajectoriesc;; (k) of controlled nodes (i € {1,2,3,4,5}, by = 0.5,b4 = 1.2 Ros = 6
e {1,2 ) '
jef{1,2}) bs = 2 R11 =8, Ri2 =8
Case 2:Effects of different allocation protocols on AUB. PSO-OAP  Fzs ;4’ RQ; =6 94836
25 =

In Case 1, the bit rate allocation protocol is assumed to
be AAP, which allocates the total bit rate evenly to each
node regardless of each node’s characteristics. In comparisorCase 3:Effects of total available bit rate on AUB and decay
the bit rate allocation protocol in Corollary 2 is calculatedate.
by the PSO-assisted the co-design algorithm. The bit ratelntuitively, the bit rate has a significant impact on the cluster
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TABLE Il
THE AUBS AND DECAY RATES SUBJECT TO DIFFERENT TOTAL AVAILABLE [5]
BIT RATES
Total bit rate Rs(bps) 16 32 64 128 [6]
OP A AEJB ¥ 16.115 15.2678 15.1683 15.1671
(6=0.7)
oP B AUB ¢ 25.1405 23.8187 23.6635 23.6616 [7]
Decay rated  0.7618 0.7618 0.7618 0.7618
[8l

synchronization performance. This case seeks to examine
numerically the effects of different total available bitgaon  [©]
the AUB and decay rate. The total bit rate is assumed to be
16 bps, 32 bps, 64 bps, and 128 bps, respectively. The scalifg]
parameters of quantizers are set tobbe= 8, by = 9, b3 = 8,

by = 7. Thed is set to be 0.7 foOP A Then, under the AAP, [11]
we can derive the AUB and the decay rate by solviig A
andOP B. The results are displayed in Table IIl.

It can be observed from Table IIl that the AUB decreases
as the total bit rate increases, whether @P A or OP B. [12]
The advantage dDP A over OP B in reducing the AUB can
also be easily verified. On the other hand, the decay rate g3

not affected by the total bit rate I©OP B.
[14]

V. CONCLUSIONS

In this paper, the cluster synchronization control problenﬁls]
has been investigated for discrete-time CDNs with constdhi
bit rate. A bit rate constraint model has been proposed tg
describe the bandwidth limit of a CDN witm clusters. A 2!
sufficient condition has been proposed under which theearust
synchronization error system is ultimately bounded, andt a b[17]
rate condition that guarantees a certain cluster syncration
performance has been proposed subsequently. Two OPs have
been presented and solved to calculate the required clustéf!
synchronization controllers so as to achieve two different
synchronization performance indices. The co-design isdue [19]
the bit rate allocation protocol and controller gains hasrbe
discussed as well. Three illustrative numerical cases haea
presented to demonstrate the feasibility and the effentise
of the proposed synchronization control strategies. Bintile
research idea of analyzing the impact of constrained bé rat,;
on system performance can be extended to the filtering and
control of networked systems [10], [26], [53], [54], [56].
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