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Spatio-Temporal Graph Cuts
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Abstract—Identifying independently moving objects is an es-
sential task for dynamic scene understanding. However, tradi-
tional cameras used in dynamic scenes may suffer from motion
blur or exposure artifacts due to their sampling principle. By
contrast, event-based cameras are novel bio-inspired sensors that
offer advantages to overcome such limitations. They report pixel-
wise intensity changes asynchronously, which enables them to
acquire visual information at exactly the same rate as the scene
dynamics. We develop a method to identify independently moving
objects acquired with an event-based camera, i.e., to solve the
event-based motion segmentation problem. We cast the problem
as an energy minimization one involving the fitting of multiple
motion models. We jointly solve two subproblems, namely event-
cluster assignment (labeling) and motion model fitting, in an
iterative manner by exploiting the structure of the input event
data in the form of a spatio-temporal graph. Experiments on
available datasets demonstrate the versatility of the method in
scenes with different motion patterns and number of moving
objects. The evaluation shows state-of-the-art results without
having to predetermine the number of expected moving objects.
We release the software and dataset under an open source licence
to foster research in the emerging topic of event-based motion
segmentation.

Index Terms—Event-based Vision, Motion Segmentation, Mo-
tion Compensation, Graph Cut.
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I. INTRODUCTION

Event-based cameras, such as the Dynamic Vision Sensor
(DVS) [1]–[3], are novel bio-inspired visual sensors. Unlike
standard cameras that acquire data at a fixed rate, event-based
cameras report per-pixel intensity changes asynchronously
at the time they occur, with microsecond resolution, called
“events”. This working principle offers potential advantages
(low latency, high temporal resolution, high dynamic range
and low power consumption) to tackle challenging scenarios in
computer vision such as high-speed and/or high dynamic range
(HDR) optical flow estimation [4], [5], feature tracking [6]–
[9], stereo depth estimation [10]–[13], camera tracking [14]–
[16], control [17], [18] and Simultaneous Localization and
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Mapping (SLAM) [19]–[23]. However, due to the above prin-
ciple of operation and unconventional output, algorithms de-
signed for standard cameras cannot be directly applied. Novel
algorithms are needed to unlock event cameras’ potential. The
recent survey [24] provides a comprehensive review on event-
based cameras, algorithms and applications.

In this paper, we consider the problem of event-based
motion segmentation, which aims at classifying events oc-
curred during a time interval into several groups that represent
coherent moving objects. We tackle the most general case:
a possibly moving event camera observing a dynamic scene.
It is more challenging than the static camera case because
events are no longer solely due to IMOs; they are also induced
by the background. We develop a method to jointly classify
events and estimate their coherent motion, in an iterative and
alternating manner.

Contributions. Our contributions can be summarized as:
1) A novel event-based motion segmentation method de-

signed in the spirit of motion compensation [25] and
built on top of classical multi-model fitting schemes. We
propose a space-time event graph representation to exploit
the spatio-temporal nature of events, leading to globally
consistent and locally coherent labeling results.

2) A simple and effective initialization method using the
original motion compensation scheme on raw events.

3) A formulation that does not require prior knowledge in
the form of scene geometry, motion patterns or number
of IMOs.

4) An extensive evaluation, qualitative and quantitative, on
available datasets, showing better performance than di-
rectly competing baseline methods.

The rest of the paper is organized as follows: Section II-A
briefly describes the working principle of event-based cam-
eras. Section II-B discusses the nature of the event-based
motion segmentation problem and the related work. Section III
more formally states the problem and necessary preliminaries.
Sections IV and V disclose our energy formulation and opti-
mization procedure, respectively. The method is evaluated in
Section VI and conclusions are drawn in Section VII.

II. EVENT-BASED MOTION SEGMENTATION

A. Event-based Camera Working Principle

Event-based cameras [1] have independent pixels that con-
tinuously monitor their incident light and respond to changes
of predefined size C, which are called “events”. Specifically,
if L(x, t)

.
= log I(x, t) is the logarithmic brightness at pixel
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Fig. 1: Input / Output: The proposed method classifies the events acquired by an event-based camera (Left: events collapsed
along time) into different groups that undergo independent motions (Right). Approach (Middle block): We create a space-time
event graph and pass it to an iterative clustering algorithm that jointly classifies events into objects and fits motion models to
them. The method fits the event data globally while encouraging spatial coherence and fewest number of clusters.

x
.
= (x, y)> on the image plane, an event ek

.
= (xk, tk, pk)

is generated at pixel xk and time tk (with microsecond
resolution) if the change in log-brightness reaches C (typically
10-15% relative change):

∆L
.
= L(xk, tk)− L(xk, tk −∆tk) = pk C, (1)

where ∆tk is the time since the last event at the same pixel
xk and pk ∈ {+1,−1} is the event polarity (i.e., sign of ∆L).

Hence, each pixel has its own sampling rate (which depends
on the visual input) and outputs data proportionally to the
amount of motion or illumination variations in the scene. An
event-based camera does not produce images at a constant rate,
but rather a stream of asynchronous, sparse events in space-
time domain.

B. The Clustering Nature of the Problem
Assuming constant illumination, events are due to the rela-

tive motion between the camera and the scene, and since events
represent brightness changes (1), they are mostly produced by
scene edges (contours, texture, etc.). If the camera is stationary,
events are solely due to moving objects, whereas if the camera
moves, events are due to both: edges of moving objects and
moving edges induced by the camera’s ego-motion.

The problem of event-based motion segmentation consists of
identifying which events in a given event stream are triggered
by the same scene object, and because events are caused by
motion, the identification criterion primarily refers to grouping
(i.e., classifying) events by the type of motion. Hence it is key
to realize that event-based motion segmentation is a clustering
problem by nature: splitting the event stream into different
groups of events, with each one representing a coherent
motion (classification criterion), as shown in the input-output
of Fig. 1. The problem is most challenging in the moving-
camera scenario because events are triggered everywhere on
the image plane, not just around the moving objects. As we
review next (Section II-C), several solution methods have been
proposed, and due to the above nature of the problem, they
all inherently perform some sort of clustering. However, they
differ in the clustering technique developed.

C. Related Work
Early works on event-based motion segmentation required

prior knowledge on either the shape of IMOs (e.g., a circle

[26]) or the correlation between the tracked geometric prim-
itives and the motion of the event camera [27]. Such prior
knowledge is no longer required in recent works [28]–[32].
Several of these pipelines follow a sequential strategy, which
consists of analyzing the dominant events (e.g., background),
then removing these (by empirical thresholding [28], [29]) and
analyzing the remaining events (i.e., the IMOs), greedily.

Instead, using [29] as initialization, [30] was the first to
tackle the problem jointly, analyzing all events while solving
the two sub-problems of clustering: event-object association
(classification) and object / cluster refinement (model-fitting).
By leveraging the idea of motion compensation [25], it
formulated the segmentation problem using an expectation-
maximization (EM) approach, which iteratively updated the
soft event-cluster associations and the motion model parame-
ters. It provided per-event segmentation rather than classical
bounding-box results. Recently, [31] proposed a similar joint
optimization method, but with differences: (i) initialization of
IMO models was based on K-means clustering of event-based
feature tracks, and (ii) event-cluster assignments were based
on morphological operations via empirical thresholding.

In addition to the above methods, [32] proposed a super-
vised end-to-end learning-based pipeline that simultaneously
solved for optical flow, 3D motion and object segmentation.
Although [32] is not closely related to the above approaches
(neither is to ours), it is mentioned because it provides a state-
of-the-art dataset for segmentation evaluation (Section VI).

Similarities and Differences with Prior Work: Like pre-
vious methods (e.g., [30]), our method also allows general
parametric warps (motion models) and performs per-event seg-
mentation. Besides, we are also able to produce sharp, motion-
compensated images as a by-product (Fig. 1, Right). However,
we claim the following fundamental differences compared to
previous approaches. First, we formulate the problem using
Markov Random Fields (MRF) and defining a spatio-temporal
graph through the events. This leads us to efficiently solve the
problem using graph cuts, which is the first time that they are
adapted to work on event data. Second, we pose the problem
as a joint optimization over the motion parameters and event
associations, but in contrast to [30] we introduce two spatial
regularizers. In particular, we explicitly minimize the number
of clusters and smooth their shape, which is pursued naturally
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via an energy formulation. This allows us to solve the issue of
not knowing the number of moving objects in the scene [30].
Third, digging into details of the event alignment data-fidelity
terms, [30] is based on variance maximization, whereas graph
cuts require a minimization formulation with non-negative
terms. For this non-trivial adaptation we build on our work [23]
and propose negative Images of Warped Events (IWEs), which
have not been investigated for clustering. Finally, we do not
follow the greedy strategy nor do we need additional methods
for initialization (e.g., feature tracking [31]). We provide a
new initialization method, based on a hierarchical subdivision
of the volume of events to provide a pool of motion instances.

III. PROBLEM STATEMENT PRELIMINARIES

The goal of this work is to cluster the events produced by an
event-based camera into groups that undergo coherent motions.
Such motions aim to represent the unknown number of IMOs
in the scene. Once clustered, events are warped according to
the estimated motions and produce an overall IWE with the
highest contrast (Fig 1, Right).

In this section we briefly introduce multi-model fitting
and discuss how to adapt its components to event data. We
introduce the notions of spatio-temporal graph of events and
model-fitting metric(s) on the graph.

A. Multi-Model Fitting

Multi-model fitting is a category of computer vision prob-
lems that aim at explaining data using several model in-
stances. It is a chicken-and-egg problem, often split into two
sub-problems: assignment of data to a model instance (i.e.,
classification or “labeling”) and model fitting (i.e., parameter
estimation). Examples consist of recognizing and segmenting
partially occluded objects in 2D [33] or 3D [34], optical flow
estimation [35]–[37], and motion segmentation [38]. These
problems aim at assigning a label lp to each data point p,
where each label l ∈ L corresponds to a model Ml that
is consistent with local observations. The solution to the
problem is a labeling configuration L that is locally smooth
and globally consistent. To find such a solution, multi-model
fitting problems are naturally formulated as the minimization
of an energy E = Edata + Ereg, comprising a data term Edata
that measures the inconsistency between the data and the
models, and a regularizer (smoothness term) Ereg that enforces
prior knowledge about the models. A successful set of solvers
consider a graph through the data points and seek to partition
the graph into the optimal labels [39], [40]. We also follow
this approach.

B. Space-Time Event Graph

The data points in our problem consist of events {ek} pro-
duced by a DVS [1]. Because events are sparse in the spatio-
temporal domain (time-evolving image plane), the underlying
graph considered is in general unstructured (as opposed to
the regular graph of pixel intensities in an image). To build
a spatio-temporal graph for events while keeping a low com-
plexity, we propose to use a Delaunay triangulation [41] on

W
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(a) Events and active pixels.
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(b) Delaunay triangulation.

W

H

t

(c) Connection principle.
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(d) Spatio-temporal graph.

Fig. 2: Construction of the spatio-temporal graph. (a) Events
occur at active pixels (blue squares) and are represented by
blue dots along with their corresponding timestamps. The
indexes indicate the chronological order. (b) A Delaunay
triangulation (black graph) of the active pixels. (c) The con-
nection principle: each event (orange dot) connects to its two
temporally-closest events at the same pixel (red dots) and at the
neighbouring pixels (green dots) in the Delaunay triangulation.
(d) The resulting spatio-temporal graph (in blue).

the binary image of active events in the space-time volume V
(Fig. 2).

Specifically, given the events in a volume V of size W ×
H×δt (where W,H refer to the width and height of the image
plane, and δt denotes the time span), we first compute a binary
image of event activity (i.e., the pixel is 1 if it contains at
least one event, illustrated by blue squares in Fig. 2(a), and it
is 0 otherwise). Then we compute the Delaunay triangulation
on the non-zero pixels of this binary image (black dots in
Fig. 2(b)), which returns a 2D graph (mesh). This 2D graph is
used to build a space-time (3D) graph for the events (see the
connection principle in Fig. 2(c)). Each event typically has
2 + 2N neighbors in the resulting graph (Fig. 2(d)), where
N denotes the number of edges that link to the event’s pixel
location in the binary image (black dots in Fig. 2).

There are many possible graphs that can be used to connect
the event data points. The above proposal is inspired in graphs
proposed for Markov Random Fields built on sets of sparse 2D
features [42] and is easy to implement from a data structure
point of view.

C. Goodness of Fit by Motion Compensation

The specification of a metric on the data graph allows us to
assess the goodness of fit between the data and the model(s)
(i.e., Edata). Building upon [43], the goodness of fit is given
by the alignment of the events along point trajectories on
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the image plane, which constitute a motion model and are
parametrized by a parameter vector m. Such event alignment
is assessed by the strength of the contours of an IWE. The
contour strength (which is related to image contrast [44]) can
be measured with various dispersion metrics, such as vari-
ance [25], [30], [45], RMS of mean timestamp per pixel [46]
We utilize the variance loss as metric for the edges of the event
graph. To make the paper self-contained, we briefly review the
idea of motion compensation [25], [45], upon which motion
models are fitted.

Motion Model Fitting. The contrast maximization frame-
work [25] allows us to fit a motion model to a group of events
E = {ek}Ne

k=1. First, events are geometrically transformed
according to a warping function W,

ek
.
= (xk, tk) 7→ e′k

.
= (x′k, tref), (2)

leading to a set of warped events E ′ = {e′k}
Ne

k=1 at a
reference time tref. The warping function W(xk, tk;m)

.
= x′k

implements the image-plane trajectories of a motion model
and is parametrized by m. Secondly, events E ′ are aggregated
into an image (or histogram) of warped events (IWE),

I(x;m)
.
=

Ne∑
k=1

δ(x− x′k(m)), (3)

where each pixel x counts the number of warped events that
fall within it. In practice, the Dirac function δ is replaced by
a Gaussian N (x;0, ε2Id) of ε = 1 pixel width. Finally, the
variance of the IWE defines a criterion for model fitting:

m∗ = arg max
m

σ2(I(x;m)). (4)

Like [25], our formulation supports any type of parametric
motion model, such as 2-DoF (degrees-of-freedom) flow [8],
3-DoF rotational motion [45], 4-DoF model [28], etc.

In summary, the above event graph representation and
model-fitting criterion allow us to formulate the problem of
event-based multi-motion segmentation as joint estimation
over two sets of variables:
• Discrete labels. The segmentation (clustering) is repre-

sented by the labeling function L(e) : Ω × T → L =
{1, ..., N}, which assigns to each event e a label l ∈ L
indicating which independently moving object the event
belongs to.

• Motion models. The motion of the independently moving
object is represented by a collection of warps with
parameters M = {m1, ...,mN}. Each warp represents
the coherent motion of a group of events.

IV. DESIGNED ENERGY FOR MOTION SEGMENTATION

We propose an energy function that considers jointly the
sub-problems of labeling (i.e., segmentation) and model fitting.
The energy function is defined on both unknowns (labeling
configuration L and cluster motions M) as

E(L,M)
.
= ED(L,M) + λPEP(L) + λMEM(L), (5)

where ED denotes the data term and EP, EM constitute the
regularizer. Specifically, EP is the regularizer of the Potts

functional [47] and EM is a label cost term representing
the Minimum Descriptor Length (MDL) principle [48]. The
weights λ ≥ 0 balance the contribution of each term.

The energy is designed such that its minimizer achieves the
best fit to the data while being spatio-temporally smooth and
having the fewest labels (i.e., segments). We detail the design
of each energy term in the upcoming sections.

A. Data Fidelity Term

The data term in (5) is defined on both the discrete labeling
variables and the continuous model parameters. If the labeling
variables are fixed, the energy reduces to the data term and the
optimal motion model for each cluster can be obtained using
the motion compensation scheme (see Section V-B). Hence,
we focus on the design of the data term from the perspective
of the discrete labeling variables.

To adapt motion compensation [25] to a graph-based energy
formulation (5) we need to reformulate it so that: (i) energy is
minimized instead of maximized, (ii) the fitting cost of a group
of events is given by the sum of fitting costs of individual
events, i.e., the so-called unary terms [40].

The original motion compensation scheme creates an
IWE (3), on which image contrast is measured. The IWE
is created by warping events according to a certain motion
model. The higher the IWE contrast, the sharper the IWE, and
consequently, higher pixel values (i.e., event accumulation)
appear around the edge patterns. Therefore, the intensity value
at each IWE pixel is a proxy for the consistency (goodness
of fit) between the model and the events that are warped
to that pixel. To convert the maximization problem into a
minimization one and to build the unary costs of the data
term, we propose to use the IWE “negative” [23]. Once an
IWE I is computed (3), it is normalized to a fixed range, e.g.,
[0, 255], and then its negative is calculated as Ī = 255 − Î ,
where ·̂ denotes the normalization operation, and · the negative
operation. We define the unary term for an event ek as the
value at its warped location, x′k in (2), on the IWE negative,
namely Ī(x′k;ml). The data term is defined as the sum of all
unary terms:

ED(L)
.
=

∑
l∈L

∑
ek∈Cl

Ī(x′k;ml), (6)

where Cl denotes the cluster of events with label l, and
Ī(· ;ml) the IWE negative created using motion model ml.

B. Spatially Coherent Labeling

As for the regularizer, we simply use a pairwise Potts model
term EP to encourage spatially coherent labeling. This term is
defined only on the discrete labeling variables:

EP(L)
.
=

∑
ei,ej∈N

δL(ei),L(ej), (7)

where N denotes the event neighbourhood in the spatio-
temporal graph (Section III-B), and δm,n is the Kronecker
delta (1 if the variables m,n are equal, and 0 otherwise).
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Algorithm 1 Event-based motion segmentation by discrete-
continuous optimization.

1: Input: E events in a space-time volume.
2: Output: event cluster assignments (i.e., labels L) and fitted

motion per cluster (M).
3: Initialize M, L (Section V-C).
4: Create event graph (Section III-B).
5: Iterate until convergence:
6: Fix M, update L (Section V-A, graph cut).
7: Fix L, update M (Section V-B).

C. Encouraging Few Number of Segments

To discourage redundancy of the assigned motion models
we introduce an MDL term:

EM(L)
.
=

N∑
l=1

ψ(l), ψ(l)
.
=

1 if
∑
e∈Cl

δL(e),l > 0

0 otherwise.
(8)

This term penalizes the total number of assigned (active) labels
(i.e., segments), which encourages it to converge to the actual
number of IMOs.

We describe the optimization procedure for solving the
proposed energy in the next section.

V. JOINT OPTIMIZATION OF MOTIONS AND SEGMENTS

We now discuss how to minimize the proposed energy
function (5). This energy depends on both discrete labeling
variables L and continuous motion parameters M, thus lead-
ing to a discrete-continuous optimization problem. Inspired
by efficient solvers used in classical multi-model fitting meth-
ods [37], [48], we employ a block-coordinate descent strategy
to optimize L and M in an alternating manner. We present
the solution to each sub problem, followed by the initialization
strategy. The overall method is summarized in Algorithm. 1.

A. Segmentation: update labels L given motions M
The overall energy (5) reduces to the sub-problem of

discrete labeling when motion models M are fixed:

E(L) = ED(L) + λPEP(L) + λMEM(L). (9)

This energy describes a standard MRF problem plus an
additional MDL term. The graph-cut method is one of the
most widely adopted techniques for solving MRF problems.
The simplest case of graph cut, also known as s-t cut [49],
is typically used for solving a binary classification problem.
A graph is defined connecting the unknowns of the problem,
that is, the graph vertices, which must be assigned labels. Two
additional vertices called source (s) and sink (t) are defined.
The minimum s-t cut partitions the vertices of the graph into
two disjoint groups (i.e., labels) at the smallest energy cost,
which is equivalent to computing the maximum flow from
source to sink [50]. The generalization of the minimum s-t-
cut problem, such as (9), involves more than two terminals
(labels). For energy functions consisting of a smoothness term
with discontinuity-preserving property (e.g., the applied Potts

model), the expansion move algorithm [40] can be used as long
as the smoothness term is a metric on the space of labels. The
α-expansion algorithm loops through the labels α in some
order and looks for the lowest energy. In every iteration, it
solves a minimum s-t-cut problem which partitions the vertices
into the current-labeling group and the α-label group. An α-
expansion movement is made according to the s-t cut that leads
to the lowest energy.

To minimize (9), we apply the α-expansion based graph-
cut method [40] combined with the method in [48] to handle
the label costs induced by the MDL term. To accelerate the
algorithm, if a motion model is not assigned to any cluster
of events, it is removed from the model pool. The remaining
models (label ID) are sorted according to the number of events
that belong to the corresponding clusters.

B. Model Fitting: update motions M given labels L

When the label variables are fixed, the energy (5) simplifies
to the data term only. The continuous variables of each
motion model can be re-fitted independently from other motion
models using the corresponding cluster of events. The original
motion compensation scheme (4) is applied for model fitting.

C. Initialization

Let us show how to initialize the optimization procedure.
Unlike existing solutions, which either greedily initialize mo-
tion models M [28]–[30] or apply the K-means method on
computed event-based optical flow [4] or feature tracks [31],
we propose a simple, direct and effective initialization based
on the original motion compensation scheme.

Given a space-time volume V of events E , we carry out
an N -level subdivision operation. At level n ∈ [0, N − 1]
of the hierarchy, the volume V is divided evenly into 4n sub-
volumes. Let us use N = 4 as an example, as shown in Fig. 3,
where the blue dashed rectangle illustrates a sub volume at
level n = 1, while the green one shows a sub-volume at level
n = 3. For simplicity, the volume V is visualized in 2D,
namely by accumulating events on the reference time slice.
After the division operations, we have 40 +41 + · · ·+43 = 85
sub-volumes (including the whole volume at the base level of
the hierarchy). By feeding the events in these sub-volumes to
the motion compensation scheme, we get a pool of 85 motion
model candidates M.

This strategy aims at capturing IMOs of different size. As
illustrated in Fig. 3, the blue dashed sub-volume captures one
of the boxes in the background, which leads to an IWE with
high contrast at the background structures, whereas the green
dashed sub-volume senses part of a smaller IMO, which leads
to an IWE with high contrast around that IMO. The resulting
model pool is used to compute the data term (Section. IV-A).

Computational complexity is proportional to the number
of event warping operations. Thus we compare our method
against the greedy alternative in terms of the number of warped
events. Assume there are Ne events involved totally and they
are induced by the background motion (bg) as well as m
IMOs. Thus, we have Ne = N bg

e +
∑m

i=1N
IMOi
e . The greedy

solution assumes a dominance order of motion models, sorted
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Fig. 3: Initialization of motion model candidates. The division
operation is illustrated by the orange dashed buckets. The
model pool consists of all IWEs (negative) created using the
corresponding model candidates.

by the number of events: N bg
e � N IMO1

e � ... � N IMOm
e .

Under the reasonable assumption of a predominant back-
ground motion, Ne ≈ 2N bg

e , and IMOs accounting for the
other half of the events Ne ≈ 2i+1N IMOi

e , the computational
complexity of the greedy method is O((2− 2−m)Ne), which
is bounded by O(2Ne). The computational complexity of our
initialization method depends on the number of subdivision
levels N , and it is O(N Ne). While this simplified complexity
comparison favors the greedy approach, in practice we found
out that our initialization works well by using only the finest
level (n = 3), which has the smallest complexity O(Ne).

VI. EXPERIMENTS

In this section we evaluate the proposed algorithm. First,
we present the datasets and evaluation metrics used (Sec-
tion VI-A). Second, we provide both quantitative and qualita-
tive results on several datasets and compare against state-of-
the-art baselines (Section VI-B). Third, we justify the choice
of parameters (Section VI-C). Finally, we analyze the compu-
tational efficiency of our implementation (Section VI-D) and
discuss its limitations (Section VI-E).

A. Datasets and Evaluation Metrics

We evaluate Algorithm 1 extensively on datasets accom-
panying recent publications [28], [30], [32], [51]. We use
the same acronym to indicate the method and dataset from
a publication, e.g., EMSMC denotes the “Event-based Motion
Segmentation by Motion Compensation” method and its asso-
ciated dataset, both presented in [30]. The distinction is clear
from the context.
• The Extreme Event Dataset (EED) [28] is one of the

first open-source datasets used for the research of IMO
detection and tracking. Besides the camera’s ego motion,
there are other IMOs (up to three) in each sequence. It
provides manually-annotated bounding boxes for quanti-
tative evaluation. All sequences are collected in a labora-
tory environment, aiming to demonstrate the outstanding
performance of event cameras in HDR scenarios.

• EVIMO [32] is also collected in a lab environment but
with better illumination. Up to three IMOs appear in the

TABLE I: Summary of characteristics of the datasets used.

Dataset Sensor Type Sensor Status #IMO Env. HDR

EED [28] DAVIS240 Moving 1-3 Indoor Yes
EVIMO [32] DAVIS346 Moving 1-3 Indoor No
EVIMO2 [32] Samsung DVS Moving 1-3 Indoor Yes
EMSMC [30] DAVIS240 Moving 1-N Outdoor Yes
DistSurf [51] DAVIS346 Static 1-N Indoor No

sequences. For evaluation, it provides dense segmentation
masks of the IMOs. Recently, an extension of the dataset,
EVIMO2, has been made available online.

• EMSMC [30] provides a set of real-world sequences cap-
tured in both indoor and outdoor environments. Different
from the above two datasets, it consists of a larger number
of IMOs and even with non-rigid motions. HDR scenarios
are also captured in this dataset.

• DistSurf [51] is a dataset collected specifically for eval-
uating event-based optical flow estimation. We find the
data is in good quality and can be used for qualitative
evaluation of our algorithm.

Table I summarizes the key characteristics of the datasets.
Evaluation Metrics. For quantitative evaluation we use two

standard metrics. The first one is detection rate based on the
overlap between the bounding boxes of detected and labeled
objects, which was introduced in [28] and used ever since.
It considers the detection result as successful if it meets the
following conditions:

BD ∩ BG > 0.5 and (BD ∩ BG) > (BD ∩ BG), (10)

where BD refers to the estimated bounding box (or convex
hull), BG the ground truth bounding box, and · denotes the
complement of a set.

The second metric is Intersection over Union (IoU), which
is the most commonly used metric to evaluate the performance
of segmentation methods, and was proposed for event data in
[31], [32]. IoU is typically formulated as

IoU = (SD ∩ SG)/(SD ∪ SG), (11)

where SD refers to the resulting segmentation mask and SG
the ground truth mask. Note that the result of our algorithm
consist of sparse warped events with specific labels. To obtain
a dense segmentation mask from a cluster of warped events,
we label all pixels in its convex hull identically.

B. Quantitative and Qualitative Evaluation

EED Dataset. We first evaluate our algorithm on the
EED [28] dataset using the detection rate metric. As reported
in Table II, without having to specify in advance the number
of clusters, our algorithm outperforms other state-of-the-art
solutions [28], [30], [31] in terms of average detection rate
(97.45%). The numbers for the baseline methods are taken
from the corresponding publications in the absence of pub-
licly available source code. The numbers are close to those
in [30], [31] partly because the detection rate (10) is a coarse
evaluation metric. Qualitative results are given in Fig. 4, where
the red rectangles are ground truth bounding boxes.
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Fast Drone Light Variation Occlusion What is background?

Fig. 4: Segmentation results on EED dataset [28]. Time runs from top to bottom. The ground truth bounding boxes (in red)
show the 2D location of the IMOs. Note that such boxes are manually annotated on the DAVIS [52] grayscale images, which
are not perfectly time-aligned with the events. Hence, offsets are witnessed for fast-moving IMOs.

TABLE II: Comparison with state-of-the-art methods on se-
quences from the EED dataset [28]. We report detection rate
of independently moving objects (in %), as proposed by [28].

SOFAS EED EMSMC MOMS-E Ours
Sequence name [29] [28] [30] [31] (Alg. 1)

Fast drone 88.89 92.78 96.30 - 96.30
Lighting variation 0.00 84.52 80.51 - 93.51
Occlusions 80.00 90.83 92.31 - 100.00
What is background? 22.08 89.21 100.00 - 100.00

Average 47.74 89.34 92.28 94.20 97.45

EVIMO Dataset. A second quantitative evaluation is per-
formed on the EVIMO dataset using the IoU metric (11).
As shown in Table III, our algorithm performs the second
best (only 0.19% lower than the best one) among all four
segmentation methods, and about 2% better than the next
best method. The numbers for the baseline methods are taken
from [31]. Note that Tables II and III report results using
two different metrics and datasets, so they are not directly
related. During the experiments we found several issues that

TABLE III: Comparison with state-of-the-art methods on the
EVIMO dataset [32]. We report the IoU metric (in %), as
given by [31], [32].

EVIMO EVDodgeNet MOMS-E Ours
method [32] [53] [31]

EVIMO dataset 77.00 65.76 74.82 76.81

may deteriorate the IoU score. First, the ground truth masks
are not perfectly aligned with objects in the raw images
because of inaccurate CAD models and IMO poses produced
by the motion capture system. Second, our labeled IWE and
segmentation masks are computed using undistorted events
(using camera calibration); then the masks are warped to the
raw (distorted) image plane where the IoU score is calculated.
Undistortion leads to information loss near image boundaries.
Third, some of the IMOs are hanged by the person who was
holding the event camera, thus, the IMOs sometimes undergo
the same motion as the camera. In such a case, IMOs are
labeled as background motion and no IoU score is calculated.
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Fig. 5: Segmentation results on the EVIMO dataset [32], on sequences Boxes (rows 1–3) and Table (rows 4–6). Time runs from
left to right. Our labeled IWEs (rows 1 & 4) are displayed in undistorted coordinates (known camera calibration) while the
dense segmentation masks (rows 2 & 5) are shown on the raw (distorted) grayscale images from the DAVIS [52]. Grayscale
images are used for visualization only. The labeled IWEs from [31] (rows 3 & 6) are shown also on raw coordinates, as
provided in [31]. Their color convention is: gray for the background (ego-motion) and dark red or blue for the moving objects.
The corresponding colors in our IWEs are magenta, blue and cyan, respectively.

Exemplary results are given in Fig. 5, where both labeled
IWEs and their corresponding dense segmentation masks are
visualized. In the boxes sequence, the toy car traverses from
right to left and can be continuously detected as a moving
object. There are two IMOs in the table sequence (toy car
and plane). The two move against each other and meet in
the middle. They are successfully detected even when they
are partially overlapped. The toy plane stays almost still at
the end of the sequence, which explains why it is labeled as
background. The IWE around the area of the plane looks as
sharp as the background, which also indicates that the plane
stays still. The figure also includes qualitative comparisons
against [31] in terms of the labeled IWEs. Despite the different
coordinates used, our results look overall sharper and do not
exhibit the rectangular segmentation boundaries present in [31]
(caused by naively labeling events according to whether or not
they are inside the convex hull of the cluster features). In the

middle of the table sequence, our method still detects the toy
plane as an IMO (before it slows down and merges with the
background), whereas [31] does not.

In addition, the authors of [32] just released a new dataset,
EVIMO2, using event-based cameras of VGA resolution
(640 × 480 pixels). The dataset can be used for evaluation
of event-based object segmentation, motion segmentation, and
structure from motion. The multi-camera system consists of
a Samsung Gen3 DVS [54], two Prophesee CD Gen3 event
cameras [55] and a Flea3 RGB camera. We test our method
on the events from the Samsung DVS and provide qualitative
results in Fig. 7. We also compute the IoU score (64.38 %),
and the main reason for the less accurate segmentation than
in EVIMO is the motion patterns: the objects in EVIMO2
undergo more frequent 3D rotations than in EVIMO. Conse-
quently, the 2D appearance of the objects on the image plane
continuously changes, causing self-occlusions that are difficult
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EMSMC [30] Ours (Alg. 1) EMSMC [30] Ours (Alg. 1) EMSMC [30] Ours (Alg. 1)

Fig. 6: Qualitative comparison with EMSMC [30] on sequences from that reference. Time runs from top to bottom. Images in
odd columns are courtesy of [30], with clusters represented in various colors due to the over-segmentation in EMSMC.

to model with current image-plane motion models. To obtain
best results in this scenario, knowledge of the 3D shape and
appearance of the IMO would be required, which is left as
future work. In spite of this, the qualitative results in Fig. 7
(columns 4 and 5) show good segmentation results.

Other Datasets. Besides above quantitative results, we also
provide an extensive qualitative evaluation on real-world data
from EMSMC [30] dataset, DistSurf [51] dataset, and our own
collection. These sequences cover a wide variety of scenes,
ranging from indoor lab environments to outdoor traffic scenes
with moving vehicles and pedestrians, including non-rigid
motion and HDR scenarios. We provide exemplary results in
Figs. 6 and 7. The first sequence of Fig. 6 shows a traffic scene
captured from above, with three vehicles driving on the road.
The two cars moving to the left have very similar velocities,
thus, they are clustered in the same group. For visual compar-
ison we provide the segmented, motion-compensated images
from [30]. The second sequence of Fig. 6 shows an outdoor
HDR scene captured with the event camera facing the sun
while a pedestrian and a skateboarder pass by. Our algorithm
preserves the motion discrepancy among different parts of the
non-rigid human bodies while maintaining the compactness
of the segmentation due to the applied MDL term. The third
sequence shows a vehicle passing by in front of buildings. Our
algorithm successfully distinguishes the car from the buildings
in the background, which are compactly labeled together, thus
identifying the panning camera motion.

In Fig. 7, the first column shows a fan (whose blades
rotate at ≈1800 °/s) and a free-falling coin, i.e., a high-
speed scenario. Since our algorithm supports multiple motion

models, the fan blades and the coin are successfully detected
and distinguished. The second column shows a traffic scene
captured at street level. The motions of overlapping vehicles
can be successfully distinguished. The third column shows
a scene with a pair of waving hands. The motions of the
hand and arm are sometimes segmented from each other when
there is a small wrist motion. The fourth and fifth columns are
exemplary results of EVIMO2 dataset, already discussed. The
last column shows another sequence of our own data (different
from the one in Fig. 1), in which a nursing pillow is thrown.
The pillow is detected as an IMO detached from the hand as
soon as the apparent in-plane rotation happens.

C. Parameters of the Method
Let us mention how the parameters of the method are

set. First, we process events in packets (i.e., sliding window
fashion). The number of events Ne may be selected based
on the scene dynamics or texture [56]. However, we found
that Ne ∈ [15000, 30000] is a sensible choice for sequences
captured by the DAVIS240 or DAVIS346 [52]. For sequences
acquired by higher resolution sensors (e.g., 640× 480 pixels),
Ne is increased proportionally. As shown in the experiments,
motion parameters can be assumed to be constant within each
sliding window.

Second, we set the weights λP = 40, λM = 8, 000. The
Potts model weight λP is set according to the fact that an
event typically has at least six spatio-temporal neighbours
(At least two edges are linking to the event’s pixel location
due to the Delaunay triangulation). The maximum discrepancy
for an unary term is 255 according to the IWE negative.
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Fig. 7: Results of our method on sequences from EMSMC [30] (column 1), DistSurf [51] (columns 2-3), EVIMO2 [32]
(columns 4-5), and our data (column 6). Time runs from top to bottom. Our segmentation method is able to identify IMOs in
a variety of scenes (from different datasets, with stationary or moving cameras) and with various sensor resolutions (examples
with event cameras from 240× 180 pixels to 640× 480 pixels).

Thus, λP = 255/6 ≈ 40 so that local consistency would be
sacrificed for spatial coherence. For sequences with relatively
small IMOs traversing a textured background, λP has to be
reduced to avoid over-smoothing effects. The MDL weight
λM is set according to an ablation study, as shown in Fig. 8.
Unsurprisingly, we see the resulting number of IMOs becomes
smaller as λM increases. We observe λM having a wide range
of endurance ([8000, 16000]), which makes a good balance
between enhancing spatial coherence and circumventing over-
smoothing effect. We find 8,000 a reasonable choice that
returns the true number of IMOs in most cases.

Finally, the number of hierarchy levels N , which determines
the size of the sub-volumes used during initialization, is set
empirically. A good choice (e.g., Fig. 3) can effectively pick
up small IMOs while circumventing cases of bad signal-to-
noise ratio (Sec. VI-E). We find that N = 4 is a good choice
for sensors with similar spatial resolution to the DAVIS346,
and N may be increased to deal with very small IMOs and/or
new devices with higher spatial resolution.

D. Computational Performance

Algorithm 1 consists of three main steps: (i) initialization,
(ii) creation of event graph, and (iii) alternating discrete-
continuous optimization. The initialization is the most time-
consuming step. Using 15,000 events as input and a 4-level
subdivision as an example, it takes about 4 s to compute all
motion candidates of the model pool. This time is spent on one
motion model type; for multi-model proposals, e.g., K types,
the computation is K times larger. We apply hyper-threading

to speed up the process. Initialization may be expensive for
the first set of events, but it can be propagated according
to the motion and reutilized for the upcoming events. The
creation of the space-time event graph is efficient, taking
45 ms. The optimization terminates within 3 iterations, and
its time is proportional to the size of the motion pool; it takes
about 3 s. The discrete-labeling (graph-cut) sub problem takes
the majority of the runtime compared to the negligible time
spent on continuous model fitting. The proposed method is
implemented in C++ on ROS and runs on a laptop with an Intel
Core i7-8750H CPU. The code uses two cores and consumes
about 400 MB of memory.

While there is room for improvement in runtime perfor-
mance to speed up the method by an optimized implementation
and/or dedicated hardware, event cameras are data-driven sen-
sors that produce more events per second the faster the motion,
the smaller the contrast sensitivity and the more texture present
in the scene. Hence, it is conceivable to modify the above
factors to increase the event rate in order to overwhelm any
non-trivial event-based method so that it becomes non “real-
time”. This could be mitigated by decreasing the contrast
sensitivity and/or by dropping events (randomly or with some
control strategy [57]). However, this is out of the scope of this
work. In contrast, we think that the most alluring feature of
our proposal is the modeling idea of using graph cuts on event-
based data, which (i) brings well-known principles to the realm
of event cameras and (ii) allows us to address shortcomings
of previous methods, such as the need to either specify the
number of clusters in advance or over-segment the scene.
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Fig. 8: Ablation study for the optimal choice of MDL weight λM. Three distinctive motions (two IMOs and the camera motion)
exist in these sequences (Corridor, Table). Each column represents a different value of the hyperparameter λM, starting at 1000
and doubling on each right column. In general, the smaller the MDL weight, the more motion models are assigned (e.g., first
three columns). The number of motion models assigned is written below each IWE image. A range of endurance, detecting
the true number of motions, is found for λM ∈ [8000, 16000].

E. Limitations

A limitation observed during initialization entails the size of
the IMOs. Small IMOs, e.g., smaller than 1% of the sensor’s
spatial resolution (as in the multiple objects sequence of [28])
cast signal-to-noise ratio problems during motion proposal
generation and are thus unlikely to be properly initialized. The
size of the IMOs in the other datasets is larger than in the EED
dataset, hence detecting IMOs is not an issue in them.

Noise. In addition, the performance of our method is af-
fected by the signal-to-noise ratio of the input events because
the topological structure of the ST graph deteriorates with
increasing event noise (jitter, bursts, etc.). To alleviate this
issue, a pre-processing de-noising step [58], [59] is suggested.
We apply a simple de-noising operation, as proposed in [23],
which filters isolated events in the spatio-temporal domain. To
deal with the specific noise in the datasets that is due to ground
truth acquisition by the motion capture system (disturbing
light from a VICON system’s emitters) additional de-noising
methods, such as burst filters, are needed.

VII. CONCLUSION

We presented a novel method for event-based motion seg-
mentation. Our approach is a multi-model fitting scheme that
jointly clusters events and fits motion models to them. The
proposed graph-based (MRF) formulation with the additional
MDL energy term leads to globally consistent and spatially
coherent segmentation results using fewest labels. As a by-
product, the method produces labeled, motion-compensated
images of warped events that may be used for further process-
ing (e.g., recognition). A thorough evaluation demonstrated
the versatility of our method in scenes with different motion
patterns and unknown number of independent motions. We
also showed that the method is able to bring the advantages of
event-based cameras to tackle traditionally difficult scenarios
for standard frame-based cameras, such as segmentation of
fast moving objects (that would cause motion blur) or in HDR

conditions. Finally, we hope this work inspires new research
in the topic of segmentation with event-based cameras, a
paramount but rather unexplored topic.
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