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Abstract—Reinforcement learning agents learn by encour-
aging behaviours which maximize their total reward, usually
provided by the environment. In many environments, how-
ever, the reward is provided after a series of actions rather
than each single action, leading the agent to experience ambi-
guity in terms of whether those actions are effective, an issue
known as the credit assignment problem. In this paper, we
propose two strategies inspired by behavioural psychology
to enable the agent to intrinsically estimate more informative
reward values for actions with no reward. The first strategy,
called self-punishment (SP), discourages the agent from
making mistakes that lead to undesirable terminal states.
The second strategy, called the rewards backfill (RB), back-
propagates the rewards between two rewarded actions. We
prove that, under certain assumptions and regardless of the
reinforcement learning algorithm used, these two strategies
maintain the order of policies in the space of all possible
policies in terms of their total reward, and, by extension,
maintain the optimal policy. Hence, our proposed strategies
integrate with any reinforcement learning algorithm that
learns a value or action-value function through experience.
We incorporated these two strategies into three popular deep
reinforcement learning approaches and evaluated the results
on thirty Atari games. After parameter tuning, our results
indicate that the proposed strategies improve the tested
methods in over 65 percent of tested games by up to over 25
times performance improvement.

Index Terms—Reinforcement learning, Deep neural net-
works, Q-learning, Temporal difference.

I. INTRODUCTION

A reinforcement learning (RL) agent [1] aims to make
optimal decisions in an environment from which it
receives rewards for its actions. The agent optimizes
a relationship (policy) between actions and rewards,
which is later used to make plausible actions. One of
the frequently used techniques to form this relationship
is through learning the forward quality of actions in any
given state, known as Q-Learning [2]. Recently, Deep Q-
Learning Networks (DQN) [3] have been introduced and
successfully applied to complex reinforcement learning
tasks such as Atari 2600 and Star Craft II [4].

There exist a range of environments in which there is
no reward (or zero reward) corresponding to majority of
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actions, posing a significant challenge to RL algorithms
[5], [6]. In this paper, we introduce two strategies,
namely the Self punishment (SP) and reward backfill (RB),
which provide additional reward signals for the agent
to learn from. Inspired by the operant conditioning [7],
SP provides undesirable values (punishment) for agent’s
undesirable actions (e.g., actions which lead to a terminal
state) to discourage it from making mistakes. This strategy
provides additional information about the state and
enables the agent to find better gradient trajectories
towards avoiding a loss and, consequently, improve faster.
Inspired by the "clicker training" strategy used for animal
training [7], [8], the RB strategy backpropagates non-
zero rewards received from the environment (or from
SP strategy) to previous state-action pairs. This strategy
provides additional information on how much each state-
action with zero reward contributes to a state-action with
non-zero reward in the future.

The paper is organized as follows: Section [l] provides
an overview of reinforcement learning as well as the
related works. Section [lIl| describes our approaches and
Section [IV| presents experimental results and discussions.
We conclude our work with an outlook to the future
work in Section [V]

II. BACKGROUND

A brief review on reinforcement learning, Q-learning,
deep architectures, and credit assignment problem is
provided in this section.

A. Reinforcement and Q-Learning

We define a RL environment (sometimes referred to
as a RL problem in this paper) by a tuple (S, A,e,r), S
the set of states an agent can be in, A the set of actions
an agent can choose from, e(s,a) : S x A — S a function
that takes the agent from state s € S to s’ € S given
the action a € A4, and r(s,a) : S x A — R is the reward
provided for the agent given the state s and the action a.
A RL agent (also called RL algorithm) interacts with an
environment, such as an Atari emulator, to learn how to
behave optimally. The learning is done by optimizing a
(usually deterministic) policy 7(s) : S — A in a way that
the aggregated rewards onwards (expected value if non-
deterministic), denoted by v(w, s), is maximized. In this
paper, we assume S and A are finite sets and an episode
has a finite horizon, i.e., there exists a terminal state
for any policy and any initial state. We further assume



that the environment is fully observable, deterministic,
and dynamic. With v(r, sg) the total reward received by
following the policy 7 in a RL environment and given
the initial state s¢, the existence of the 7*, the policy with
maximum possible total reward, necessitates that the set
V, defined by {v(w, so)|all possible ©}, is an "ordered"
set under the operator "<".

Value-based reinforcement learning algorithms define
Q(s,a) : S x A — R that represents the total discounted
reward the agent may receive by taking action a at
the state s onwards following a policy =. If the best
Q, called Q*, is known then the optimal policy, 7*, can
be represented by argmax,., @*(s,a) for any given s.
One of the most commonly used methods to estimate @
is the n-step temporal difference (TD) update [5]:

Qe ar) +— Q(se,ar) + (R — Q(st, )
where R,E") is referred to as TD target, defined by:

)

n—1
Ri") =" max Q(St4n,a) + Z; Yr(St4is aeri)  (2)
where n € {1,2,...,T — t} and ~ is the discount factor.
TD target is set to 7(s¢, a;) if s,41 is a terminal state, 7.
Q-Learning [2]], [5] is a special case of n-step TD with
n=1.

B. Deep Q Network (DQN)

In order to interact with the environment through
raw vision information, Deep Q Network (DQN) pa-
rameterizes Q function as Q(s,a;0) [3]. The parameter
set 6 is a Convolutional Neural Network (CNN) that
transforms a given state s and an action a to their Q
values. The DQN agent takes n frames (with a skip
parameter k that only selects observation on every k'"
frame) as one state that is subsequently processed by
the CNN with n input channels. Given a state, the
network decides on the action with probability 1 — e
(or performs a random action with probability e for
exploration purposes), and the environment provides the
reward and the next state accordingly. This interaction
continues until a terminal state emerges. The value of ¢ is
closer to 1.0 at the earlier stages of the learning process
to encourage exploration. Each interaction produces a
transition tuple < s,a,r(s,a),s’ > that is stored at the
replay memory. At each step, a batch of samples is
randomly selected from these memorized samples to
train the network. The learning objective is to minimize
a loss function L:(6) = E[(Q(s¢, at;0) — RE”)Q}, where
R%l) = r(s;,a;) +ymaxeea Q(si41,a;0) is the TD target
(2], 151, [9]-

DON uses a greedy policy to approximate @) defined
as mg(s) = argmax,c 4 Q(s, a; #). While this is correct if @
is equal to Q*, this approximation may lead to overesti-
mation of the @) values for non-optimal actions which are
regularly selected [10]. This issue stems from dependency
between weights used to calculate the target and the Q-
values. Double DQN [10] (D2QN) addresses this problem

by employing two networks to decouple the action selec-
tion and the target value, where the Q-network decides
the best action and the target network computes the
TD target as r(s,a) + YQ(s', argmax,,c 4 Q(s',a’;6);67).
Dueling Double DON [11] (D3QN) decomposes the Q-
value estimation function into state-value function and
action advantage function, updated separately. The Q-
values are then estimated as the sum of state-value func-
tion and action advantage function. Dueling architecture
improves the learning in two ways. First, the estimation
of state-value instead of Q-value explicitly indicates more
valuable states. Second, the action advantage function
provides additional information to the estimation that
decreases noise stemming from overestimation as two
functions make independent estimations. DON was
further extended by other approaches such as the use
of a noisy model with trainable noise parameters [12].
Again, TD target in these variants is set to r(s;, a;) if s¢41
is a terminal state [3]], [[10]], [11].

C. Credit assignment problem

Not all actions receive a non-zero reward in many
RL environments. Nevertheless, a sequence of these
mostly zero-rewarded actions may lead the agent to a
state for which a reward is received. It is, however, not
straightforward to estimate the contribution of these zero-
rewarded actions to a future reward, an issue known as
the credit assignment problem [5]. The severity of this
issue increases with the sparsity of non-zero rewards.
Q-learning update rule (n =1 in n-step TD update), in
particular, is prone to the credit assignment problem as
it considers a rather short sight of actual future rewards
[5], [6], leading to a large bias and a longer learning
time. In the context of DQN and environments with
sparse rewards, some of the states in the replay memory
would be associated with zero-rewarded actions. When
the rewards are sparse, the value of R,g") is equal to
" maxgea Q(Si+n,a) in most cases, especially if n = 1
(i.e., Q-learning), which encourages the loss function
to converge to zero quickly. One obvious approach to
address the credit assignment problem in a sparse reward
space is to increase the value of n, which in turn increases
chances of having non-zero actual rewards in the Rﬁ") [13].
Incorporating this strategy in DQN is, however, extremely
challenging and would require heavy calculations [6].
There have been other approaches targeting this issue for
DQN including defining prioritization for replay memory
items [[14], curiosity-driven Exploration [15], and hybrid
supervised-reinforcement [[16]-[18].

D. Reward shaping

Reward shaping [19]-[21], the approach that our pro-
posed methods are most related to, replaces the original
reward provided by the environment, r(s,a), by an
estimation, z(s, a, s’) = r(s,a)+ f(s,a, s"), which not only
represents the reward but also assigns rewards to sub-
goals by using f : § x A x S — R. The method can



potentially address the credit assignment problem by
introducing a function f(s,a,s’) that returns non-zero
values when r(s,a) is zero. It has been proven [19]
that if there exists a function ® : S — R such that
f(s,a) = v®(s") — ®(s), v € [0,1], then the optimal Q
function with the modified reward is the same as the
optimal Q function using the original reward function.
Such reward shaping function is called the potential-based
reward shaping function. It has been also proven that this
form of reward shaping is both necessary and sufficient
to guarantee that the optimality of policies is preserved
when Q-learning is used. The proof provided in [19]
mainly relies on the recursive nature of the Q-learning
formulation.

A reward shaping function was proposed in [22] based
on a Lyapunov function. The method replaced the reward
at each state with a weighted average of the current
reward and the reward in the next state, received if the
best action (provided by the current Q function) is taken.
It was proven that the proposed shaping function is an
instance of the potential-based reward shaping. Results
showed improvement when this shaping function was
used. Another approach based on similarity between
decision trajectories was proposed in [23]]. In that method,
if the current trajectory was "similar" (based on a distance
measure) to high quality ones from the memory then the
reward given to the agent was increased. The increment
was calculated based on a weighted average over most
successful trajectories (similar to the k-nearest neighbor)
stored in the memory. With the length of the stored
trajectories was limited to 100 (i.e., storing the last 100
actions as a trajectory) and the size of the memory to 20
(i.e., storing the top 20 trajectories), it was shown that
the proposed method offers improvement over D2QN
on some RL problems.

Leveraging pre-trained reward models and improving
them during a given task has been a popular way to
implement reward shaping. An approach based on a
Bayesian framework was proposed in [24] in which the
"belief" about the reward distribution of the environment
was used to shape the reward. The original reward distri-
bution belief was updated along optimization of the RL
policy by collecting more evidence about each transition.
The mean of the belief distribution was then used in a
Q-learning framework, replacing the environment reward
at each state. A meta-learning approach, implemented by
a neural network, was introduced in [25]. The idea was
to train the meta-learner on a wide variety of tasks to
learn estimating the value of a given state and then use
the pre-trained meta-learner in a new task to estimate the
value of each given state, added to the reward provided
by the environment at that state. As the distribution of the
states in the tasks on which the meta-learner was trained
might not represent the distribution of the states in a new
task, it was proposed to use the pre-trained meta-learner
as a prior and calculate a posterior during learning of
the new task. The method was most efficient on tasks
that had shared state space, making it less effective on

tasks with a wide variate of state spaces such as the
ones that use vision inputs. In [26], it was proposed
to use a Bayesian Model Combination framework to
merge multi-expert opinion, available through external
inputs, at each state in an RL task to make the final
decision. It was assumed that each expert opinion is
a potential-based reward shaping function and it was
proven that the final combination is also a potential-based
reward shaping function, preserving the optimality of
the solutions. Results showed that the method could
automatically leverage the best expert opinion more,
without being aware which opinion is actually the best.
The final performance is dependent on the provided
expert models to combine.

III. PROPOSED APPROACH

We propose two strategies, namely the self punishment
(SP) and reward backfill (RB), to deal with the credit
assignment problem. Both strategies provide easy to im-
plement approaches to establish extra reward information
which lead to finding better solutions quicker.

A. Self Punishment (SP)

Reinforcement learning has a root in a framework of
animal psychology called the operant conditioning [7].
Operant conditioning argues that four main types of
feedback from the environment can be used to train
animals to shape a behaviour, as follows:

« Positive reinforcement by which a favorable outcome
is presented after a desirable behavior.

» Negative reinforcement by which an unfavorable
outcome is removed after a desirable behavior.

« Positive punishment by which an unfavorable out-
come is presented after an undesirable behavior.

» Negative punishment by which a favorable outcome
is removed after an undesirable behavior.

By using these four signals, behaviors are likely to be
repeated if followed by a reward (pleasant consequences)
or less likely to be repeated if followed by a punishment
(unpleasant consequences). The rewards provided for
the DQN agents, discussed in Section [lI} are received
from the environment with no major alternations. Hence,
as majority of environments reward the desirable states
onlyﬂ the agent does not receive other types of operant
conditioning signals. The lack of positive punishment, in
particular, makes it impossible for the agent to distinguish
between a neutral state (a state with no reward, but not
necessarily a bad state) and an undesirable one. Even in
the case of a terminal state where a life is lost, the target
value is calculated by r(s,a). As r(s,a) is usually zero
if the state is an undesirable terminal one, this reward
does not provide any information for the agent to avoid
this state.

INote that some environments such as "Pong" provide negative
reward values when the agent losses a game. Majority of environments,
however, tested with DQN variants do not provide signals for loosing
or for a terminal state.



In this paper, we propose a strategy by which the
agent shapes an intrinsic auxiliary reward to "self-punish”
at a terminal state, without the environment explicitly
providing that value. In particular, if the next state after
the current state by taking action a is terminal then the
agent modifies the received reward to r(s,a) — p, where
p € RT is a constant. Otherwise, the agent does not
modify the reward received from the environment. We
set the value of p experimentally in Section One
should note that not all terminal states are undesirable.
If the terminal state is an undesirable one then the SP
strategy reduces the reward, which would make the
distinction between a neutral and an undesirable terminal
state more apparent. For a desirable terminal state (e.g.,
game won, task done successfully), on the other hand,
the environment is unlikely to provide a zero reward and
expected to provide a large positive reward. In this case,
the proposed SP strategy only slightly shifts the total
reward, which would not impact the overall reward as
it is applied to all terminal states (see the proof below).

Let us exemplify how SP strategy may improve the
RL agent’s learning ability in the game of Breakout in
Atari 2600. Let us first assume that SP is not used in
Breakout and consider a situation where the ball is very
close to the right side of the moving paddle but outside
of the paddle and approaching. In this setting, although
choosing to "move right" or to "move left" leads to a
zero immediate reward by the environment, the latter
leads to terminating the game while the former leads
to continuing the game. The zero reward provided by
the environment makes it impossible for the agent to
distinguish between the terminal state and a zero reward
state, hence, the game may be lost without any signal
for the agent why it happened. In contrast, if the SP
strategy was used, an additional immediate signal for
the agent was provided to separate a terminal decision
from a "neutral" one, which would guide the agent to
avoid this mistake from the early stages and improve
faster. One should note that, if the Q function is accurate
(Q = Q*, where Q* is the optimal Q-function) then the
Q value of the action "right" would be larger than any
other action, which would lead to choosing the action
"right". This function, however, is optimized by playing
the game over and over, hence, expected to be inaccurate
specially at the early stages of the learning.

SP modifies the rewarding strategy of a given RL
problem. For such strategy, it is important to ensure
that the modification preserves the optimal policy of the
given RL problem [19]. To do so, we first introduce some
definitions and remarks and then prove that the order of
the solutions (policies) is not impacted when SP is used.

Definition 1. Policy Independent Reshaping Function
(PIRF): Let R a RL environment, defined by (S, A,e,r),
r(s,m(s)) being the reward received at a state s by taking an
action w(s), © being a policy used by a RL agent. Assume we
reshape this reward by a function ¢(s,m(s)), ¢ : SxA - R. A
reward reshaping function is an instance of policy independent

reshaping function if and only if

“for any arbitrary m and o, v(m1,s0) < v(ma,S0) IS
sufficient for 0(m1, so) < 0(m2, s0)”

where v(m,s0) = Yoo oV'r(si,m(s;)) and o(m, s9) =
Z?:o Yip(si,m(si)), so is the initial state, s, 11 is a terminal
state, and ~ € [0,1] is the discount factor.

Essentially, a reward reshaping function is an instance
of a policy independent reshaping function (PIRF) if
and only if it does not change the order of policies
in terms of their total reward under the operator "<".
For example, the reward reshaping function ¢(s,n(s)) =
r(s,m(s))?> + a (e € R any arbitrary value) is not an
instance of PIRF in general as it may change the order
of the solutions when some rewards are smaller than a.
The intuition here is that, when this reshaping function is
used, the rewards that are smaller than a decrease while
the ones that are larger than a increase.

Remark 1. Let R a RL environment defined by (S, A, e,r)
and R', another RL environment, defined by (S, A, e, ¢). If
¢(.) is an instance of PIRF then the optimal policy for R and
R’ is the same.

Proof. Proof is trivial and can be done by contradiction
(assuming the function ¢ changes the 7). O

There are multiple conclusions one can draw out of
Definition [1] and Remark [1] First, a reward reshaping
function that is an instance of PIRF preserves optimal
and near optimal policies. Hence, an algorithm that is
provably able to find an optimal solution for a RL problem
(e.g., Q-learning implemented by neural networks under
certain conditions [27]) would perform similarly if the
reward is reshaped by function that is an instance of the
PIRF. Second, Definition [I] and Remark [I] do not make
any assumption about the algorithm used for finding
the optimal policy. Finally, Definition [I] and Remark
assumed a general case of reshaping a reward using a
real-valued function, ¢ : S x A — R, which enables their
broad applicability for reshaping rewards.

Now we prove that SP is an instance of PIRF, hence,
application of SP does not reorder the policies and
maintains the optimal policy (as Remark [I| stated).

Theorem 1. The SP strategy is an instance of PIRF for any
RL problem, defined by (S, A, e,r), with the initial state s.

Proof. For simplicity, we define r] the reward the agent
receives by taking action 7(s;) at state s;. The total
reward received by following arbitrary policies m; and
7o are calculated by v(m1,s0) = 15t +yrt... +4"rt and
v(me, s0) = 5% +r1... +y™rE2, where s,41 and Sp,41
are terminal states. Without loss of generality, we assume
that v(m,s0) < v(ma,s0). In the case of incorporating
the SP strategy, these total rewards are calculated by
0(m1,80) = rit +yrit.. + " —p = v(m, s0) —p and
0(me, s0) =152 +yr1 2. + "2 — p = v(ma, So) — p. This
indicates that incorporating the SP strategy shifts the
total rewards by the same amount, p, for both policies.
Hence, if 1}(7'(‘1780) < ’U(’]TQ,SQ) then 17(7'(1780) < @(’/TQ,S()).



As the policies m; and w9 are arbitrary, SP is an instance
of PIRF and the proof is complete. O

The assumption here is that there is always a terminal
state (good or bad), which means that the episodes are
finite (see Section [[I-A). Based on Remark [I|and Theorem
one can conclude that the SP strategy can be used in
combination with any RL algorithm that learns the value
or an action-value function.

B. Reward Backfill (RB)

The issue of credit assignment has been observed
in training animals, i.e., any time-delay between the
action and the reward must be minimal in order for the
animal to associate the consequence with the response
effectively [7], [8]. As this may not be possible in many
environments, a strategy called the "clicker training"
has been used and shown to be effective [7], [8]. In
this strategy, a new reward is shaped which is used to
"bridge" the potential time delay of a desirable behavior
by the animal and receiving the reward. We mimic a
similar strategy to improve DQN. For each state-action
with non-zero reward, we propose to backpropagate
that reward to previously performed actions in their
corresponding states, namely reward backfill, RB. This
strategy provides information for the learning algorithm
on how much an state-action with zero immediate reward
may contribute to a future state-action with non-zero
reward. We intuitively assume that the actions taken
further back contribute less in the reward received for
an action in a particular state. Also, we assume that an
action with zero-reward contributes to the closest future
state-action with non-zero reward only and not further.

Assume that the policy 7 is used to generate actions
for each given s. Given the initial state sy, the policy
generates a sequence of actions by which the agent visits
{s1, s2, ..., Sn }, where s,,11 is a terminal state, and receives
the rewards {rg,71,....,7}. We propose to modify the
reward received at a state 0 < ¢ < n (n is the episode
length) by
®)

where #; is the estimated reward at the ' state in the
states sequence, £(i) : N — N the index of the closest next
state to ¢ with non-zero reward in the current sequence of
states, and f : N — R a decreasing function. By using this
formula, a fraction of the reward at a non-zero reward
state next to a given state is backpropagated to modify
previous zero rewards. This strategy reflects the impact
of actions-states with no rewards in receiving the reward
at the state (7). We prove that, under some assumptions,
the RB strategy is an instance of PIRF (see Definition [).
To prove that, we first define the sparsity length in an
episode as follows.

7o = f)7T )

Definition 2. Let sy an initial state, = a policy, j €
{0,1,...,n} the index of the k'" non-zero reward received
by following =, k € {0,1,...,M™}, M™ + 1 the number of
non-zero rewards the agent receives in the episode by following

policy 7. We define IT = |jI_, —jT| as the it" sparsity length
by following the policy m, i € {1,...,M™}.

The definition of sparsity length depends on the
sampling frequency of the environment states. If for
example the vision data is used as samples then the
number of frames between two frames in which the
agent receives a reward defines the sparsity length (see

section for details).

Theorem 2. Let s an initial state of a RL problem, R, defined
by (S, A,e,r). IfZit:O f (@) is a constant for all t and 7 then
RB strategy (Eq.|3)) is an instance of PIRF.

Proof. For simplicity, we define ] the reward the agent
receives by taking action w(s;) at state s;. Let m; and
g two arbitrary policies, taking the agent from state
so to states s, and s,,, respectively, N and M the
number of non-zero rewards received by following those
policies, v(m1, s9) and v(m2, s¢) the total reward received
by following m; and m2. One can write v(my,sg) =
h(m1,0) + h(m1,1)... + h(71, N) where h(m,i) = 'yﬁr;ﬁr, as
all other rewards are zero (see Definition [2). The same can
be done for v(ms, sg). By using the RB, the total reward
received by the agent following the policy m; is modified
to

17t

1 I
0(m1,50) = h(m,0) > f(k) + ...+ h(m, N) Y f(k) ()
k=0

k=0

This can be also written for @(m2,s0). Assume
22:0 f(k) = z for all t and 7, 2 € R" a constant. In
that case, ’0(7’(1, SQ) = ’U(’]Tl, So)Z and ’lA)(’]TQ, 80) = 'U(7T2, 80)2.
Hence, if v(m1, so) < v(ma, so) then v(m1, s0)z < v(ma, s0)2
(z > 0), which means (w1, s9) < o(m2,s0). Hence, a
sufficient condition to ensure RB is an instance of PIRF
is that Zﬁ;o f(@) is a constant for all ¢ and 7, which
completes the proof. O

We investigate a choice for the function f as f(i) =
X', where A € [0,1). With this setting and for a given
environment, Ziio f@) = Zliio o= 1_1’\::lt for any
7 and t. In implementation, \* becomes infinitesimally
small when i is large and would be considered as zero
because of the floating point precision. In practice, for
this choice of f, we back-propagate the rewards for a
minimum sparsity length, L, i.e., f(i) = A\ if i < lpin,
otherwise, f(i) = 0. This would lead to Zio f(7) being
equal to %, as long as If > I, for all ¢ and
m. For environments with large sparsity length (I is
large), l;in could be ignored in praf,tice because A is
infinitesimaly small, making 1’1’\_1:“ almost equal to the
constant 11 for all m and ¢. For example, A\'*! is almost
2.1e — 5 for an environment with [ = 25 and A = 0.65,
and reduces down to almost 4.46e — 10 for [ = 50. On
the other hand, for environments with frequent rewards
(small sparsity length), one may need to decrease the
value of \ to make sure A+ is small or ideally zero. Note,
however, that if the sparsity length in an environment is




small then the problem of sparse rewards is not present,
dimming the need for the RB strategy. See sections
and [V| for further discussions and examples.

Both SP and RB strategies can be implemented as a
part of the procedure which is used to select instances
from the replay memory to form the training batch (aka,
minibatch). For each instance selected from the replay
memory for training, the reward is replaced by the value
of p if the next state (i.e., s},,, where m is the index of the
memory) in that instance is terminal. If the state is not
terminal then Eq. 3| (RB strategy) is used to estimate the
reward. For an efficient implementation, one can store
the number of states for which the agent has not received
any reward and use that to back-calculate the #; in O(1).

IV. EXPERIMENTS

In this section we first investigate the impact of the
value of p and A on D2QN and then compare the final
results using a hybrid RB and SP strategy.

A. Test Environment and Experiment Settings

We used 30 Atari 2600 games for our comparisons,
including UpNDown, BankHeist, MsPacman, Qbert, Za-
xxon, Alien, Amidar, Tutankham, AirRaid, Kangaroo,
Jamesbond, Gravitar, Seaquest, Hero, WizardOfWor, Frost-
bite, Venture, Centipede, Freeway, Berzerk, RoadRunner,
Carnival, Asterix, Solaris, Spacelnvaders, KungFuMaster,
Assault, Krull, Riverraid, and Breakout. The deterministic
version of all games were used with 4 frames action
repetition. We used Python 3 (source codes and detailed
analyses are available as supplementary material) to
implement DQN variants with the discount factor (v) of
0.99, learning rate of 0.0001, learning method of RMSprop,
maximum number of training episode of 4,000, replay
memory size of 1M, memory update of every 4 steps,
minibatch size of 32, initial epsilon of 1.0 that decays
to 0.1 over 100K steps after the exploration step (first
50K), Huber as the loss function, and maximum episode
length of 18K frames. The number of steps between
target network updates was 10,000 when double targeting
strategy was used. In terms of hardware, we used a GPU
cluster, each node equipped with two NVIDIA GPU Volta
V100 and two skylake Intel Xeon 6132 processor, and over
300GB of RAM. We allocated 4 cores, one GPU, and 30GB
of RAM to each run. We run all tests for 4000 episodes
unless explicitly specified otherwise.

B. Evaluation Metrics

We measured the performance of each method for each
environment by averaging the total reward the agent
received in the last 100 episodes during the training. The
use of this measure allows evaluating the number of
times a method would need to play the game to learn
it. We used three evaluation matrices for comparisons:
average rank, average improvement percentage, and percentage
of improved games. The average rank provides the ranking of
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Fig. 1. Sparsity length for 30 Atari games when D3QN was used. 23
out of 30 environments had a sparsity length of 25 or larger.

different methods according to the performance measure.
To calculate the average rank for each environment,
we ranked the results of different settings (including
the original algorithm) by sorting their performances
descendingly and then averaged the ranks across all
environments. This gives us an indication of how would
each setting perform in comparison with others across
all environments. The average improvement percentage
measures the average percentage of improvement over
the original algorithm across all environments on the
performance measure. We calculated the average percent-
age of performance improvement, where each strategy
with different settings was compared against the original
version (the improvement is 100(P°—P?®)/P° where P° is
the performance of the original version of the algorithm
and P? is the performance of the algorithm with SP or
RB strategies incorporated in it).

C. Sparsity length

It was discussed in section that the sparsity length
in environments has a direct impact on the efficiency of
RB strategy. Figure [1| shows the mean sparsity length
of 30 Atari games when D3QN was applied to find the
optimal policy. It is seen that this length is larger than 25
in most of the environments tested (23 over 30 tested),
which was used in our experiments. In the cases where
the sparsity length is small there would be a need for a
smaller A to compensate.

One should note that the RB approach is not expensive
(done in O(1)) as it backpropagates reward signals and
does not need any forward calculation of a neural
network.

D. Parameters Setting

We incorporated SP and RB strategies to D2QN
and tested the performance of the algorithm for p €
{1,10,50, 100,200}, A € {.15,.65,.75,.85,.95} and envi-
ronments UpDown, Carnival, Gravitar, MsPacman, Qbert,
Spaceinvaders, Berzerk, and Breakout. Results for SP
settings are reported in Figure 2| Figure 2| (a) shows the
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Fig. 2. Positive punishment test on D2QN over 4000 episodes. (a)
Average rank of different p values, (b) average improvement percentage
across all 8 environments.

average ranks (the smaller, the better) of D2QN with
and without SP and different values for p. The D2QN
without SP in most episodes ranked worse than D2QN
with SP ("original” bar in the graph), demonstrating the
effectiveness of this strategy. From sub-figure (a), it is
clear that p = 1 and p = 10 provide the best average rank
across all tested environments. Sub-figure (b) indicates
that the average improvement is maximized across tested
environments for p = 1.

Figure [3| shows the results of incorporating RB to
D2QN tested on the same set of environments. The
sub-figures (a) and (b) show that, for some values of
A, RB improves D2QN (in terms of average rank and
improvement percentage). The parameter A\ decides the
amount of the reward propagated backwards, with a
larger value of X leads to a larger portion of the reward
back propagated. In these sub-figures it is seen that the
maximum improvement and best rank takes place when
A = .65 across all tested settings.

E. Comparison results

Three different deep Q-learning algorithms were tested
as shown in Figure Eka) and (b) when SP and RB were
incorporated to the base methods (p = 1 and A = 0.65).
It is seen that the proposed strategies could improve the
DQN methods in over 26 out of 30 tested environments
by up to 2,800% in some cases. The improvement for
D2QN and D3QN was in 19 out of 30 games for up to
1,900% and 700%, respectively. In some cases, however,
the proposed strategies lead to a performance drop up
to 50% for all methods. These results well demonstrate
the effectiveness of our proposed strategies.
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Fig. 3. Reward backfill test on D2QN for different values of A. (a) and
(b) are similar to what was described in Fig. 2}

In addition, Figure f{(b) shows performance comparison
between our proposed strategies, Lyapanov reward shap-
ing strategy [22], K-nn based trajectory selection shaping
strategy [23], and a noisy neural network structure used
in Q-learning [12]. The figure shows that the proposed
reward shaping strategies could improve D2Qn more
effectively in comparison to other shaping strategies
tested. Noisy structure improved the performance of
D2QN in 27 out of 30 Atari games comparing to 19 out
of 30 when the proposed strategies were used. This shows
that the Noisy D2QN could provide a better baseline to
benefit from our proposed shaping strategies, which is
left as a future work.

V. DI1sCUSSION AND FUTURE WORKS

In this paper, we introduced two strategies, called the
self punishment and the reward backfill, to deal with the
credit assignment problem. The strategies were inspired
by the psychology of conditioning and behaviour shaping,
namely the operant conditioning and clicker training.
Self punishment signals the agent mistakes to enable
quicker learning to avoid such mistakes. The reward
backfill propagates the value of a rewarded state back to
the previous actions to signal the contribution of those
previous actions to the action which explicitly rewarded.
We proved both of these two strategies maintain the order
of policies in the space of all possible policies in terms of
their total reward, and, by extension, maintain the optimal
policy. Hence, our proposed strategies integrate with
any reinforcement learning algorithm that learns a value
or action-value function through experience. We further
showed how to effectively implement these strategies to
achieve a O(1) complexity in their calculations. Finally,



= Improvement over DQN

= Improvement over D3QN

2
oliJ‘ i

LOGI10 OF IMPROVEMENT (%)

[ H.Ih
I

DO D F S SRR SR SO NS O L. &
-&vab@&@@ %@‘\Q@% 7 %"Q&ﬁ\\ 60@% & é%°°°¢§°@° fbé@o@‘b@e{:&\o@) o?z%o\%i@é %4\0& @0% 3
B <
S W ?’%&Q’%& Q@ & ¢ é@*@é\ S S° Qf@é&—%@‘b %Q}Q&&QQQ‘@O/\)
Q &N e RSN RN
& R <
(@)
4
u Proposed (1=0.65, p=1)  ® Lyapanov K-nn Traj Noisy
< 3
[
Z
5
= 2
m
>
Q
& 1
=9
: W |
LS 0 } I I u
N | L | [
g+ Wil
A
-2
QO S D F S O O 0N & 5 S I & & & &
& be:e@ e,\éégo%@&é &?Q(o i&b@“@% & *b&goé\:g@@\» fv%@é&@@ié@&&@ o?ic\q’tfzr@@(%§a&\&0§0$9
S & S < . g
v A v@% P P FEE & S& S8 S FS e}o\@‘o@ 4%@ g%
N & W ® &S X
& = <
(b)

Fig. 4. Performance improvement over original (a) DQN and D3QN, (b) D2QN. (b) also indicates the performance improvement over D2QN for
the Lyapanov shaping method [22], K-nn trajectory shaping [23], and Noisy DQN [[12]. Proposed method used SP with p = 1 and RB with

A = 0.65.

we experimentally showed that these strategies can
improve the ability of Deep Q-learning methods in 30
Atari 2600 games.

Both self punishment and reward backfill methods
should be viewed as a supplementary strategy to the
family of deep Q-learning algorithms, which are designed
for overcoming the credit assignment problem. Because
these strategies do not modify the internal computational
mechanism of a deep Q-learning algorithm, they are
also applicable in conjunction with other algorithms
developed for overcoming sparse reward problem, such
as Prioritized Experience Replay or Curiosity-driven
Exploration mentioned in Section

For the self punishment strategy, we realized that the
improvement is not consistent across all environments,
i.e., some environments are improved and some not. One
potential reason is that some environments have more
complicated terminal states where an agent reaching the
terminal states is not directly caused by the latest actions
it takes but a longer term strategy. In MsPacman, for
example, an agent walks into a state where the enemies

come from both sides, where the agent is going to reach
the terminal state regardless of the action it takes. Another
potential reason, also observable in our results, is that the
optimal value for p can be different across environments,
which encourages an adaptive strategy to control the
value of p automatically for different iterations and
environments. Finally, we observed that a larger p would
not improve the results. One potential reason behind this
event is that larger p potentially generates larger gradient
value, which may lead to delay in convergence or even
divergence. Hence, based on our experiments, one simple
criterion to make this strategy beneficial is to avoid using
large p values, which again could be adjusted given the
environment.

For the reward backfill strategy, we observed that
the best )\ is sensitive to the sparsity length in the
environments, as it was predicted by Theorem [2| For
example, in the game MsPackman, the agent receives
rewards very frequently. Hence, according to the Theorem
[} there is no guarantee that the incorporation of RB
would not change the best solution of the RL problem. We



actually observed that A = 0.95,0.85 leads to the worst
results in MsPackman, indicating the negative impact
the RB strategy may have on the learning when the
sparsity length is short. Note, however, an environment
with frequent rewards would not have the problem of
sparse rewards, dimming the need for the RB strategy.
We also noticed that the best value for A is environment
dependent. Hence, one criterion to successfully use this
approach is to ensure the sparsity length is long enough
or reduce the value of A (or l,,,;,,) to ensure consistency
in the order of the optimality of policies.

The impact of the proposed methods appears to be
environment dependent, evidenced by our results. Thus,
a natural extension to our work is to design an adaptive
approach to adjust relevant parameters of the methods
during the learning procedure in a way that the addition
of SP or RB is more likely to be beneficial. One example
is to leverage the fact that the impact of RB is directly
related to the value of A and sparsity of the rewards
provided by the environment.

One interesting result is that there is a huge im-
provement (about 10 times more than others) on the
original DQN algorithm. A known issue with DON is
the overestimation of Q-value due to the greedy policy
of approximation, and D2QN and D3QN subsequently
mitigate the problem by applying additional weights
and estimators. Although the reason behind such big
improvement in DQN is unclear, it would be worthwhile
to investigate whether the PP and RB strategies can help
the overestimation issue in DQN.

Acknowledgments: The authors would like to acknowl-
edge the use of GPU cluster, Wiener, at Queensland Brain
Institute, the University of Queensland, for running the
experiments. They would also like to thank Jake Carroll
who assisted in optimizing the codes to make the best
use of that cluster.

REFERENCES

[1] R. S. Sutton, “Learning to predict by the methods of temporal
differences,” Machine learning, vol. 3, no. 1, pp. 9—44, 1988.

[2] C.]. Watkins and P. Dayan, “Q-learning,” Machine learning, vol. §,
no. 3-4, pp. 279-292, 1992.

[3] V. Mnih, K. Kavukcuoglu, D. Silver, A. A. Rusu, J. Veness, M. G.
Bellemare, A. Graves, M. Riedmiller, A. K. Fidjeland, G. Ostrovski
et al., “Human-level control through deep reinforcement learning,”
Nature, vol. 518, no. 7540, p. 529, 2015.

[4] O. Vinyals, T. Ewalds, S. Bartunov, P. Georgiev, A. S. Vezhnevets,
M. Yeo, A. Makhzani, H. Kiittler, ]. Agapiou, ]J. Schrittwieser et al.,
“Starcraft ii: A new challenge for reinforcement learning,” arXiv
preprint arXiv:1708.04782, 2017.

[5] R.S. Sutton and A. G. Barto, Reinforcement learning: An introduction.
MIT press, 2018.

[6] B. Daley and C. Amato, “Reconciling A-returns with experience
replay,” in Advances in Neural Information Processing Systems, 2019,
pp- 1131-1140.

[7]1 B. E. Skinner, How to teach animals. Freeman, 1951.

] K. Pryor, Don’t shoot the dog!: the new art of teaching and training.

Bantam, 1999.

[9] J. Peng and R. ]J. Williams, “Incremental multi-step g-learning,” in

Machine Learning Proceedings 1994. Elsevier, 1994, pp. 226-232.

H. Van Hasselt, A. Guez, and D. Silver, “Deep reinforcement

learning with double g-learning,” in Thirtieth AAAI Conference on

Artificial Intelligence, 2016.

[11] Z. Wang, T. Schaul, M. Hessel, H. Hasselt, M. Lanctot, and
N. Freitas, “Dueling network architectures for deep reinforcement
learning,” in International conference on machine learning. PMLR,
2016, pp. 1995-2003.

[12] M. Fortunato, M. G. Azar, B. Piot, J. Menick, M. Hessel, I. Osband,

A. Graves, V. Mnih, R. Munos, D. Hassabis, O. Pietquin, C. Blundell,

and S. Legg, “Noisy networks for exploration,” in International

Conference on Learning Representations, 2018.

A. G. Barto, R. S. Sutton, and C. W. Anderson, “Neuronlike adap-

tive elements that can solve difficult learning control problems,”

IEEE transactions on systems, man, and cybernetics, no. 5, pp. 834-846,

1983.

T. Schaul, J. Quan, I. Antonoglou, and D. Silver, “Prioritized expe-

rience replay,” International Conference on Learning Representations,

2016.

D. Pathak, P. Agrawal, A. A. Efros, and T. Darrell, “Curiosity-

driven exploration by self-supervised prediction,” in Proceedings

of the IEEE Conference on Computer Vision and Pattern Recognition

Workshops, 2017, pp. 16-17.

M. Vecerik, T. Hester, J. Scholz, FE. Wang, O. Pietquin, B. Piot,

N. Heess, T. Rothorl, T. Lampe, and M. Riedmiller, “Leverag-

ing demonstrations for deep reinforcement learning on robotics

problems with sparse rewards,” arXiv preprint arXiv:1707.08817,

2017.

A. Nair, B. McGrew, M. Andrychowicz, W. Zaremba, and P. Abbeel,

“Overcoming exploration in reinforcement learning with demon-

strations,” in 2018 IEEE International Conference on Robotics and

Automation (ICRA). IEEE, 2018, pp. 6292-6299.

T. Hester, M. Vecerik, O. Pietquin, M. Lanctot, T. Schaul, B. Piot,

D. Horgan, J. Quan, A. Sendonaris, I. Osband et al., “Deep g-

learning from demonstrations,” in Thirty-Second AAAI Conference

on Artificial Intelligence, 2018.

[19] A.Y. Ng, D. Harada, and S. Russell, “Policy invariance under re-

ward transformations: Theory and application to reward shaping,”

in ICML, vol. 99, 1999, pp. 278-287.

A. Y. Ng and M. L Jordan, “Shaping and policy search in rein-

forcement learning,” Ph.D. dissertation, University of California,

Berkeley Berkeley, 2003.

S. Gu, E. Holly, T. Lillicrap, and S. Levine, “Deep reinforcement

learning for robotic manipulation with asynchronous off-policy

updates,” in 2017 IEEE international conference on robotics and

automation (ICRA). IEEE, 2017, pp. 3389-3396.

[22] Y. Dong, X. Tang, and Y. Yuan, “Principled reward shaping for rein-

forcement learning via lyapunov stability theory,” Neurocomputing,

2020.

X. Zhu and T. Sugawara, “Meta-reward model based on trajectory

data with k-nearest neighbors method,” in 2020 International Joint

Conference on Neural Networks (IJCNN). 1IEEE, 2020, pp. 1-8.

O. Marom and B. Rosman, “Belief reward shaping in reinforcement

learning,” in Proceedings of the AAAI Conference on Artificial

Intelligence, vol. 32, no. 1, 2018.

H. Zou, T. Ren, D. Yan, H. Su, and J. Zhu, “Reward shaping via

meta-learning,” arXiv preprint arXiv:1901.09330, 2019.

M. Gimelfarb, S. Sanner, and C.-G. Lee, “Reinforcement learning

with multiple experts: A bayesian model combination approach,”

in Proceedings of the 32nd International Conference on Neural Informa-

tion Processing Systems, 2018, pp. 9549-9559.

Q. Cai, Z. Yang, J. D. Lee, and Z. Wang, “Neural temporal-

difference learning converges to global optima,” in Advances in

Neural Information Processing Systems, vol. 32. Curran Associates,

Inc., 2019, pp. 11315-11326.

[13]

[14]

[15]

[16]

[17]

(18]

[20]

[21]

[23]

[24]

[25]

[26]

[27]



	I Introduction
	II Background
	II-A Reinforcement and Q-Learning
	II-B Deep Q Network (DQN)
	II-C Credit assignment problem
	II-D Reward shaping

	III Proposed Approach
	III-A Self Punishment (SP)
	III-B Reward Backfill (RB)

	IV Experiments
	IV-A Test Environment and Experiment Settings
	IV-B Evaluation Metrics
	IV-C Sparsity length
	IV-D Parameters Setting
	IV-E Comparison results

	V Discussion and Future Works
	References

