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Abstract—In parallel with the rapid adoption of Artificial
Intelligence (AI) empowered by advances in Al research, there
have been growing awareness and concerns of data privacy.
Recent significant developments in the data regulation landscape
have prompted a seismic shift in interest towards privacy-
preserving Al. This has contributed to the popularity of Fed-
erated Learning (FL), the leading paradigm for the training of
machine learning models on data silos in a privacy-preserving
manner. In this survey, we explore the domain of Personalized
FL (PFL) to address the fundamental challenges of FL on
heterogeneous data, a universal characteristic inherent in all
real-world datasets. We analyze the key motivations for PFL
and present a unique taxonomy of PFL techniques categorized
according to the key challenges and personalization strategies in
PFL. We highlight their key ideas, challenges and opportunities
and envision promising future trajectories of research towards
new PFL architectural design, realistic PFL. benchmarking, and
trustworthy PFL approaches.

Index Terms—federated learning, personalized federated learn-
ing, non-IID data, statistical heterogeneity, privacy preservation,
edge computing.

I. INTRODUCTION

HE pervasiveness of edge devices in modern society,
such as mobile phones and wearable devices, has led to
the rapid growth of private data originating from distributed
sources. In this digital age, organizations are using big data
and artificial intelligence (AI) to optimize their processes and
performance. While the wealth of data offers tremendous
opportunities for Al applications, most of these data are
highly-sensitive in nature and they exist in the form of isolated
islands. This is especially relevant in the healthcare industry
where medical data are highly-sensitive and they are often
collected and reside across different healthcare institutions [ 1]—
[4]. Such circumstances pose huge challenges for Al adoption
as data privacy issues are not well addressed by conventional
Al approaches. With the recent introduction of data privacy
preservation laws such as the General Data Protection Regu-
lation (GDPR) [5], there is an increasing demand for privacy-
preserving Al [6] in order to meet regulatory compliance.
In view of these data privacy challenges, Federated Learning
(FL) [71, [8] has seen growing popularity in recent years. FL
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is a learning paradigm that enables collaborative training of
machine learning models involving multiple data silos in a
privacy-preserving manner. The prevailing FL setting assumes
a federation of data owners (a.k.a. clients), which may be
as small as individual mobile devices to as large as entire
organizations, that collaboratively train a model under the
orchestration of a central parameter server (a.k.a. the FL
server) [7], [8]. The training data are stored locally and are
not directly shared during the training process. Most of the
existing FL training approaches are derived from the Federated
Averaging (FedAvg) algorithm introduced in [9]. The goal is
to train a global model that performs well on most FL clients.

A. Categorization of Federated Learning

FL can be categorized into horizontal FL (HFL), vertical
FL (VFL) and federated transfer learning (FTL), according
to how data are distributed in terms of feature and sample
spaces among participating entities [7]. HFL refers to scenarios
whereby participants share the same feature space but have
different data samples. It is the most commonly adopted FL
setting popularized by Google, which applied HFL to train
language models in mobile devices [9]. In VFL, participants
have overlapping data samples, but differ in the feature space.
A typical application scenario would involve the collaboration
of multiple organizations from different industry sectors (e.g.,
a bank and an e-commerce company) which have different
data features but may have a large number of shared users.
FTL is applicable when participants have little overlap in
both the feature space and the sample space. For example,
organizations from different industry sectors serving markets
in different regions can leverage FTL to collaboratively build
models. Existing PFL works mainly focus on the HFL setting
which makes up the majority of the FL application scenarios
[8]. The HFL setting is the focus of this paper. For brevity,
we use the terms HFL and FL interchangeably in the rest of
this survey.

B. Motivations for Personalized Federated Learning

Fig. 1 illustrates the key concepts and motivations for
centralized machine learning (CML) [10], FL and PFL. We
consider a cloud-based CML setting where data are pooled
together in the cloud server to train an ML model. In this
setting, the CML model achieves good generalization from
the rich amount of data. However, CML faces bandwidth and
latency challenges due to the sheer amount of data transferred
to the cloud. It also does not preserve data privacy or not
personalize well.

The FL setting assumes a federation of distributed clients,
each with its own private local dataset. As these clients
face data scarcity that limit their capacities to train effective
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Fig. 1: Concept, Motivations & Proposed Taxonomy for Personalized Federated learning. a. Centralized machine learning
(CML) which pools data together to train a central ML model. b. Federated learning (FL) which trains a global model
under the orchestration of a central parameter server. Data resides in different data silos. ¢. Personalized federated learning
(PFL) which addresses the limitations of FL through global model personalization and personalized models learning. 1-4 Four
categories of PFL approaches: 1) data-based, 2) model-based 3) architecture-based, 4) similarity-based.

local models, they are motivated to join the FL process to
obtain a better performing model. FL enables collaborative
model training on data silos in a privacy-preserving manner,
which sets it apart from the CML setting. Additionally, FL is
communication-efficient as it only transfers model parameters
which are a fraction in size compared to transferring raw
data. By considering privacy and communication constraints,
FL is applicable to support a wide range of application
scenarios such as Internet of Things (IoT), that entails privacy,
connectivity, bandwidth and latency challenges in varying edge
computing environments [11].

However, the general FL approach faces several fundamen-
tal challenges: (i) poor convergence on highly heterogeneous
data, and (ii) lack of solution personalization. These issues
deteriorate the performance of the global FL. model on in-
dividual clients in the presence of heterogeneous local data
distributions, and may even disincentivize affected clients from
joining the FL process. Compared to traditional FL, PFL
research seeks to address these two challenges.

1) Poor Convergence on Heterogeneous Data: When learn-
ing on non-independent and identically distributed (non-1ID)
data, the accuracy of FedAvg is significantly reduced. This
performance degradation is attributed to the phenomenon of
client drift [12], as a result of the rounds of local training and
synchronization on local data distributions that are non-IID.

Fig. 2 illustrates the effect of client drift on IID and non-IID
data. In FedAvg, the server updates move toward the average
of client optima. When data are IID, the averaged model is
close to the global optimum w* as it is equidistant to both
local optima wj and w3. However, when data are non-IID,
the global optimum w™ is not equidistant to the local optima.
In this illustration, w* is closer to w3. The averaged model
w'*! will therefore be far from the global optimum w*, and
the global model does not converge to its true global optimum.
As the FedAvg algorithm experiences convergence issues on
non-IID data, careful tuning of hyperparameters (e.g., learning
rate decay) is required to improve learning stability [13].

2) Lack of Solution Personalization: In the vanilla FL
setting, a single globally-shared model is trained to fit the
“average client”. As a result, the global model will not
generalize well for a local distribution that is very different
from the global distribution. Having a single model is often
insufficient for practical applications which often face non-IID
local datasets. Taking the example of applying FL to develop
language models for mobile keyboards, users from different
demographics are likely to have divergent usage patterns due
to diverse generational, linguistic and cultural nuances. Certain
words or emojis are likely be used predominantly by specific
groups of users. For such a scenario, a more tailored prediction
pattern is needed for each individual user in order for the word
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Fig. 2: Illustration of client drift in FedAvg for 2 clients with
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suggestions to be meaningful.

C. Contributions

There are several surveys on the general concepts, methods
and applications of FL [7], [14]. Others review FL from the
perspectives of privacy [15] and robustness [16]. Our survey
focuses on PFL, which studies the problem of learning person-
alized models to handle statistical heterogeneity under the FLL
setting. There is a shortage of a comprehensive survey on PFL
that provides a systematic perspective on this important topic
for new researchers. In this paper, we bridge this gap in the
current FL literature. Our main contributions are summarized
as follows:

e We provide a succinct overview of FL and its categoriza-
tion. A detailed analysis of the key motivations for PFL
in the current FL settings is also included.

o« We identify personalization strategies to address key
FL challenges, and offer a unique data-based, model-
based, architecture-based and similarity-based perspective
for guiding the review of the PFL literature. Based on
this perspective, we propose a hierarchical taxonomy to
present existing works on PFL, highlighting the chal-
lenges they face, their main ideas and assumptions they
made which could introduce potential limitations.

o We discuss commonly adopted public datasets and evalu-
ation metrics in the current literature for PFL. benchmark-
ing, and offer suggestions on enhancing PFL experimen-
tal evaluation techniques.

« We envision promising future trajectories of research
towards new architectural design, realistic benchmarking,
and trustworthy approaches towards building personalized
federated learning systems.

II. STRATEGIES FOR PERSONALIZED FEDERATED
LEARNING

In this section, we provide an overview of the PFL strategies
which are the basis for our systematic and comprehensive
review of existing PFL approaches. We organize the literature
around the proposed taxonomy (Fig. Ic) that divides PFL
methods according to the key challenges and personalization
strategies involved.

Strategy I: Global Model Personalization

The first strategy addresses the performance issues in
training a globally-shared FL. model on heterogeneous data.
When learning on non-IID data, the accuracy of FedAvg-
based approaches is significantly reduced due to client drift.
Under global model personalization, the PFL setup closely
follows the general FL training procedure where a single
global FL. model is trained. The trained global FL. model is
then personalized for each FL client through a local adaptation
step that involves additional training on each local dataset.
This two-step “FL training + local adaptation” approach is
commonly regarded as an FL personalization strategy by the
FL community [8], [17]. As personalization performance di-
rectly depends on the generalization performance of the global
model, many PFL approaches aim to improve the performance
of the global model under data heterogeneity in order to
improve the performance of subsequent personalization on
local data. Personalization techniques for this category are
classified into data-based and model-based approaches. Data-
based approaches aim to mitigate the client drift problem
by reducing the statistical heterogeneity among the clients’
datasets, while model-based approaches aim to learn a strong
global model for future personalization on individual clients
or improve the adaptation performance of the local model.

Strategy II: Learning Personalized Models

The second strategy addresses the challenge of solution per-
sonalization. In contrast to the global model personalization
strategy which trains a single global model, approaches in
this category train individual personalized FL models. The
goal is to build personalized models by modifying the FL
model aggregation process. This is achieved through applying
different learning paradigms in the FL setting. Personalization
techniques are classified into architecture-based and similarity-
based approaches. Architecture-based approaches aim to pro-
vide a personalized model architecture tailored to each client,
while similarity-based approaches aim to leverage client rela-
tionships to improve personalized model performance where
similar personalized models are built for related clients.

In personalized FL model training, the optimization objec-
tive is formulated differently from the vanilla FL setting, as
an individual personalized model is learned for each client.
Here, we provide formulations of the optimization objectives
under the FL setting and the local learning setting in order to
highlight the positioning of PFL approaches. The standard FL
objective is given as

min F (w) := %ch (w), (1

weRd

where C' is the number of participating clients, w € RY
encodes the parameters of the global model and

fc (w) = E($,y)~DC [.f(‘ (w; Z, y)} )

represents the expected loss over the data distribution D,
of client c. The prevailing FL formulation minimizes the
aggregation of local functions and entails a common output for
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all clients using the global model without any personalization.
In the presence of data heterogeneity (i.e., the underlying
data distributions across the clients are not identical), simply
minimizing the average local loss with no personalization will
result in poor performance.

At the opposite end of the spectrum, we consider a local
learning setting where each client ¢ trains its own model 6,
locally without any communication with other clients. The
objective is given as

C
FO) =53 1.0, 3)
c=1

where . € RY encodes the parameters of the local model of
client c. In this setting, the resulting models may not achieve
good generalization performance as the number of training
examples that the local models are exposed to are limited.
Stronger generalization guarantees can be obtained with more
collaboration amongst clients to exploit the pool of knowledge
for model training.

Comparing the formulations of the standard FL and local
learning settings, standard FL facilitates collaboration and
knowledge sharing amongst clients but does not entail per-
sonalized outputs as it relies on a shared global model for
client inference. On the other hand, local learning entails a
fully personalized model for each client, but fails to leverage
potential performance gains from inter-client collaboration.
Given the need to achieve a balance between generalization
and personalization performance, PFL approaches fall between
the standard FL setting and the local learning setting.

ITII. STRATEGY I: GLOBAL MODEL PERSONALIZATION

In this section, we survey PFL approaches following the
global model personalization strategy. The main setup and
configurations for these approaches are illustrated in Fig. 3.
Based on our proposed taxonomy, they are divided into Data-
based Approaches and Model-based Approaches as follows.

A. Data-based Approaches

Motivated by the client drift problem arising from federated
training on heterogeneous data, data-based approaches aim to
reduce the statistical heterogeneity of client data distributions.
This helps to improve the generalization performance of the
global FL. model.

Data Augmentation
As the IID property of training data is a fundamental as-
sumption in statistical learning theory, data augmentation
methods to enhance the statistical homogeneity of the data
have been extensively studied in the field of machine learning.
Over-sampling techniques involving synthetic data generation
(e.g., SMOTE [18] and ADASYN [19]), and under-sampling
techniques (e.g., Tomek links [20]) have been proposed to
reduce data imbalance. These techniques, however, cannot be
directly applied under the FL setting, where data residing at
the clients in the federation are distributed and private.

Data augmentation in FL (Fig. 3a) is highly challenging
as it often requires some form of data sharing or relies on

the availability of a proxy dataset that is representative of the
overall data distribution. In [21], the authors proposed a data
sharing strategy that distributes a small amount of global data
balanced by classes to each client. Their experiments show that
there is potential for significant accuracy gains (~30%) with
the addition of a small amount of data. In [22], the authors pro-
posed FAug, a federated augmentation approach that involves
training a Generative Adversarial Network (GAN) model in
the FL server. Some data samples of the minority classes are
uploaded to the server to train the GAN model. The trained
GAN model is then distributed to each client to generate
additional data to augment its local data to produce an IID
dataset. In [23], the authors proposed Astraea, a self-balancing
FL framework to handle class imbalance by using Z-score
based data augmentation and down-sampling of local data.
The FL server requires statistical information about clients’
local data distributions (e.g., class sizes, mean and standard
deviation values). In [24], the authors proposed the FedHome
algorithm that trains a Generative Convolutional Autoencoder
(GCAE) model using FL. At the end of the FL procedure, each
client performs further personalization on a locally augmented
class-balanced dataset. This dataset is generated by executing
the SMOTE algorithm on the low dimensional features of the
encoder network based on the local data.

Client Selection

Another line of work focuses on designing FL client selection
mechanisms to enable sampling from a more homogeneous
data distribution, with the aim of improving model general-
ization performance (Fig. 3b). In [25], the authors proposed
FAVOR which selects a subset of participating clients for each
training round in order to mitigate the bias introduced by non-
IID data. A deep Q-learning formulation for client selection
was designed with the objective of maximizing accuracy, while
minimizing the number of communication rounds. In a similar
approach, a client selection algorithm based on the Multi-
Armed Bandit formulation was proposed in [26] to select
the subset of clients with minimal class imbalance. The local
class distributions are estimated by comparing the similarity
between the local gradient updates submitted to the FL server
with the gradients inferred from a balanced proxy dataset
residing on the server.

Recently, there is an emerging line of work that focuses
on developing client selection strategies to tackle data and
resource heterogeneity challenges that are prevalent in edge
computing applications. For cross-device FL, there is often
significant variability in hardware capabilities in terms of com-
putation and communication capacities. Heterogeneity also
exists in data, whereby the quantity and distribution of data
differ among clients. Such diversity exacerbates challenges
such as communication costs, stragglers and model accuracy.
In [27], the authors proposed a tier-based FL system (TiFL)
that groups clients into tiers based on training performance.
The algorithm adaptively selects participating clients from the
same tier for each training round by optimizing both accuracy
and training time. This helps alleviate the performance issues
caused by data and resource heterogeneity. In [28], the authors
proposed FedSAE, a self-adaptive FL system that adaptively
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selects clients with larger local training loss in each training
round to accelerate the convergence of the global model. A
prediction mechanism of the affordable workload of each
client is also proposed to enable the dynamic adjustment of
the number of local training epochs for each client in order to
improve device reliability.

B. Model-based Approaches

Although data-based approaches improve the convergence
of the global FL. model by mitigating the client drift problem,
they generally need to modify the local data distributions. This
may result in loss of valuable information associated with
the inherent diversity of client behaviors. Such information
can be useful for personalizing the global model for each
client. In this section, we cover model-based global model
personalization FL approaches. The objective is either to learn
a strong global FL. model for future personalization on each
individual client, or to improve the adaptation performance of
the local model.

Regularized Local Loss

Model regularization is a common strategy for preventing
overfitting and improving convergence when training machine
learning models. In FL, regularization techniques can be

applied to limit the impact of local updates. This improves con-
vergence stability and the generalization of the global model,
which in turn, can be used to produce better personalized
models. Instead of just minimizing the local function f.(6),
each client ¢ minimizes the following objective:

min he (6;w) = fe (0) + lreg (05 w) 4
S

where ;.4 (0;w) is the regularization loss, which is generally
formulated as a function of the global model w and the local
model 6. of client c¢. Regularization can be applied in the
following ways as illustrated in Fig. 3c:

1) Between Global and Local Models: Several works im-
plement regularization between the global and local models
to tackle the client drift problem that is prevalent in FL due
to statistical data heterogeneity. FedProx [29] introduced a
proximal term to the local sub-problem which considers the
dissimilarity between the global FL. model and local models
to adjust the impact of local updates. Along with model dis-
similarity, FedCL [30] further considers parameter importance
in the regularized local loss function using Elastic Weight
Consolidation (EWC) [31] from the field of continual learning.
The importance of the weights to the global model is estimated
on a proxy dataset in the FL server. They are then transferred to
the clients where penalization steps are carried out to prevent
important parameters of the global model from being changed
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when adapting the global model to clients’ local data. Doing
so alleviates the weight divergence between the local and
global models, while preserving the knowledge of the global
model to improve generalization. Recently, SCAFFOLD [12]
uses variance reduction to alleviate the effect of client drifting
that causes weight divergence between the local and global
models. The update directions of the global (v) and local (v.)
models are estimated. The difference, (v — v.), is added as a
component of the local loss function to correct local updates.

2) Between Historical Local Model Snapshots: Recently,
a contrastive learning-based FL — MOON [32] has been pro-
posed. The goal of MOON is to reduce the distance between
the representations learned by the local models and the global
model (i.e., to alleviate weight divergence), and increase the
distance between the representations learned between a given
local model and its previous local model (i.e., to speed up
convergence). This emerging approach enables each client to
learn a representation close to the global model to minimize
local model divergence. It also speeds up learning by encour-
aging the local model to improve from its previous version.

Meta-learning

Commonly known as “learning to learn”, meta-learning aims
to improve the learning algorithm through exposure to a
variety of tasks (i.e., datasets) [33]. This enables the model
to learn a new task quickly and effectively. Optimization-
based meta-learning algorithms, like Model-Agnostic Meta-
Learning (MAML) [34] and Reptile [35], are known for their
good generalization and fast adaptation on new heterogeneous
tasks. They are also model-agnostic and can be applied to
any gradient descent-based approaches, enabling applications
in supervised learning and reinforcement learning.

In [36], the authors drew parallels between meta-learning
and FL. Meta-learning algorithms run in two phases: meta-
training and meta-testing. The authors mapped the meta-
training step in MAML to the FL global model training
process, and the meta-testing step to the FL personalization
process in which a few steps of gradient descent are performed
on local data during local adaptation. They also show that
FedAvg is analogous to the Reptile algorithm, and are in
fact equivalent when all clients possess equal amounts of
local data. Given the similarities in the formulations of meta-
learning and FL algorithms, meta-learning techniques can be
applied to improve the global FL. model, while achieving fast
personalization on the clients (Fig. 3d).

Per-FedAvg [37], which is a variant of FedAvg built on top
of the MAML formulation, has also been proposed.

C
min F(w) = 5 Y folw—aVi.(w), ()
c=1

weERY

where a@ > 0 is the step size. The cost function can be
written as the average of meta-functions F,--- , F,., where
F.(w) := fe(w — aV f.(w)) is the meta-function associated
with client c. In contrast to the optimization objective of
FedAvg in Eq. (1) which aims to learn a global model
that performs well on most participating clients, the new

goal is transformed to learn a good initial global model
that performs well on a new heterogeneous task after it is
updated with a few steps of gradient descent. This problem
formulation is suitable for learning an improved global model
initialization for stronger personalization on local data silos
with heterogeneous distributions. However, this approach is
computationally expensive due to the need to compute second-
order gradients. To reduce computational overhead, the authors
evaluated 2 forms of gradient approximations: (i) FO-MAML
[34], which replaces the gradient estimate with its first-order
approximation where the Hessian term is ignored; and (ii)
HF-MAML [38], which replaces the Hessian-vector product
with gradient differences. It has been found that HF-MAML
achieves better gradient approximation.

The idea of Per-FedAvg has been extended in [39] to
propose a federated meta-learning formulation using Moreau
envelopes (pFedMe). It incorporates an lo-norm regularization
loss which can control the balance between personalization
and generalization performance. It has achieved improved
accuracy and convergence over FedAvg and Per-FedAvg.

The authors in [40] proposed the ARUBA framework. It
is based on online learning to achieve adaptive meta-learning
under FL settings. When combined with FedAvg, it improves
model generalization performance and eliminates the need for
hyperparameter optimization during personalization.

Transfer Learning

Transfer learning (TL) is commonly used for model person-
alization in non-federated settings [41]. It aims to transfer
knowledge from a source domain to a target domain, where
both domains are often different but related. TL is an efficient
approach that leverages knowledge transfer from a pre-trained
model, thereby avoiding the need to build models from scratch.
TL-based PFL approaches have also emerged. FedMD [42] is
an FL framework based on TL and knowledge distillation for
clients to design independent models using their own private
data. Before the FL training and knowledge distillation phases,
TL is first carried out using a model pre-trained on a public
dataset. Each client then fine-tunes this model on its private
data.

Domain adaptation TL techniques are commonly adopted
to achieve PFL. These techniques aim to reduce the domain
discrepancy between the trained global FL model (i.e., the
source domain) and a given local model (i.e., the target do-
main) for improved personalization. There are several studies
in FL that uses TL in the healthcare domain for model person-
alization (e.g., FedHealth [43] and FedSteg [44]). The training
procedure generally involves three steps: (i) training a global
model via FL; (ii) training local models by adapting the global
model on local data; and (iii) training personalized models by
refining the local model using the global model via transfer
learning. In order to enable domain adaptation, an alignment
layer, such as the correlation alignment (CORAL) layer [45],
is often added before the softmax layer for adaptation of the
second-order statistics of the source and target domains (Fig.
3e).

To reduce training overhead in deep neural networks, the
lower layers of the global model are often transferred and
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TABLE I: Summary of personalization techniques in Global Model Personalization.

Method Advantages

Disadvantages

Data Augmentation

training procedure

o Easy to implement, can be built on the general FL | «

Possibility of privacy leakage
« May require a representative proxy dataset

Client Selection

general FL training procedure

o Only modifies the client selection strategy of the | e

Increased computational overhead from client subset
optimization
« May require a representative proxy dataset

Regularizati
ceuianization « Easy to implement, slight modification to the FedAvg | « Single global model setup
algorithm
Meta-learning . L .
o Optimizes the global model for fast personalization « Single global model setup

« Computationally expensive to compute second-order
gradients

Transfer Learning

« Improves personalization by reducing the domain dis- | e
crepancy between the global and local models

Single global model setup

reused directly in the local models as low level generic features
are learned. Other layers of the local model are fine-tuned with
the local data to learn task-specific features for personalization.

Summary

In this section, we have discussed Data-based Approaches
and Model-based Approaches for Global Model Personaliza-
tion. We now summarize and compare the personalization
techniques in terms of their advantages and disadvantages (as
shown in Table I).

Data-based approaches aim to reduce the statistical hetero-
geneity of client data distributions to tackle the problem of
client drift. Data augmentation methods are easy to implement
in the general FL training procedure. However, the applicabil-
ity of these data augmentation methods is limited to some
extent as the possibility of privacy leakage from data sharing
has not been adequately addressed in existing designs. Data
samples [21], [22] or data statistics about the clients’ data
distributions [23] are often shared during the training process.
Client selection methods improve the model generalization
performance by optimizing the subset of participating clients
for each FL. communication round. As this requires compu-
tationally intensive algorithms such as deep Q-learning [25]
and Multi-Armed Bandits [26], it incurs higher computational
overhead than FedAvg. Additionally, many of these data-based
approaches assume the availability of a proxy dataset that is
representative of the global data distribution [21], [22], [26].
In order to construct such a proxy dataset, it is necessary to
understand the global data distribution, which is challenging
under FL settings due to privacy-preservation concerns.

Model-based approaches closely follow the general FL
training procedure in which a single global model is trained.
Regularization methods such as FedProx [29] and MOON [32]
are easy to implement and they only require a slight mod-
ification to the FedAvg algorithm. Meta-learning optimizes
the global model for fast personalization. However, gradient
approximations are needed as it is expensive to compute
second-order gradients [34], [37]. Transfer learning improves
personalization by reducing the domain discrepancy between

the global and local models. As the above approaches assume a
single global model setup where a single global model is learnt
over heterogeneous data silos, they are not well-suited for
solution personalization when there are significant differences
among the client data distributions. Additionally, model-based
approaches generally assume that all clients and the FL server
share a common model architecture. This assumption requires
all clients to have sufficient computation and communication
resources. However, edge computing FL clients are often
resource-constrained [ 1 1], making such approaches unsuitable.

IV. STRATEGY II: LEARNING PERSONALIZED MODELS

In this section, we survey PFL approaches following the
strategy of learning personalized models. The main setup
and configurations for these approaches are illustrated in
Fig. 4. Based on our proposed taxonomy, they are divided
into Architecture-based Approaches and Similarity-based Ap-
proaches as follows.

A. Architecture-based Approaches

Architecture-based PFL approaches aim to achieve
personalization through a customized model design that
is tailored to each client. Parameter decoupling methods
implement personalization layers for each client, while
knowledge distillation methods support personalized model
architectures for each client.

Parameter Decoupling
Parameter decoupling aims to achieve PFL by decoupling the
local private model parameters from the global FL model pa-
rameters. Private parameters are trained locally on the clients,
and not shared with the FL server. This enables task specific
representations to be learned for enhanced personalization.
The division between private and federated model parame-
ters is an architectural design decision. There are generally
two configurations used in parameter decoupling for deep
feed-forward neural networks (Fig. 4a). The first is a “base
layers + personalized layers” design proposed by [46]. In
this setting, personalized deep layers are kept private by the
clients for local training to learn personalized task-specific
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Fig. 4: The setup & configurations of approaches that fall under Strategy II: Learning Personalized Models. a~b Architecture-
based approaches: (a) parameter decoupling; parameter privatization designs include 1) personalized layers, 2) personalized
feature representations, (b) knowledge distillation; knowledge can be distilled 1) towards clients, 2) towards server, 3) towards
both clients & server, 4) amongst clients. c—e Similarity-based approaches: (¢) multi-task learning, (d) model interpolation, (e)

clustering.

representations, while the base layers are shared with the FL
server to learn low-level generic features.

The second design considers personalized feature represen-
tations for each client. In [47], a document classification model
using a Bidirectional LSTM architecture is trained via FL
by treating user embeddings as the private model parameters,
and character embeddings (i.e., LSTM and MLP layers) as
the FL. model parameters. In [48], Local Global Federated
Averaging (LG-FedAvg) has been proposed to combine local
representation learning and global federated training. Learning
lower dimensional local representations improves communica-
tion and computational efficiency for federated global model
training. It also offers flexibility as specialized encoders can
be designed based on the source data modality (e.g., images,
texts). The authors also demonstrated how fair and unbiased
representations that are invariant to protected attributes (e.g.,
race, gender) can be learned by incorporating adversarial
learning into FL model training.

As the idea of parameter decoupling has some similarities to
split learning (SL) [49], [50], a distributed and private machine
learning paradigm, we briefly discuss their differences in this
section. In SL, the deep network is split layer-wise between
the server and the clients. Unlike parameter decoupling, the

server model in SL is not transferred to the client for model
training. Instead, only the weights of the split layer of the
client model are shared during forward propagation and the
gradients from the split layer are shared with the client during
backpropagation. SL therefore has a privacy advantage over
FL as the server and clients do not have full access to the
global and local models [51]. However, training is less efficient
due to the sequential client training process. SL also performs
worse than FL on non-IID data and has higher communication
overheads [52].

Knowledge Distillation

In server-based horizontal federated learning (HFL) [53], the
same model architecture is adopted by both the FL server
and the FL clients. The underlying assumption is that there is
sufficient communication bandwidth and computation capacity
at the clients. However for practical applications with a large
number of edge devices as FL clients, they are often resource-
constrained. Clients may also choose to have different model
architectures due to different training objectives. The key
motivation for knowledge distillation in FL is to enable a
greater degree of flexibility to accommodate personalized
model architectures for the clients. At the same time, it
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also seeks to tackle communication and computation capacity
challenges by reducing resource requirement.

Knowledge Distillation (KD) for neural networks was intro-
duced by [54] as a paradigm for transferring the knowledge
from an ensemble of teacher models to a lightweight student
model. Knowledge is commonly represented as class scores or
logit outputs in existing FL distillation approaches. In general,
there are four main types for distillation-based FL architec-
tures: (i) distillation of knowledge to each FL client to learn
stronger personalized models, (ii) distillation of knowledge
to the FL server to learn stronger server models, (iii) bi-
directional distillation to both the FL clients and the FL server,
and (iv) distillation amongst clients (Fig. 4b).

In [42], the authors proposed FedMD, a distillation-based
FL framework which allows clients to design diverse models
using their own private data via KD. Learning occurs through a
consensus computed using the average class scores on a public
dataset. For every communication round, each client trains its
model using the public dataset based on the updated consen-
sus, and fine-tunes its model on its private dataset thereafter.
This enables each client to obtain its own personalized model
while leveraging knowledge from other clients. In [55], the
authors proposed FedGen, a data-free distillation framework
that distills knowledge to the FL clients. A generative model
is trained in the FL server and broadcast to the clients.
Each client then generates augmented representations over the
feature space using the learned knowledge as the inductive
bias to regulate its local learning.

In [56], the authors proposed the FedDF algorithm. It
assumes a setting in which the edge clients require different
model architectures due to diverse computational capabilities.
The FL server constructs p distinct prototype models, each
representing clients with identical model architectures (e.g.,
ResNet, MobileNet). For each communication round, FedAvg
is first performed among clients from the same prototype group
to initialize a student model. Cross-architecture learning is
then performed via ensemble distillation, in which the client
(teacher) model parameters are evaluated on an unlabelled
public dataset to generate logit outputs that are used to train
each student model in the FL server.

Knowledge may also be distilled in a bi-directional man-
ner between the FL client and FL server within the same
FL training procedure. In [57], the authors proposed Group
Knowledge Transfer (FedGKT) to improve model personal-
ization performance for resource-constrained edge devices.
It uses alternating minimization to train small edge models
and a large server model through a bi-directional distillation
approach. The large server model takes extracted features
from the local models as inputs, and uses the KL-divergence
loss to minimize the difference between the ground truth
and soft labels predicted by the local models. By doing so,
the server model absorbs the knowledge transferred from the
local models. Similarly, each local model calculates the KL-
divergence loss using its private dataset and the predicted soft
labels transferred from the server. This facilitates knowledge
transfer from the server model to the local models. Using this
bi-directional distillation framework, computation burden is
shifted from the edge clients to the more powerful FL server.

However, there is potential privacy risk as the ground truth
labels from each client are uploaded to the FL server.
KD-based PFL may also be carried out in distributed
settings where knowledge is transferred amongst neighboring
clients in a network. In [58], the authors proposed an archi-
tecture agnostic distributed algorithm for on-device learning —
D-Distillation. It assumes an IoT edge FL setting in which
every edge device is connected to only a few neighboring
devices. Only connected devices can communicate with each
other. The learning algorithm is semi-supervised, with local
training performed on private data and federated training on an
unlabeled public dataset. For each communication round, each
client broadcasts its soft decisions to its neighbors, while re-
ceiving their soft decision broadcasts. Each client then updates
its soft decisions based on its neighbors’ soft decisions via a
consensus algorithm. The updated soft decisions are then used
to update the client’s model weights by regularizing its local
loss. This procedure facilitates model learning via knowledge
transfer amongst neighboring FL clients in a network.

B. Similarity-based Approaches

Similarity-based approaches aim to achieve personalization
by modeling client relationships. A personalized model is
learned for each client, with related clients learning similar
models. Different types of client relationships have been
studied in PFL. Multi-task learning and model interpolation
consider pairwise client relationships, while clustering
considers group level client relationships.

Multi-task Learning (MTL)

The goal of multi-task learning (MTL) is to train a model
that jointly performs several related tasks. This improves gen-
eralization by leveraging domain-specific knowledge across
the learning tasks. By treating each FL client as a task in
MTL, there is potential to learn and capture relationships
among the clients exhibited by their heterogeneous local data
(Fig. 4c). The MOCHA algorithm [59] has been proposed to
extend distributed MTL into the FL settings. MOCHA uses a
primal-dual formulation to optimize the learned models. The
algorithm addresses communication and system challenges
prevalent in FL which are not considered in the field of
MTL. Unlike the conventional FL design which learns a
single global model, MOCHA learns a personalized model
for each FL client. While MOCHA improves personalization,
it is not suitable for cross-device FL applications as all
clients are required to participate in every round of FL model
training. Another drawback of MOCHA is that it is only
applicable to convex models, and is thus unsuitable for deep
learning implementations. This motivated [60] to propose the
VIRTUAL federated MTL algorithm that performs variational
inference using a Bayesian approach. Although it can handle
non-convex models, it is computationally expensive for large-
scale FL networks.

In [61], the authors proposed FedAMP, an attention-based
mechanism that enforces stronger pair-wise collaboration
amongst FL clients with similar data distributions. In contrast
to the standard FL framework in which a single global model
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is maintained by the server, FedAMP maintains a personalized
cloud model u, for each client in the server. The personalized
cloud model u. = &.,101 + ... +&cm by, is the linear combina-
tion of the local client models m € C, where ZmEC €eom = 1.
In each communication round ¢, the personalized cloud model
u. is transferred to client ¢ to perform local training on its
own dataset. The local weights are computed as:

0r = arggeg}iin fe(0)+ %H@ — ue|? (6)
where « is the step size of gradient descent.

FedCurv [62] uses EWC to prevent catastrophic forgetting
when moving across learning tasks. Parameter importance is
estimated using the Fisher information matrix and penalization
steps are carried out to preserve important parameters. At
the end of each communication round, each client sends
its updated local parameters and the diagonal of its Fisher
information matrix to the server. These parameters will be
shared among all clients to perform local training in the next
round.

Model Interpolation

In [63], a new formulation that learns personalized models
using a mixture of global and local models has been proposed
to balance generalization with personalization (Fig. 4d). Each
FL client learns an individual local model. A penalty parameter
A is used to discourage the local models from being too
dissimilar from the mean model. Pure local model learning
occurs when ) is set to zero. This is equivalent to the fully
personalized FL setting in Eq. (3) where each client trains
its own model locally without any communication with other
clients. As X increases, mixed model learning occurs and the
local models become increasingly similar to each other. The
setting approximates global model learning in which all local
models are forced to be identical when A approaches infinity.
In this way, the degree of personalization can be controlled.
Additionally, the authors proposed a communication-efficient
variant of SGD known as the Loopless Local Gradient Descent
(L2GD). Through a probabilistic framework that determines
whether a local GD step or a model aggregation step is to be
performed, the number of communication rounds is reduced
significantly.

In a related line of work, [64] proposed the APFL algo-
rithm with the goal of finding the optimal combination of
global and local models in a communication-efficient manner.
They introduced a mixing parameter for each client which is
adaptively learned during the FL training process to control
the weights of the global and local models. This enables the
optimal degree of personalization for each client to be learned.
The weighting factor on a particular local model is expected
to be larger if the local and global data distributions are not
well-aligned, and vice versa. A similar formulation involving
the joint optimization of local and global models to determine
the optimal interpolation weight has been proposed in [17].

Recently, [65] proposed the HeteroFL framework which
trains local models with diverse computational complexities,
based on a single global model. By adaptively allocating
local models of different complexity levels according to the

computation and communication capabilities of each client,
it achieves PFL to address system heterogeneity in edge
computing scenarios.

Clustering

For applications in which there are inherent partitions among
clients or data distributions that are significantly different,
adopting a client-server FL architecture to train a shared global
model is not optimal. A multi-model approach in which an
FL model is trained for each homogeneous group of clients
is more suitable (Fig. 4e). Several recent works focus on
clustering for FL personalization. The underlying assumption
of clustering-based FL is the existence of a natural grouping
of clients based on their local data distributions.

In [66], hierarchical clustering has been incorporated into
FL as a post-processing step. An optimal bi-partitioning al-
gorithm based on cosine similarity of the gradient updates
from the clients is used divide the FL clients into clusters.
As multiple communication rounds are needed to separate
all incongruent clients, the recursive bi-partitioning clustering
framework incurs high computation and communication costs
that limit practical feasibility for large-scale settings. Another
hierarchical clustering framework for FL. has been proposed
in [67]. It uses an agglomerative hierarchical clustering for-
mulation that reduces clustering to a single step to lower
computation and communication loads. The procedure begins
by first training a global FL model for ¢ communication
rounds. The global model is then fine-tuned on the private
datasets of all clients to determine the difference Aw between
the global model parameters w and the local model parameters
0.. The Aw values for all clients are used as inputs to the
agglomerative hierarchical clustering algorithm to generate
multiple client clusters. FL training is then performed inde-
pendently for each client cluster to produce multiple federated
models. This approach is designed for a wider range of
non-IID settings and allows training on a subset of clients
during each round of FL model training. However, computing
the pairwise distance between all clients in agglomerative
clustering can be computationally intensive when there are
a large number of clients.

Other clustering approaches require a fixed number of
clusters to be set at the beginning of FL training. In [68], the
authors proposed the Iterative Federated Clustering Algorithm
(IFCA). Instead of a single global model, the server constructs
K global models and broadcasts these models to all clients for
local loss computation. Each client is assigned to one of the
K clusters the global model of which achieves the lowest loss
value on the client’s data. Cluster-based FL model aggregation
within the cluster partition is then performed by the server.
Compared to FedAvg, the communication overhead of IFCA
is K times higher as the server needs to broadcast K cluster
models to all clients in every communication round.

In [69], the authors proposed community-based FL. (CBFL)
to predict patient hospitalization time and mortality. They
trained a denoising autoencoder and performed K-means clus-
tering with a pre-determined number of clusters to cluster
patients based on the encoded features of their private data.
An FL model is then trained for each cluster.
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TABLE II: Summary of personalization techniques in Learning Personalized Models.

Method Advantages

Disadvantages

Parameter Decoupling « Simple formulation

client

o Layer-wise flexibility in architecture design for each

« Difficult to determine the optimal privatization strat-
egy

Knowledge Distillation

each client
o Communication-efficient
« Supports resource heterogeneity

« High degree of architecture design personalization for | e Difficult to determine the optimal architecture design

o May require a representative proxy dataset

Multi-Task Learning

models for related clients

« Leverages pairwise client relationships to learn similar | o

Sensitive to poor data quality of clients

Model Interpolation

« Simple formulation using a mixture of global and local |

Uses a single global model as a basis for personaliza-

models tion
Clustering . . . . . L
o Good for applications where there are inherent parti- | « High computation and communication costs
tions among clients « Additional system infrastructure for cluster manage-
ment and deployment
In [70], the authors proposed FedGroup, an FL clustering for clients. They are also advantageous in communication and

framework that implements a static client clustering strat-
egy and a newcomer client cold start mechanism. FedGroup
performs clustering on the local client updates using the K-
means++ algorithm [71] based on the Euclidean distance of
the Decomposed Cosine similarity (EDC).

In [72], the authors proposed a multi-center formulation that
learns multiple global models. It introduces a new distance-
based multi-center loss function:

| K.C
— (k) Dy (k)
L= GZZTC Dist(0.,w'"™), (7)

k=1c=1

where rék) means that client ¢ is assigned to cluster k,

and w® is the model parameters of cluster k. Expecta-
tion Maximization is used to solve the distance-based ob-
jective clustering problem and derive the optimal matching
of clients to each cluster center. In the E-step, the cluster
assignment rgk) is updated by fixing w,. rgk is set to 1
if k = argmin; Dist(f.,w")). Otherwise, it is set to 0.
In the M-step, the cluster centers w(*) are updated with
w®) = ﬁzcczl rw,. Finally, w®) is sent to all
clients in cluster k to perform fine-tuning of the local model
parameters 6. on its private training data. The above steps are
repeated until convergence.

Summary

In this section, we have discussed Architecture-based Ap-
proaches and Similarity-based Approaches for Learning Per-
sonalized Models. We now summarize and compare the
personalization techniques in terms of their advantages and
disadvantages (as shown in Table II).

Architecture-based Approaches aim to achieve personal-
ization through a customized model design that is tailored
to each client. As parameter decoupling methods have a
simple formulation that implement personalized layers for
each client [46], [47], it is limited in its ability to support
a high degree of model design personalization. In contrast,
KD-based PFL methods provide clients with a greater degree
of flexibility to accommodate personalized model architectures

computation constrained edge FL settings [56], [57]. However,
a representative proxy dataset is often required in the KD pro-
cess [42], [56]. For both methods, there are some challenges
in model building. In parameter decoupling, the classification
of private and federated parameters is an architectural design
decision which controls the balance between generalization
and personalization performance [46]. Determining the op-
timal privatization strategy is a research challenge. In KD,
the effectiveness of knowledge transfer depends not only on
model parameters, but also on model architecture. As it may
be difficult for the student model to learn well if there is a
huge capacity gap between the large teacher model and the
small student model [73], [74], it is imperative to determine
an optimal design for both the server and client models.
Similarity-based approaches aim to achieve personaliza-
tion by modeling client relationships. MTL methods such as
FedAMP [61] excel in capturing pairwise client relationships
to learn similar models for related clients. As a result, it may
be sensitive to poor data quality which result in the segregation
of clients based on their data quality. Model interpolation
methods have a simple formulation that learn personalized
models using a mixture of global and local models. However,
it is likely to experience a degradation in performance in
highly non-IID scenarios as it uses a single global model as
a basis for personalization [64], [65]. Clustering methods are
advantageous when there are inherent partitions among clients.
However, they incur high computation and communication
costs that limit practical feasibility for large-scale settings [66],
[67]. Additional architectural components for the management
and deployment of the clustering mechanism are also required

[67].

V. PFL BENCHMARK & EVALUATION METRICS

Another important factor for the long-term advancement of
the PFL research field is performance benchmarking. In this
section, we review and discuss the benchmarks and evaluation
metrics used by existing PFL literature.
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TABLE III: Types of non-1ID data considered in PFL research.

Method Quantity Skew

Feature Distribution Skew

Label Distribution Skew | Label Preference Skew
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FL Benchmark Datasets

There are several FL. benchmarking frameworks developed in
recent years, including FLBench [75], Edge AlBench [76],
OARF [77] and FedGraphNN [78]. LEAF [79] is one of the
earliest and most popular benchmarking frameworks proposed
for FL. At the time of writing, it provides six FL datasets
covering a range of machine learning tasks including image
classification, language modeling and sentiment analysis under
both IID and non-IID settings. Examples datasets include the
Extended MNIST [80] dataset split according to the writers of
the character digits, the CelebA [81] dataset split according to
the celebrity, and the Shakespeare [9] dataset split according
to the characters in the play. A set of accuracy and com-
munication metrics, along with implementation references for
well-known approaches such as FedAvg, SGD and MOCHA
are also provided. As LEAF extends existing public datasets
from traditional machine learning settings, it does not fully
reflect the data heterogeneity in FL scenarios. Although there
are a few real-world federated datasets, such as a street image
dataset for object detection [82] and a species dataset for image
classification [83], they are often limited in size.

PFL Experimental Evaluation Design

Despite the release of benchmark datasets for FL, they are not
widely adopted in PFL research. The vast majority of PFL
studies choose to simulate the non-IID setting by performing
their own partitioning on a public benchmark dataset used in
machine learning (e.g., MNIST [84], EMNIST [80], CIFAR-
100 [85]), or creating a synthetic dataset [17], [64], [68]. Here,
we survey the different types of non-IID settings simulated in
PFL literature and summarize them according to the person-
alization methods in Table III.

1) Quantity Skew: FL clients hold local datasets of different
sizes, with some clients having considerably larger amounts
of data than others. Data size heterogeneity is pervasive in
real-world environments due to diverse usage patterns across
FL clients. To simulate data size heterogeneity, data from an
imbalanced dataset are used directly without further sampling
[23], [72]. Alternatively, data can be distributed to FL clients
according to power law [28], [29], [39].

2) Feature Distribution Skew: The feature distribution
P_.(z) varies across clients, while the conditional distribution
P(y|x) is the same across clients. For example, in health
monitoring applications, the distributions of users’ activity
data vary considerably according to their habits and lifestyle
patterns [24], [43]. To model feature distribution skew, a

dataset that is partitioned by users is often used with each
user associated with a different client [24], [59]. It can also
be simulated by augmenting datasets via rotations [68].

3) Label Distribution Skew: The label distribution P,.(y)
varies across clients, while the conditional distribution P(z|y)
is the same across clients. For example, in software mobile
keyboards, label distribution skew is a likely problem for users
from different demographics as there are diverse linguistic
and cultural nuances that result in certain words or emojis
to be used predominantly by different users. To model label
distribution skew, the dataset is partitioned based on labels,
where each client draws samples from a fixed number of
label classes k. A smaller k& value would mean stronger data
heterogeneity [9], [27], [48], [64]. Different levels of label
distribution imbalance can be simulated by using a Dirichlet
distribution Dir(a), where « controls the degree of data
heterogeneity. An « of 100 is equivalent to the IID setting,
while a smaller « value means that each client is more
likely to hold data from only one class resulting in high data
heterogeneity [55], [56], [86].

4) Label Preference Skew: The conditional distribution
P_.(z|y) varies across clients, while the label distribution P(y)
is the same across clients. Due to personal preferences, there
may be variations in the labels. To model label preference
skew, a proportion of labels are often swapped to increase
variance in the ground truth labels [66], [67].

From Table III, the evaluation of PFL algorithms is limited
to a single type of non-IID setting in most existing studies.
Feature distribution and label distribution skew are most
commonly considered to simulate the non-1ID setting in PFL
studies. Label preference skew settings have only been adopted
by clustering-based PFL approaches. Other PFL approaches
have not been studied under this type of non-IID FL setting.
A collective effort by the FL research community is needed
to align and adopt benchmarks in order to standardization
experimental evaluation design in PFL research.

PFL Evaluation Metrics

We categorize the evaluation metrics adopted in PFL research
into: 1) model performance related, 2) system performance
related, and 3) trustworthy Al related (Table 1V).

Model performance can be measured in terms of accuracy
and convergence. Most PFL works adopt the average test
accuracy of personalized models to measure model accuracy.
While using an aggregated accuracy metric may be adequate
to evaluate the performance of vanilla FL which trains a
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TABLE IV: Evaluation metrics adopted by PFL research.

Method Model Performance

System Performance Trustworthy AI
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single globally-shared model, such a metric cannot reflect the
performance of individual personalized models. As such, there
are PFL works that use distribution-based evaluation frame-
works such as histogram profiling [61], [87], variance metrics
[371, [55], [88] and metrics at the individual client level [24],
[43] to evaluate the performance of personalized models. As
each client experiences a different baseline accuracy due to
statistical data heterogeneity, measuring the changes in model
accuracy before and after personalization is a useful approach
to assess the benefits of personalization [30], [87], [89]. Model
convergence is measured by training loss [28], [32], [64], [66],
[67], number of communication rounds [12], [32], number of
local training epochs [23], [32], [39], and formalization of
convergence bounds [12], [29], [37].

System performance metrics focus on communication effi-
ciency, computational efficiency, system heterogeneity, system
scalability and fault tolerance. Communication efficiency is
evaluated by the number of communication rounds [12], [32],
the number of parameters [23], [57], [65] and message sizes
[58], [90]. Computational efficiency is evaluated in terms of
the number of FLOPs [57], [65] and training time [27], [57].
System heterogeneity is assessed by simulating variations in
hardware capabilities and network conditions. This can be
achieved by varying the number of local training epochs [59],
[61], CPU resources [27] and local model complexity [56],
[65]. System scalability is evaluated in terms of performance
on a large number of clients [32], total elapse time [23], [29]
and total memory consumption [29], [65]. Fault tolerance is
measured in terms of performance under different ratios of
dropped out clients [59], [61] and stragglers [29], [55].

Trustworthy Al metrics have not been extensively adopted
to evaluate PFL approaches. There are a few emerging works
that consider these metrics [89]. In [48], local model fairness
and robustness against adversary attacks have been used to
evaluate the performance of the proposed approach.

The current direction for the evaluation of personalization
performance in PFL research focuses primarily on accuracy
gains in terms of model performance. However, the costs
for achieving PFL should also be considered. While seeking
accurate models, there are often trade-offs in terms of system
scalability, as well as communication and computation over-
heads. The fulfillment of trustworthy Al attributes is also not
sufficiently considered. It is important to design an effective
PFL framework that jointly optimizes these cost-benefit objec-
tives that are important in real-world FL applications. Given
that PFL faces unique challenges and application scenarios,

it is imperative to strengthen the development of evaluation
metrics that are tailored to PFL.

VI. PROMISING FUTURE RESEARCH DIRECTIONS

The field of PFL is starting to gain traction as practical FL
applications begin to demand for models with better person-
alization performance. Based on our review of existing PFL
literature, we envision promising future trajectories of research
towards new PFL architectural design, realistic benchmarking,
and trustworthy PFL approaches.

A. Opportunities for PFL Architectural Design

Client Data Heterogeneity Analytics: The heterogene-
ity of data among FL clients is a key consideration when
assessing the type of PFL required. For example, a multi-
model approach such as clustering is preferred for applications
where there are inherent partitions or data distributions that are
significantly different. In order to facilitate experimentation
on non-IID data, recent works in PFL have proposed metrics
like Total Variation, 1-Wasserstein [37] and Earth Mover’s
Distance (EMD) [21] to quantify the statistical heterogeneity
of data distributions. However, these metrics can only be
calculated with access to raw data. The problem of FL client
data heterogeneity analysis in a privacy-preserving manner
remains open.

Aggregation Procedure: In more complex PFL scenarios,
averaging-based model aggregation may not be an ideal ap-
proach in handling data heterogeneity. Model averaging is
adopted in most prevailing FL architectures, and its effec-
tiveness as an aggregation method has not been well-studied
for PFL from a theoretical perspective [91]. Recently, [92]
proposed a layer-wise matched averaging formulation for CNN
and LSTM architectures. Specialized aggregation procedures
for PFL are to be explored.

PFL Architecture Search: In the presence of statistical het-
erogeneity, federated neural architectures are highly sensitive
to hyperparameter choices and may therefore experience poor
learning performance if not tuned carefully [13]. The choice of
the FL. model architecture also need to fit the underlying non-
IID distribution well. Neural Architecture Search (NAS) [93] is
a promising technique to help PFL reduce manual design effort
to optimize the model architecture based on given scenarios.
It will be particularly beneficial for parameter decoupling and
knowledge distillation-based PFL methods.
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Spatial Adaptability: It refers to the ability of PFL systems
to handle variations across client datasets as a result of (i)
the addition of new clients, and/or (ii) dropouts and strag-
glers. These are practical issues prevalent in complex edge
computing-based FL environments, where there is significant
variability in hardware capabilities in terms of computation,
memory, power and network connectivity [94].

(i) Existing PFL approaches commonly assume a fixed
client pool at the start of an FL training cycle, and that new
clients cannot join the training process midway [22], [67].
Other approaches involve a pre-training step [42] that require
time for local computation. Besides meta-learning approaches
[37] that encourage fast learning on a new client, there is
limited work addressing the cold-start problem in PFL. Current
deep FL techniques are also prone to catastrophic forgetting
of previously learned knowledge when new clients join, due
to the stability-plasticity dilemma in neural networks [95].
As a result, existing clients may experience a degradation in
performance. A promising direction is to incorporate continual
learning [96] into FL to mitigate catastrophic forgetting.

(i) With the prevalence of dropouts and stragglers in
large-scale federated systems due to network, communication
and computation constraints, it is necessary to design for
robustness in FL systems. Developing communication-efficient
algorithms to mitigate the problem of stragglers is an ongo-
ing research direction, where gradient compression [97] and
asynchronous model updates [98] are common strategies for
addressing FL. communication bottlenecks. These issues re-
quire further study in PFL to formalize the trade-offs between
overhead and performance.

Temporal Adaptability: It refers to the ability of a PFL
system to learn from non-stationary data. In dynamic real-
world systems, we may expect changes in the underlying data
distributions over time. This phenomenon is known as concept
drift. Learning in the presence of concept drift often involve
three steps: (i) drift detection (whether drift has occurred); (ii)
drift understanding (when, how and where the drift occurs);
and (iii) drift adaptation (response to drift) [99]. Casado et
al. [100] is one of the few works that study the problem
of concept drift in FL. It extends FedAvg with the Change
Detection Technique (CDT) for drift detection. It remains
an open direction to leverage existing drift detection and
adaptation algorithms to improve learning on dynamic real-
world data in PFL systems.

B. Opportunities for PFL Benchmarking

Realistic datasets: Realistic datasets are important for the
development of a field. To facilitate PFL research, datasets that
include more modalities like audio, video and sensor signals,
and involve a broader range of machine learning tasks from
real-world applications are required.

Realistic non-IID settings: In most existing studies, the
evaluation of PFL algorithms is limited to a single type of non-
IID setting. Experiments are performed by either leveraging
an existing pre-partitioned public dataset (e.g., LEAF) or
prepared by partitioning a public dataset to fit the target non-
IID setting. For fairer comparison, it is imperative for the

research community to develop a deeper understanding of the
different non-IID settings in real-world federated learning in
order to simulate realistic non-IID settings. Possible scenarios
include: (i) temporal skew (changes in the data distributions
over time) and (ii) the presence of adversarial attackers. Such
an effort requires wider collaboration among researchers and
industry practitioners, and will be beneficial for building a
healthy PFL research ecosystem.

Holistic evaluation metrics: The establishment of system-
atic evaluation methodologies and metrics is important for PFL
research. Model performance, system performance and Trust-
worthy Al attributes are important aspects to consider when
evaluating the performance of an FL system. Methodologies
that can provide a holistic cost-benefit analysis on a given
PFL approach are needed for potential adopters to gain deeper
insight into its real-world impact.

C. Opportunities for Trustworthy PFL

Open Collaboration: Besides algorithmic challenges, fu-
ture PFL research can explore promoting collaboration among
self-interested data owners. For instance, data owners with
personalized FL. models may need to collaborate by sharing
their models with other suitable data owners in order to adapt
to changes in the learning task over time in dynamic real-
world applications [101]. Incentive mechanism design is a
promising research direction towards this vision. Game theory,
pricing and auction mechanisms [102] may be applied to build
suitable incentive schemes to support the emergence of open
collaborative PFL systems.

Fairness: As machine learning technologies become more
widely adopted by businesses to support decision-making,
there has been a growing interest in developing methods
to ensure fairness in order to avoid undesirable ethical and
social implications [103], [104]. Current approaches do not
adequately address the unique set of fairness related chal-
lenges presented in PFL. These include new sources of bias
introduced by the diversity of participating FL clients due
to unequal local data sizes, activity patterns, location, and
connection quality, etc. [8]. The study of fairness in PFL is
still in its infancy and the framing of fairness in PFL has
not yet been well-defined. The study of fairness in FL is
mostly focused on the prevailing server-based FL paradigm
[105]-[107], although new work on fairness in alternative FL
paradigms is emerging [108]. As FL approaches maturity,
advances in improving fairness for PFL in particular will
become increasingly important in order for FL to be adopted
at scale.

Explainability: Explainable Artificial Intelligence (XAI)
[109] is an active research area that has attracted significant
interest recently, driven by pressure from government agencies
and the general public for interpretable models [110]. It
is important for models in high stake applications such as
healthcare to be explainable, where there is a strong need to
justify decisions made [ 11]. Explainability has not yet been
systematically explored in the FL literature. There are complex
challenges unique to achieving explainability in PFL due to
the scale and heterogeneity of distributed datasets. Striving for
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FL model explainability may also be associated with potential
privacy risks from inadvertent data leakage, as demonstrated
in [112] where certain gradient-based explanation methods are
prone to privacy leakage. There is few work addressing both
explainability and privacy objectives simultaneously. Devel-
oping an FL framework that balances the trade-off between
explainability and privacy is an important future research
direction. One possible approach to achieve this trade-off is
to incorporate explainability into the global FL. model but not
the personalization component of the FL. model.

Robustness: Although FL offers better privacy protection
compared to traditional centralized model training approaches,
recent research has exposed vulnerabilities of FL that could
potentially compromise data privacy [16]. It is therefore of
paramount importance to study FL attack methods and develop
defensive strategies to counteract these attacks in order to
ensure robustness of the FL system. With more complex
protocols and architectures developed for PFL, more work is
needed to study related forms of attacks and defenses to enable
robust PFL approaches to emerge.

VII. CONCLUSIONS

In this survey, we provide an overview of FL and discuss
the key motivations for PFL. We propose a unique taxonomy
of PFL techniques categorized according to the key chal-
lenges and personalization strategies in PFL, and highlight key
ideas, challenges and opportunities for these PFL approaches.
Finally, we discuss commonly adopted public datasets and
evaluation metrics in PFL literature, and outline open problems
and directions that would inspire further research in PFL.
We believe that the discussions in this survey based on our
proposed PFL taxonomy will serve as a useful roadmap for
aspiring researchers and practitioners to enter the field of PFL
and contribute to its long-term development.
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