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Block Diagonal Representation
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Abstract— Subspace clustering is a class of extensively studied
clustering methods where the spectral-type approaches are its
important subclass. Its key first step is to desire learning a
representation coefficient matrix with block diagonal structure.
To realize this step, many methods were successively proposed
by imposing different structure priors on the coefficient matrix.
These impositions can be roughly divided into two categories,
i.e., indirect and direct. The former introduces the priors such
as sparsity and low rankness to indirectly or implicitly learn the
block diagonal structure. However, the desired block diagonalty
cannot necessarily be guaranteed for noisy data. While the latter
directly or explicitly imposes the block diagonal structure prior
such as block diagonal representation (BDR) to ensure so-desired
block diagonalty even if the data is noisy but at the expense
of losing the convexity that the former’s objective possesses.
For compensating their respective shortcomings, in this article,
we follow the direct line to propose adaptive BDR (ABDR)
which explicitly pursues block diagonalty without sacrificing the
convexity of the indirect one. Specifically, inspired by Convex
BiClustering, ABDR coercively fuses both columns and rows of
the coefficient matrix via a specially designed convex regularizer,
thus naturally enjoying their merits and adaptively obtaining
the number of blocks. Finally, experimental results on synthetic
and real benchmarks demonstrate the superiority of ABDR to
the state-of-the-arts (SOTAs).

Index Terms—Block diagonal structure, convex biclustering,
convex optimization, spectral clustering, subspace clustering.

I. INTRODUCTION

UBSPACE clustering is a class of classic clustering meth-

ods to deal with high-dimensional data such as image,
video, text, and has been extensively studied so far [1]-[9].
It assumes that given high-dimensional data points are approx-
imately drawn from a union of some low-dimensional sub-
spaces and aims to segment them into corresponding subspaces
as faithfully as possible [4], [10]. The research on this topic has
fostered various applications in, for example, machine learn-
ing [11], computer vision [12], image processing [13], [14],
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and system identification [15]. Alternatively, various subspace
clustering methods are proposed and mainly cover four types:
iterative method [16], [17], algebraic method [18]—[20], sta-
tistical method [21]-[23], and spectral-type method [24]-[26].
Among them, the spectral-type method has almost become
the most attractive and popular one in recent years due
to its simplicity and excellent performance [27], [28]. The
approaches of this type usually perform the following two
steps: the first step constructs or learns the representation
coefficients from the collected data for constructing corre-
sponding Laplacian or affinity matrix and the second step
performs spectral clustering based on the Laplacian matrix
to determine the final partition/segmentation. Here, learning
the representation coefficients in the first step plays a key
role for the clustering effectiveness. However, owing to the
complexity and diversity of the inherently unknown structure
of the real data, we have to introduce some assumptions on
data distributions, such as manifold or low rank assumption in
the representation learning, thus leading to different ways to
construct or learn representation coefficients. These ways can
further be subdivided into two categories: locality-inducing
method and globality-inducing method.

The locality-inducing method directly defines representation
coefficient for each data point by using multiple samples in
its neighborhood according to certain distance metric or prox-
imity. For example, e-ball neighborhood, k-nearest neighbor
(KNN) [24], local subspace affinity (LSA) [29]. Actually, the
data points drawn from the union of multiple low-dimensional
subspaces may be distributed arbitrarily rather than locally.
As a consequence, this locality-inducing manner is not enough
to reflect the whole subspace structure of data.

The globality-inducing method exploits the global subspace
structure assumption to learn the representation coefficients,
in which the most typical and commonly adopted one is
self-expression based, i.e., each data in the union of some
low-dimensional subspaces can be represented as a linear
combination of other data points [30]. That is X = XZ,
where X = [x1, X2, ..., %] € RY" is the given data matrix
and Z = [z1,22,...,24] € R™" is the self-expression
coefficient matrix to be learned, in which d and n are
the number of dimension and the number of data points,
respectively. Essentially, the approaches of this category aim to
automatically represent a data point as a linear combination
of the data points from the target subspace while make the
representation coefficients corresponding to the data points
from the nontarget subspaces almost zero. Note that in this
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case, Z forms the desirable block diagonal structure, thus
revealing the true membership of the data matrix X. If we
next apply spectral clustering on the affinity matrix constructed
by such Z, we are very likely to acquire desired clustering.
Therefore, the block diagonal matrix plays a vital role in
spectral-type subspace clustering. To obtain such near-true
block diagonal representation (BDR) matrix, various structure
priors are introduced by imposing corresponding regular-
izers on Z, fostering respective block diagonalty-oriented
formulations. These formulations roughly cover two learning
categories, i.e., indirect and direct. Among them, the indirect
category introduces some structure priors induced by different
regularizations on Z to indirectly learn the block diagonal
structure. For example, sparse subspace clustering (SSC)
[30], [31] introduces sparsity on Z induced by ¢; norm. Low
rank representation (LRR) [32], [33] imposes low rankness
on Z induced by nuclear norm. Multisubspace representation
(MSR) [34] imposes both sparsity and low rankness on
Z by ¢, norm and nuclear norm. Least squares regression
(LSR) [35] enforces high correlation on Z formulated by
F norm. Subspace segmentation via quadratic programming
(SSQP) [36] minimizes ||Z”Z||; with nonnegative Z. How-
ever, these methods can obtain the desired block diagonalty
of Z only when the data points are clean, implying that
such block diagonalty cannot necessarily be guaranteed in real
applications due to the noise or corruption in data. While the
direct category directly introduces the block diagonal structure
prior on Z to ensure the so-desired block diagonalty even if the
data is noisy. For example, the approach [37] and BDR [27]
directly enforce the block diagonal structure of Z imposed
by a hard graph Laplacian constraint and a soft self-defined
block diagonal matrix induced regularizer, respectively. But
it is worthy to note that the superior performance of such
category is obtained at the expense of sacrificing the convexity
of the indirect one, while the nonconvexity also easily gets
stuck into local minima. Additionally, different from the
indirect methods, the number of subspaces in such categorical
approach needs to be prefixed.

In this work, to compensate the respective shortcomings
of the above two categories, we follow the direct way to
propose adaptive BDR (ABDR) which explicitly pursues the
block diagonalty of the coefficient matrix without losing the
convexity of indirect way. Specifically, inspired by Convex
BiClustering [38], we enforce the columns and the rows of
the coefficient matrix to be simultaneously shrunk by adding
corresponding convex auto-fused terms into the squared data-
fidelity term, thus adaptively identifying the groups of rows
and the groups of columns in the coefficient matrix that are
associated with each other. That is, the block diagonal pattern
automatically emerges when the rows and columns are fused
to certain extent without imposing any structure prior and
prefixing the number of blocks. In summary, the contributions
of ABDR can be summarized as follows.

1) ABDR can adaptively form the desirable block structure
of the coefficient matrix without imposing any structure
prior on it.

2) ABDR can be established from a well-defined con-
vex objective function where generalized alternating
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direction method of multiplier (GADMM) can be used
to achieve efficient optimization.

3) ABDR only involves one hyperparameter, making its
adjustment relatively easier.

4) ABDR can straightforwardly be extended to solve var-
ious problems in subspace clustering, such as deep
ABDR and kernel ABDR for nonlinear data.

5) Our experimental results validate the effectiveness and
efficiency of our proposed ABDR on three bench-
mark subspace clustering tasks compared with several
state-of-the-art (SOTA) spectral-type subspace clustering
methods.

Table I compares existing spectral-type subspace clustering

methods with our proposed method ABDR in main aspects.

In the rest of this article, Section II briefly overviews the

related works including SSC, LRR and BDR. Section III
details our algorithm (ABDR). Section IV reports extensive
experimental results and analysis. Finally, Section V con-
cludes this article with future research directions.

II. RELATED WORK

In this section, we review three SOTAs of self-expression
based spectral-type subspace clustering methods consisting of
two indirect ones, i.e., SSC, LRR [39], [40], and one direct
method, i.e., BDR [27].

Before detailing the related work, it is necessary to formu-
late the self-expression property and block diagonalty. Assume
that we have a data matrix X € R¢*" sampled from a union
of k subspaces {S,~}ff:1 at hand. According to the subspace
structure, the sampled data points follow the self-expression
property that each data point in the union of subspaces can
be represented by a linear combination of other data points,
that is x; = Xgz;. This can be formulated as a matrix form
X = XZ, where Z € R™™" is the representation coefficient
matrix. Assume each subspace S; has n; data points with
Zle n; = n, let X; is a subdataset constructed by these data
points. We can rewrite X = {Xj, Xy, ..., Xy}. Essentially,
we aim to obtain a representation coefficient matrix Z such
that each data point is represented as the linear combination
of data points only from the target subspace, i.e., X; = X;Z;.
In this case, Z has the k-block diagonal structure, that is

Z, 0 -~ 0
0 Z, --- 0

7= _ , Zi € RI<M, (1)
0 0 0 Z

If Z has k-block diagonal structure, we say that Z obeys
block diagonalty.

A. Sparse Subspace Clustering

To obtain the desirable block diagonal structure of the
coefficient matrix, SSC [30], [31] introduces sparsity on Z
by regularizing Z with ¢; norm. While considering X = XZ
may not hold in real-world noisy data, SSC finally proposes
to optimize the following objective:

mZin||Z||1+/1IIX—XZ||2F, s.t. diag(Z) = 0. )
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TABLE I
COMPARISON BETWEEN MULTIPLE SUBSPACE CLUSTERING METHODS

Method Regularization Constraint | # of Parameters | Assumption | Convexity Optimization
e-neighborhood [24] - - - - - -
Locality KNN [24] - - - - - -
LSA 29] - - - - - -
SSC [30][31] VAIR v 1 v v ADMM
LRR [32][33] Z||« - 1 v v ADMM
MSR [34] NZTT + MN[Z]]« v 1 v v ALM
Globality LSR [35] NZ]]* - 1 v v closed solution
SSQP [36] [1ZTZ][, v 1 v v SPG
HBDR [37] [TZ]]1OR][Z]]« v 1 - X ALM
BDR [27] Bl = >l k41 Ai(LB) v 2 - x ALM
Mixture ABDR Q(Z) - 1 - v GADMM
o Constraint: ”v"” imposes restriction on Z; ”-” indicates no restriction on Z.
e Assumption: “v” indicates certain subspace assumption required; ”-” indicates no subspace assumption required.
e Convexity: ”v” indicates the objective function is convex; ”x” indicates the objective function is non-convex.
o Optimization: ”-” indicates no need to optimize; "TADMM?” represents Alternating Direction Method of Multipliers; "ALM” represents Alternating

Minimization; "SPG” represents Spectral Projected Gradient method; "GADMM?” represents Generalized Alternating Direction Method of Multipliers.

It has been proven that SSC can acquire the block diagonal
coefficient matrix when the multiple low-dimensional sub-
spaces are mutually independent [30], [31]. However, the data
points may not strictly lie on the independent subspaces in real
applications, thus the block diagonal structure of Z obtained
by SSC is hard to be guaranteed practically.

B. Low Rank Representation

To determine the block diagonal coefficient matrix,
LRR [32], [33] introduces low rankness on Z by regularizing Z
with nuclear norm. Considering X = XZ may not strictly hold
for real-world noisy data, LRR instead optimizes the following
objective:

3)

Liu et al. [32], [33] prove that the Z obtained by LRR can
be block diagonal only over ideal independent subspaces.
However, for real application settings, the block diagonality
of Z obtained by LRR is not largely ensured.

min ||Z[]. + 4||X — XZ|[

C. Block Diagonal Representation

To obtain the desirable block diagonal coefficient matrix
even for noisy data, BDR [27] directly enforces the block
diagonal structure of the coefficient matrix Z by imposing a
specially designed soft regularizer on Z, and then defines and
optimizes the following objective:

1 A
in —||X —XZ||> + =||Z - B||? B
min 2II I +2|| [+ 71l ||
s.t. diag(B) =0, B>0, B=B’

1B 2icnie 4i(Lp)
the Laplacian matrix of B. Although BDR can obtain
relatively more desirable block diagonal coefficient matrix
for noisy data, it not only sacrifices the convexity of SSC
and LRR, but also introduces an additional hyperparameter
in its model compared with SSC, LRR, and ours, making its
determination more complicated. Moreover, different from
SSC, LRR, and ours, the number of subspaces in BDR must
be given in advance.

“)

where and Lg is

IIT. CONVEX SUBSPACE CLUSTERING BY ABDR

In this section, we first detail Convex Subspace Clustering
by ABDR and then provide its problem solution includ-
ing optimization strategy, complexity analysis, and conver-
gence analysis. Finally, we describe the subspace clustering
algorithm.

A. Model Formulation

Different from the traditional clustering which only focuses
on clustering the samples (columns), the biclustering puts the
columns and the rows on equal footing and simultaneously
groups samples (columns) and features (rows) in a data
matrix [41] to uncover structures in both the column and
row variables. Among many biclustering methods, the Con-
vex BiClustering [38], a newborn and charming biclustering
method with the goal to identify the groups of columns
and groups of rows that are associated with each other,
outperforms as the first convex attempt. To realize this goal,
it simultaneously fuses the columns and the rows in data
matrix via a self-designed convex regularizer and thus drives
the desired pattern automatically emerge. Inspired by such
method, we incorporate the corresponding auto-fused terms
into the data fitting term to simultaneously shrink the columns
and rows of the representation matrix and formulate the
problem (5) of Convex Subspace Clustering by ABDR

min 21X ~ XZI[} + 7 2(2) 5)
where  Q(Z) = 2 peeWillLi —Zll, +
Z(i,j)eE wiillZ; —Z;||, and is convex in Z, E is the
edge set formed by the point-pairs of data and Z; (Z;)
indicates the ith column (row) of the coefficient matrix Z and
Ww;; is a nonnegative weight indicating the similarity between
two data points X; and X ;. Because both each column and
its corresponding row in Z are the new representations of
original sample, so the column fused term and the row fused
term should share the same weight w;;. Similar with [48],
we use the sparse Gaussian kernel weights in (5), i.e.,
Wi = z’(‘i,j)exp(—qﬁHX,i — X‘jH%). Here, z’(‘i’j) is an indicator
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function whose value is 1 if X ; is among the KNNs of X
or 0 otherwise. exp(—¢|IX; — X ; ||%) encourages the columns
and the rows corresponding to the more similar samples to
fuse. The nonnegative constant ¢ controls the rate of pressure
on the fusion. The value ¢ = 0 corresponds to uniform
weights. Note that the objective function (5) of ABDR is
convex in Z, thus ensuring its global minimizer. Here, it is
necessary to emphasize a major difference between ABDR
and the convex biclustering [38]. Different from convex
biclustering which aims to automatically group or partition
given dataset in the sample and feature ways in the original
space, what ABDR does is to adaptively group columns and
rows of new representations in the new representation space.

When the parameter y = 0, Z is an identity matrix
where no row and column is associated. As y increases, the
groups of rows and the groups of columns that are associated
are simultaneously shrunk toward each other. That is ABDR
identifies the groups of columns and groups of rows of Z
that correspond to the same subspace while automatically
makes the groups of columns and groups of rows of Z
corresponding to different subspaces approximate to zero.
When y is large to some extent, the desired block diagonal
pattern automatically emerges in the coefficient matrix without
imposing any structure prior and prefixing the number of
clusters/subspaces.

Theorem 1 further verifies the block diagonalty of Z
obtained by ABDR. The detailed proof of Theorem 1 can
be found in the supplementary material.

Theorem 1: Assume a set of data points drawn from k
independent subspaces {S;}*_,. Let X; € R">*" define the
subset of data points sampled from S; with rank of d; and
z;‘:l n; =n. Let X = [X1, Xp, ..., Xi] € A, where A is a
set of matrices with nonzero columns. Let Z* is any optimal
solution of (7), then Z* satisfies the block diagonal property,
that is

Z, 0 - 0
0 Z, --- 0
= . (6)
0 0 0 Z
with each Z; € R">*" corresponding to X;

mZin Q(Z)
s.t. X = XZ (7)

where  Q(Z) = 2 WillZi —Zjll, +

Z(i,j)eE WijllZi. —Zj1l,.

B. Problem Solution

We adopt the GADMMs [42], [43] to optimize our proposed
ABDR. Before detailing the optimization procedure, we first
give some preliminaries and notations.

1) Preliminaries and Notations: Following [47], for a given
undirected graph G = (V, E) where V is the set of n vertices
and E is the set of edges, according to the enumeration order
of the index pairs in E, which is denoted by [(i, j) for the
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point-pair (i, j), we give the node-arc incidence matrices 7,
J as follows:

jl(i’j) _ [ 1, 1fk=l
A =

0, otherwise; k 0, otherwise

F6h _ [ 1, ifk=j

where jk](i’j ), jkl(i’j ) are the kth entry of the /(i, j)th column
of J € R El and the kth entry of the /(i, j)th column of j
€ R™IEl respectively, where |E| is the number of edges in
G. For the given coefficient matrix Z € R"*" and the graph
G, let Q = J — J, we can write column difference matrix
of coefficient matrix as B.o(Z) = ZQ and row difference
matrix of coefficient matrix Z as Bow(Z) = QT Z, respectively,
where B : R — R™EN and Biow : RV — RIEX are
two linear operators. Therefore, the formulation (5) can be
rewritten as

1
min =X = XZ([7 + 7 ([Beol (2)]cot.2W + W' [Brow(Z)]row.2)

(®)
where w is an edge weight column vector, among
which the order of point-pair (i, j) is the same
as that in E. Besides, for a matrix M € RP*,
we define [Mleoiz = [IIMill2, ..., [[IMg4ll2] and

[Mlrow2 = [[IMy ]2, ..., M, []2]".

2) Optimization Algorithm: We first convert the formula-
tion (8) to the following equivalent problem (9) by introducing
two auxiliary variables V; and Vj:

min ~[[X — XZ|% + (V1] + W [Valiow,2)
7z 2 F y Lo, 2W T W 2 drow,2
s.t. Beoi(Z) = Vi
Bow(Z) =V, ©)

which can be solved by solving the following augmented
Lagrange multipliers (ALMs) problem:

, 1
Zjvf}l\};}qu‘ EIIX - XZ| |%~’ +y ([Vl]col,Zw + WT [V2]row,2)
+ tr(AT(Bcol(Z) - Vl))
+ (¥ (Brow(Z) — V2))
M1 M2
+ 5 1Beat(Z) = Vi 17+ = 1Brow(2) — Vall:

(10)

where both A € R"™IEl and ¥ e RIE*" are Lagrange
multipliers and w1, u» > 0 are two penalty parameters. Here,
we adopt the GADMMs [42], [43] to solve (10), which is far
more efficient for large problems [43].

Step 1 (Fix Others, Update Z): To update Z, we need to
optimize the following function:

F@) = JIX = X2+ 0(A Bea(Z) V1)
+ (¥ B (2) = V2) + SHBea(@) = Vil

+%||Bmw(Z> — V% (11)
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let Vi = Vi + (1/u)A, Vo = Vo + (1/u2)¥, (11) can be
reformulated as

1 u ~ 2
f@) = SIIX = XZI} + FBea(Z) — Vil
+Z1Bon(@) = Vallz. (12)

For highly efficient Z-update, following [43], we augment
Z-update with the quadratic operator Z(Z) = (1/2)(a||Z||% —
ﬂl”Bcol(Z)H%? - ﬂZ”Brow(Z)”%f) That is

Z = argminf(Z) + E(Z — Z") (13)

where Z* is Z obtained from the previous iteration. Note that
o must be chosen to guarantee that Z(Z) is positive definite.
In fact, [43] has given the smallest valid value of o where
o > 2p(0(Q)). Here, 6(Q) is the largest singular value of
matrix Q.

Let the gradient of f(Z)+ Z(Z — Z¥) with respect to Z be
zero, we can easily obtain the Z-update in each iteration is

Z=(X"X+al)" (aZ" + X"X + 1A + 1oB)  (14)

where I is an identity matrix, A = (V;+ (1/u)A —ZFQ)QT,
B=Q(Vy+ (1/u2)¥ — 2¢Q").

Step 2 (Fix Others, Update V;): To update V|, we need to
optimize the following function:

F(V1) = 7 [Vileoi2W + tr(AT (Beotl(Z) — V1))
n %uvl — Bea@)|I>. (15)

Referring to [48], the update of V; is determined by the
proximal mapping

1
Vi = argmin 5 { [Vi— BCOI(Z)]COI,Z,Z + L[VI]COI,Z]
A\ M1

1
= ProX, . (Bcol (Z) — —A) (16)

H
where gcor = [(7 /1IV11ll2), -+, (7 /IIV1g|12)]. For a matrix
M € R”*4, we define [Mleor22 = [[IM][3, ..., [IM,]3].
Note that prox, (M) does the proximal operation on each
column of M.
Step 3 (Fix Others, Update V,): To update V,, we need to
optimize the following function:

F(V2) =y W [Valiowo + tr(¥7 (Brow(Z) — V2))
n %uvz — Bow@)I%. (17)

Similar with the update of V;, the update of V, is also
determined by the proximal mapping

o1
VZ = argmin —~ H [VZ - Brow(Z)]row,Z,Z + l[VZ]row,Z]
v, 2 12

1
= Prox, .| (Bmw (Z) — —‘I’) (18)
M2

where  Orow = (7 /1IVarl2), -y (7 /1IV2iEL DT
For a matrix M € RP*, we define [Mlow22 =
(1M 13, ..., ||Mp.||%]T. Note that ProxX, i (M) does

the proximal operation on each row of M.

Step 4 (Fix Others, Update A): To update the Lagrange

multiplier matrix A, we use
A=A+ i1 (Vi = Beal(Z)). (19)

Step 5 (Fix Others, Update ¥): To update the Lagrange

multiplier matrix ¥, we use the following formula:
Y=Y+ 12(V2 = Brow(Z)). (20)

The whole procedure to obtain the solution of (10) is given
in Algorithm 1.

Algorithm 1 ABDR Solver

Inputs: X € R, Q, w, y, MaxIter.

1: Initialization: k = 0, Z*, V¥, VA Ak Wk,
2: for each k € {1,2,3,..., Maxlter} do

3. Update Z* by Eq.(12);

4 Update V¥ by Eq.(16);
5:  Update V5 by Eq.(18);
6:  Update A* by Eq.(19);
7. Update W* by Eq.(20);
8:  if converged then

9: Break

10:  end if

11: end for

12: return Z.

3) Complexity Analysis: Now, we give the computational
complexity of GADMM for optimizing our ABDR. In our
implementation, each update of Z involves XTX + aI)’l,
which needs the computational complexity of O(n*). But note
that we need to compute (XX + aI)~' only once. In each
iteration, the updates of Z, Vi, V,, A, ¥ need complexity of
Om*d), Om?), O(m?), O(C), and O(C), respectively, where
C is a constant. So the computational complexity of ABDR
is O(Ty\n*d + n®), where T is the total number of iterations
until Algorithm 1 converges. For BDR, the computation is
dominated by the updates of B and Z, which needs to compute
the eigenvectors of the matrix of size n x n (O(n?)). So the
computational complexity of ABDR is O(T>n?), where T; is
the total number of iterations until BDR converges. Moreover,
from Fig. 12(a) and (b), we can observe that 7; is very small
(about 20). In summary, our proposed method ABDR is more
efficient than BDR.

4) Convergence Analysis: Although the convergence of
inexact ALM has been strictly proven when the number of
blocks is at most two [44], its convergence properties for
minimizing the objective function with more than two primal
variables subjected to linear constraints remains generally
unclear [45]. The equivalent form (9) of objective function of
ABDR has three primal variables and is not smooth, at the first
glance, it seems difficult to prove its convergence in theory.
However, due to the uniqueness of our objective function
and as indicated in [33], two conditions are sufficient for
our Algorithm 1 to converge: 1) the feature matrix X is of
full column rank and 2) the optimality gap generated in each
iteration is monotonically decreasing. The first condition can
be easily met by factorizing Z into PZ, where P can be
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TABLE 11
STATISTICS OF THE BENCHMARK DATASETS

Dataset # instances | # features | # clusters
Hopkins 155 - - -
Extended YaleB 2414 2016 38
PIE 2856 1024 68
MNIST 6996 784 10

* Because Hopkins 155 database covers 155 datasets with
different number of features and dimensions, we do not
show its statistic information in Table II but describe it in
detail in Section IV.B.

computed in advance by orthogonalizing the columns of X.
The convexity of the Lagrangian function (10) can guarantee
the second condition to some extent [46]. In conclusion, the
GADMM for solving our ABDR converges to the global
solution and fast as demonstrated in Fig. 12. Theorem 2 gives
the theoretical guarantee for the convergence of Algorithm 1.
The detailed proof of Theorem 2 can be found in the
supplementary material.

Theorem 2: Algorithm 1 converges to the global minimizer
of (5).

C. Subspace Clustering Algorithm

We describe the process of ABDR for subspace clustering.
For a given data matrix X, we first obtain the coefficient matrix
Z by solving the optimization problem (5) using Algorithm 1
and construct the affinity matrix W = (|Z| + |Z"|)/2. Next,
we apply spectral clustering [49] on W to determine the final
partion/segmentation.

Different from BDR, our proposed ABDR does not need
to prefix the number of subspaces/blocks when computing the
coefficient matrix. Moreover, we also empirically observe that
the number of diagonal blocks of coefficient matrix Z obtained
by ABDR exactly matches to the number of subspaces, thus
providing a reference for spectral clustering when the number
of subspaces is unknown.

IV. EXPERIMENTS

For fair comparison with existing SOTAs, especially BDR,
we follow the protocols of BDR without considering deep
learning based subspace clustering methods and select the
following methods for comparison: K-means [50] (a classic
clustering method), ratio cut (Rcut) [51], normalized cut
(Ncut) [52] (two representative locality-inducing spectral-type
subspace clustering methods), SSC, LRR, BDR (three SOTA
globality-inducing spectral-type subspace clustering methods),
structured block diagonal representation (SBDR) [53] (an
extension of BDR which incorporates the cluster assignment
into the learning of representation coefficient matrix) as the
compared methods. We test these methods and ABDR on
three synthetic examples and four benchmark real datasets
for various subspace clustering tasks: Hopkins155 database
for motion segmentation [27], [31], [33], Extended YaleB
database [27], [31], [33], [57], and pose illumination and
expression (PIE) database [58] for face clustering, Mixed
National Institute of Standards and Technology (MNIST)
database for handwritten digit clustering [27]. The statistic
information of these benchmark datasets is shown in Table II.
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Note we consider the settings and the ways to construct data
matrix X adopted in BDR [27].

Similar with BDR, we utilize the clustering error defined as
follows to evaluate the clustering performance:

. 1 ‘
clustering error = 1 — — E o(pi —map(q;)) (21)
n

i=l1

where p; and ¢; are the predictive label and ground truth label
of the ith data point, respectively. d(x,y) = 1 if x = y,
d(x, y) = 0 otherwise. map(-) is the optimal mapping function
that permutes predictive labels to maximally match with the
ground truth labels. Note that the lower the value of clustering
error is, the better the clustering performance is.

For each method, we tune the parameter(s) in a wide
range and utilize the one(s) which obtains the best result in
most cases for each dataset. Because k-means is sensitive to
initialization, we run k-means 20 times and report the best
result. For some methods over certain datasets, we use the
parameters given in their articles or codes. Note we find
that the postprocess influences the final clustering result at
certain extent, so we perform the optimal postprocess for each
obtained Z (B). This explains the fact that the clustering errors
of certain compared methods for some datasets in this article
are lower than that shown in [27].

Next, Section IV-A  gives the synthetic illustration,
Sections IV-B-IV-D validate the effectiveness of the proposed
method ABDR in real scenarios. Section IV-E discusses
the behavior of hyperparameter in the objective function of
ABDR on real datasets. Section IV-F verifies the necessity of
two fused terms in ABDR.

A. Synthetic Illustration

Example 1: Here, we give a simple example to illustrate
the effectiveness of ABDR. As Fig. 1(a) shows, we sample
30 data points from two 1D subspaces corresponding to
y = x and y = —x, respectively, in R? to construct the
data matrix X = {Xj, X,}, where X; includes 20 data points
and X, includes 10 data points, respectively. The coefficient
matrices obtained by BDR and ABDR are shown in Figs. 2(a)
and (b) and 4(a), respectively. As Fig. 2(a) and (b) shows,
even if the correct number of subspaces is given, BDR still
obtains both coefficient matrices with three diagonal blocks,
which is different from the ground-truth. This illustrates
that it is difficult for BDR to obtain the exact coefficient
matrix that can reflect true global subspace structures on this
dataset. Besides, we exploit KNN with number of neighbors
K = 5 and K = 10 to construct the coefficient matrices
for this example and show them in Fig. 3. From Fig. 3,
we can see that KNN cannot construct a coefficient matrix
to reflect the subspace structure of this dataset. Differently,
from Fig. 4(a), we can find that ABDR adaptively acquires
the exact BDR matrix where the number of blocks matches
to the ground-truth even without predefinition, performing
better than BDR. Next, we further validate the effect of given
number of subspaces on BDR and show the obtained B and
Z by BDR in Fig. 2(a)—(h). From them, we can observe that
worse representation matrices are obtained by BDR over the
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Fig. 1. Three synthetic datasets. (a) 30 data points sampled two 1D subspaces including y = x and y = —x, where 20 data points are sampled from the
subspace y = (1/2)x and 10 data points are sampled from the subspace y = —x, respectively. (b) 30 data points sampled from two 1D subspaces including

y = 0 and y = x, where 20 data points are sampled from the subspace y = 0 and 10 data points are sampled from the subspace y = x, respectively.
(c) 80 data points sampled from two 1D subspaces y = 0 and y = (1/2)x with Gaussian noisy rate y = 0.2, where 40 data points are sampled from the
subspace y = 0 and 40 data points are sampled from the subspace y = (1/2)x, respectively. (a) Example 1. (b) Example 2. (c) Example 3.
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Fig. 2. B and Z obtained by BDR over different number of subspaces given on Example 1. (a) BDR_B, given k = 2. (b) BDR_Z, given k = 2. (c) BDR_B,
given k = 5. (d) BDR_Z, given k = 5. (¢) BDR_B, given k = 7. (f) BDR_Z, given k = 7. (g) BDR_B, given k = 10. (h) BDR_Z, given k = 10.

() (]

Fig. 3. Z constructed by KNN on Example 1. (a) K =5. (b) K = 10.

incorrect number of subspaces. Compared with BDR, ABDR
can adaptively construct the more exact block diagonal matrix
without prefixing the number of subspaces, thus not suffering
from this problem. Besides, Fig. 4 shows that ABDR can
still obtain the coefficient matrices with exact block diagonal
structure over several hyperparameters with large differences,
this illustrates the low sensitivity of ABDR to hyperparameter
to a certain extent.

Example 2: Here, we give another synthetic example to
illustrate the effectiveness of ABDR. We generate the data
matrix X = {Xj, X;} with its columns drawn from 2 1D
subspaces without noise, where the two subspaces correspond
to y =0 and y = (1/2)x, respectively. We randomly choose
20 data points from the 1D subspace of y = 0 and 10 data
points from the 1D subspace of y = (1/2)x to construct X
and show it in Fig. 1(b). We perform both ABDR and BDR
on this dataset and show the resulting coefficient matrices in
Figs. 5 and 6, respectively. From both figures, we can find that
BDR still obtains the block diagonal coefficient matrix with
three blocks, not reflecting the true global subspace structures
of the dataset. Different from BDR, ABDR determines the
exact BDR matrix where the number of blocks matches with
the true number of subspaces, even without predefinition. This
further demonstrates the superiority of ABDR in reflecting the
subspace structure of data points.

Example 3: Here, we illustrate the effectiveness and robust-
ness of ABDR on the noisy data. We first generate the data
matrix X = {Xj, X,} where its columns are drawn from 2
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Fig. 4. Z obtained by ABDR over different hyperparameters on Example 1. (a) y = 0.001. (b) y =1. (¢) y
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Fig. 5. Z obtained by ABDR on Example 2.

Fig. 6. B and Z obtained by BDR on Example 2. (a) B. (b) Z.
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Fig. 7.

Z obtained by ABDR on Example 3.

1D subspaces without noise. The two subspaces correspond
to y = 0 and y = (1/2)x, respectively. We randomly
choose 40 data points from the 1D subspace of y = 0 and
40 data points from the 1D subspace of y = (1/2)x. Then

IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

p
i
i
i
i
i
i
i
i
4
B
%

(©)

(@ (b)

Fig. 8. B and Z obtained by BDR on Example 3. (a) B. (b) Z.

we randomly add Gaussian noise with ¢ = [0 0; 0 0] and
¥ =1[0.1 0;0 0.1] (% and X are mean matrix and standard
error matrix, respectively) to the 80 data points with noisy
rate r = 0.2 to generate the noisy matrix X and show it
in Fig. 1(c). The coefficient matrices obtained by the ABDR
and BDR are shown in Figs. 7 and 8, respectively. We can
see that ABDR obtains a desirable block diagonal coefficient
matrix where the number of blocks exactly matches to the
number of subspaces, illustrating the robustness of ABDR to
noisy data points and the ability of ABDR to reflect the true
global subspace structure of the dataset. On the other hand,
BDR obtains the block diagonal coefficient matrices with four
blocks, not matching with the true one. This example further
demonstrates better performance of ABDR than that of BDR
on noisy observations.

B. Motion Segmentation

Here, we illustrate the effectiveness of ABDR by con-
sidering the application of subspace clustering on motion
segmentation, which refers to the problem of segmenting the
video sequences into multiple spatiotemporal regions where
each region corresponds to a rigid-body motion in the scene.
As [30] showed, the coordinates of the points in trajectories
of one moving object reside in a 3-D subspace. Therefore, the
problem of motion segmentation can be solved by subspace
clustering. In this section, following BDR, we choose widely
used Hopkins155 database [54]. It consists of 155 video
sequences, where 120 video sequences have two motions and
35 video sequences have three motions. Each sequence is a
whole dataset so there are total 155 subspace clustering tasks.

Similar with the setting in [27], we consider using two
forms to construct the data matrix X for each video sequence:
1) directly use the original 2 F-dimensional feature trajectories,
where F is the number of frame of the sequence and 2)
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TABLE III
CLUSTERING ERRORS (%) OF DIFFERENT METHODS ON THE HOPKINS 155 DATABASE WITH THE 2 F-DIMENSIONAL DATA POINTS

method K-means Rcut Ncut SSC LRR BDR-B BDR-Z SBDR Ours
2 motions

mean 19.55 15.98 16.94 0.63 0.85 0.54 0.61 1.95 0.75

median 17.92 8.96 11.19 0.00 0.00 0.00 0.00 0.00 0.00
3 motions

mean 26.02 24.97 25.00 2.95 3.07 0.36 0.39 1.59 2.39

median 20.48 20.73 26.42 0.21 0.56 0.00 0.00 0.00 0.71
All motions

mean 21.02 18.01 18.76 1.16 1.35 0.49 0.56 3.19 1.12

median 18.99 15.55 16.98 0.00 0.00 0.00 0.00 0.19 0.00

o The lowest index value is highlighted in bold, the second lowest is underlined. The lower the value of the index is, the better the clustering performance

is. The same meaning for the following tables.

TABLE IV
CLUSTERING ERRORS (%) OF DIFFERENT METHODS ON THE HOPKINS 155 DATABASE WITH THE 4k-DIMENSIONAL DATA POINTS BY USING PCA

method K-means Rcut Ncut SSC LRR BDR-B BDR-Z SBDR Ours

2 motions
mean 19.56 15.98 16.94 0.68 1.36 0.39 0.38 1.93 0.98
median 17.92 8.96 11.19 0.00 0.00 0.00 0.00 0.00 0.00

3 motions
mean 26.02 24.97 25.08 2.97 2.95 0.38 0.38 1.48 2.36
median 20.48 20.73 26.60 0.20 0.56 0.00 0.00 0.00 0.71

All motions

mean 21.02 18.01 18.78 1.20 1.72 0.39 0.38 3.45 1.29
median 18.99 15.55 16.98 0.00 0.00 0.00 0.00 0.19 0.00

use principal component analysis (PCA) to project the whole
data matrix into the 4k-dimensional subspace, where k is the
number of subspaces. For all of the spectral-based methods,
as the same setting in [31], we define the affinity matrix W =
(|Z| +1Z"|)/2, where Z is the obtained coefficient matrix by
different methods. Hopkins155 database consists of 120 video
sequences of 2 motions and 35 video sequences of 3 motions,
so we report the segmentation results of 2 motions, 3 motions
and all video sequences over two settings in Tables III and IV,
respectively.

Based on the results in Tables III and IV, we have the

following observations and conclusions.

1) We report the means of clustering errors of many video
sequences, among which the values of clustering errors
of BDR almost approximate zero. Moreover, the other
compared methods such as SSC already perform very
well. So it is too challenging to obtain considerable
improvements on this motion segmentation. Even so,
our ABDR just performs slightly lower than BDR while
outperforms other compared methods on the setting
of 2F with clustering accuracy approximating to 99%
(100%—-1.12%). Although ABDR performs slightly
lower than BDR and SSC on the setting of 4k, it still
obtains clustering accuracy about 99% (100%—1.29%).
Note both SSC has higher computational cost than
ABDR. Besides, Tables III and IV report the means
of clustering errors of many (155) subspace clustering
tasks, ABDR performs well on this motion segmen-
tation with clustering accuracy 99% on both settings.
Furthermore, ABDR only has one hyperparameter while
BDR needs to adjust two hyperparameters, making its
model determination more complicated than ABDR.
Besides, the nonconvexity of BDR makes it easily get

into local minima. Although SBDR incorporates the
cluster assignment into the learning of coefficient matrix
while ABDR learns the coefficient matrix without the
help of the cluster assignment, ABDR perform better
than SBDR on both settings. So in summary, ABDR is
a good choice in real applications.

C. Face Clustering

Face clustering aims to partition face images into clusters
according to their respective subjects. Under the Lambertian
assumption, the face images corresponding to a subject with a
certain pose and varying illumination approximately reside in
a subspace of dimension 9 [55]. Therefore, a set of face images
of multiple subjects approximately reside in a union of 9-D
linear subspaces. Naturally, the problem of face clustering can
be solved by subspace clustering method. Here, we validate
the effectiveness of ABDR on two widely used face datasets:
Extended YaleB [56] and PIE [58].

1) Extended YaleB: Extended YaleB dataset consists of
2414 face images of 38 subjects including nine poses
and 64 illumination conditions, where each subject covers
64 images. The original size of each face image is 192 x 168.
To reduce the computational and memory cost, as what was
done in [27], we downsample each image to the size of
48 x 32 and vectorize it to a vector of length 2016 as a data
point. Meanwhile, we normalize each data point with a unit
length. Next, we construct the data matrix X by the subset
with k € {2,3,5,8, 10} subjects from the Extended YaleB
database. For each k, we randomly choose k subjects from the
total 38 subjects and each subset consists of 64k face images.
For each k, we perform 20 trails and report the mean, median
and standard deviation of clustering error.
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TABLE V
CLUSTERING ERRORS (%) OF DIFFERENT METHODS ON THE EXTENDED YALEB DATABASE

Aleorithm 2 subjects 3 subjects 5 subjects 8 subjects 10 subjects
& mean | median std mean | median std mean | median std mean | median std mean | median std
K-means 48.24 48.44 1.54 | 64.11 64.06 1.18 | 77.08 77.34 1.07 | 84.25 84.18 0.75 | 86.24 86.25 0.47
Rcut 46.84 47.66 2.69 | 54.01 51.56 9.76 | 61.09 60.16 371 | 65.74 67.48 5.50 | 67.77 68.52 3.31
Ncut 45.74 46.48 332 | 54.11 54.95 9.73 | 59.23 58.75 394 | 63.48 65.14 6.43 | 66.16 67.03 4.52
SSC 0.74 0.00 1.61 3.02 0.52 7.17 4.14 1.41 4.10 7.56 8.30 5.64 9.38 9.53 6.88
LRR 3.01 1.17 5.76 3.59 2.60 3.94 5.08 4.06 3.97 6.57 4.59 5.40 8.34 5.94 5.71
BDR-B 1.80 0.00 6.61 2.42 0.52 7.91 3.09 2.03 4.08 2.39 2.34 0.81 2.74 2.50 1.08
BDR-Z 0.90 0.00 3.00 0.57 0.52 0.71 1.84 1.41 1.44 2.79 2.83 1.34 2.60 2.50 1.22
SBDR 0.00 0.00 0.00 1.88 1.88 0.28 3.45 3.45 0.00 3.92 3.92 0.00 0.79 0.79 0.00
Ours 0.74 0.00 1.47 2.27 0.78 5.41 3.20 2.03 2.76 2.79 2.34 2.70 4.16 2.97 3.53
The clustering errors of different subspace clustering meth- 150 <
ods on the Extended YaleB database are reported in Table V. = o
From it, we can see that three direct learning methods § g;tg
consistently perform better than the indirect learning methods ° 100 |—E—LRR
with a large margin. This sufficiently illustrate the superior- E +2EB’§§
ity of direct learning methodology to indirect learning one. g —#—Ours
Besides, we can see that ABDR outperforms BDR on two g
subjects of Extended YaleB. This demonstrates that ABDR g
may especially performs well in small dataset, note the small S

dataset commonly exists in real applications. Actually, from
Table V, we can see that ABDR or BDR has performed very
well on the this dataset with different number of subjects, so it
is too challenging to obtain considerable improvements. Even
so, ABDR performs well with relatively small clustering errors
over other cases. Moreover, although the face clustering task
becomes more challenging as the number of subjects increases,
the improvements of ABDR become more significant as the
number of subjects increases compared with other existing
representative subspace clustering methods such as LRR and
SSC. Therefore, our proposed method ABDR is effective to
deal with challenging face clustering task. Here, note that
although both SBDR and BDR perform slightly better than
ABDR on some subsets, both of them correspond to a noncon-
vex objectives with more than one hyperparameters and need
to prefix the number of subspaces, leading to its sensitivity to
initialization, local minimum solution and the difficulty of real
implementation. In contrast, ABDR corresponds to a convex
objective with only one parameter, so ABDR is a good choice
for subspace clustering in real applications.

We provide the average computational time of each method
as a function of the number of subjects on Extended YaleB in
Fig. 9. From Fig. 9, we can see that both ABDR and BDR have
relatively low running time and work much efficient than SSC,
LRR and SBDR, this further validates the low computational
cost of ABDR.

2) PIE: PIE database includes 2856 face images of 68 peo-
ple, each of which has 32 x 32 pixels. We vectorize each
face image to a 1024 data vector and normalize it to a
vector with unit length. Each people has 42 face images
under different light and illumination conditions. Similar to
the way of constructing the data matrix X for Extended YaleB,
we construct the data matrix X by the subset which consists
of k € {10, 20, 40, 50, 68} subjects. For each k, we randomly
choose k people from the total 68 people and use the 42k data
points to construct the data matrix X. For each k, we perform

10

2 4 6 8
Number of Subjects

Fig. 9. Average computational time with respect to the number of subjects
on Extended YaleB.

the clustering methods for 20 trials and report the mean,
median, and standard deviation.

The clustering errors by different subspace clustering meth-
ods on PIE database are shown in Table VI. Table VI
shows that our ABDR outperforms in most of cases except
for the dataset with 68 subjects. Although SBDR performs
the best on 68 subjects with clustering error of 0, our
proposed ABDR achieves clustering error of 0.0039 which
almost approximates 0. Note it is relatively unfair to compare
ABDR with SBDR because SBDR incorporates the cluster
assignment into the learning of coefficient learning while
ABDR learns the coefficient matrix without the help of
cluster assignment. Even so, ABDR determines the similar
performance with SBDR. Although the clustering task espe-
cially becomes more challenging as the number of subjects
increases, ABDR still improves 2.81% in clustering error
than that of BDR on the 68 subjects. Meanwhile, Table VI
reports the average result in clustering error, therefore the
improvement obtained by ABDR is significant. This exper-
iment demonstrates the effectiveness of ABDR for the face
clustering task on the PIE database. Moreover, ABDR has
single hyperparameter to adjust, leading to easy model deter-
mination. Therefore, ABDR is a good choice for real subspace
clustering tasks.

D. Handwritten Digit Clustering

MNIST: The images of handwritten digits reside in the
subspaces of dimension 12 [59], so the problem of clustering
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TABLE VI
CLUSTERING ERRORS (%) OF DIFFERENT METHODS ON THE PIE DATABASE

10 subjects 20 subjects

40 subjects 50 subjects 68 subjects

Algorithm mean | median std mean | median std mean | median std mean | median std mean | median std
K-means 70.50 70.60 343 | 73.51 73.51 1.70 | 74.50 74.35 1.21 | 75.92 75.79 0.83 | 76.33 76.30 1.10
Rcut 17.12 16.90 5.56 | 18.94 19.11 4.37 | 26.75 26.55 2.61 | 29.43 29.12 246 | 32.74 32.77 1.73
Ncut 14.94 14.64 522 | 14.69 15.48 5.21 19.51 19.52 333 | 2242 22.52 2.65 | 25.24 25.40 0.57
SSC 8.27 9.52 7.13 4.73 4.76 4.11 3.59 3.57 1.92 3.68 3.81 1.72 3.47 3.78 1.30
LRR 1.71 0.00 3.82 0.35 0.00 1.13 0.97 0.00 1.52 0.92 0.00 1.29 2.74 2.50 1.08
BDR-B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.44 6.44 0.00
BDR-Z 0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.72 1.20 0.00 1.36 3.20 3.78 1.15
SBDR 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.39 0.00 0.80
TABLE VII
CLUSTERING ERRORS (%) OF DIFFERENT METHODS ON THE MNIST DATABASE
Algorithm 2 sub]:ects 3 subJ:ects 4 subj'ects 5 subJ:ects 6 subj_ects
mean | median std mean | median std mean | median std mean | median std mean | median std
K-means 6.48 4.25 8.22 24.15 24.33 1578 | 29.48 31.25 9.84 35.05 35.40 10.52 | 40.76 41.17 6.39
Rcut 5.10 1.75 7.55 19.18 17.00 13.80 | 23.06 21.63 11.93 | 31.30 32.00 8.11 38.25 38.58 8.12
Ncut 4.10 2.25 5.58 15.30 9.67 1291 | 23.01 23.75 12.03 | 28.86 31.10 9.82 36.84 38.00 7.42
SSC 4.20 1.50 7.17 14.67 13.00 1091 | 21.19 18.00 10.45 | 24.81 27.20 8.05 34.58 33.42 6.45
LRR 3.05 1.50 4.27 14.57 9.00 13.47 | 20.14 17.00 10.79 | 27.23 30.70 9.10 34.32 35.83 6.20
BDR-B 9.65 1.25 17.39 | 13.08 8.00 11.85 | 19.16 16.63 10.26 | 26.50 29.40 10.08 | 35.68 38.00 7.17
BDR-Z 4.93 1.50 11.41 | 11.93 5.83 12.56 | 19.33 16.13 11.14 | 24.91 27.90 10.22 | 34.74 3542 6.17
SBDR 4.58 0.75 1092 | 17.17 16.50 14.38 | 19.66 19.88 10.70 | 24.12 27.80 9.79 3323 35.08 6.14
Ours 1.98 1.00 3.35 9.77 3.33 12.10 | 16.85 14.50 11.09 | 23.92 28.80 10.44 | 32.25 32.58 5.41
TABLE VIII
CLUSTERING ERRORS (%) OF DIFFERENT METHODS ON THE MNIST DATABASE
Algorithm 7 subjects 8 subjects 9 subjects 10 subjects

mean | median std mean | median std mean | median std mean | median std

K-means 38.71 40.29 5.77 | 42.35 42.44 449 | 45.03 45.89 3.74 | 47.01 45.95 3.38

Rceut 36.28 35.36 6.74 | 41.15 42.69 7.33 | 42.03 42.44 6.07 | 42.09 41.75 2.77

Neut 33.86 33.36 6.45 | 37.76 39.25 7.55 | 40.26 40.83 6.41 | 40.56 40.20 2.60

SSC 32.02 32.57 5.65 | 39.56 39.19 6.43 | 40.11 40.50 4.52 | 41.98 42.00 2.57

LRR 31.83 30.86 5.38 | 36.22 36.19 478 | 40.44 39.83 444 | 41.60 41.40 2.73

BDR-B 31.76 30.50 5.79 | 35.94 36.63 5.34 | 38.42 38.17 491 | 38.95 39.40 2.56

BDR-Z 31.17 30.93 6.19 | 35.82 37.56 5.24 | 38.12 38.17 491 | 38.95 39.40 2.56

SBDR 28.80 29.50 5.18 | 33.49 34.50 6.67 | 34.16 34.39 5.87 | 36.74 36.65 2.50

Ours 29.61 29.36 4.68 | 32.78 33.31 4.85 | 35.38 36.39 4.02 | 35.76 35.45 2.89

images of handwritten digits can be solved by subspace
clustering method. Here, we choose MNIST database to
validate the effectiveness of ABDR, which consists of gray
scale images of ten subjects, i.e., 0-9 handwritten digits. Each
gray image of MNIST database has 28 x 28 pixels and we
vectorize each image into a data vector of length 784. Each
data vector is normalized as one with unit length. We consider
the problem of clustering k subjects, where k varies from
two to ten. For each k, we perform each subspace clustering
method for 20 trials and report the average of clustering error.
Note that for each k and each trial, we randomly choose k
subjects from the total ten subjects and each subject consists
of 100 samples. That is, we construct the data matrix X for
each k and each trial of size 784 x 100 k.

The clustering errors by different subspace cluster-
ing methods on MNIST database are shown in both
Tables VII and VIII. From them, we can see that ABDR
largely outperforms the existing subspace clustering methods
over almost cases of MNIST dataset. Even if it is relatively

unfair to compare ABDR with SBDR, ABDR performs better
than SBDR in most cases with less parameter(s) and convex
objective. Even if the number of subjects increases gradually,
ABDR still outperforms the existing methods including BDR
with a large improvement (e.g., 3.19% on ten subjects, 3.04%
on nine subjects, and 3.32% on three subjects). Therefore, this
experiment on MNIST database demonstrates the effectiveness
and superiority BDR on the challenging Handwritten Digit
clustering task. Besides, we show the Z (B) obtained by
ABDR and BDR on two datasets with five and ten subjects,
respectively, in Figs. 10 and 11. From them, we can observe
that ABDR can obtain more exact block diagonal coefficient
matrix than BDR even without prefixing the number of
subspaces/blocks. Furthermore, we plot the objective function
values of (5) with respect to number of iterations on two
subsets of five and ten subjects from MNIST dataset in Fig. 12.
It can be seen that the objective function monotonously
declines and converges after 20 iterations, indicating a fast
convergence rate of ABDR.

Authorized licensed use limited to: NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS. Downloaded on May 09,2022 at 03:44:51 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

12 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS

TABLE IX
CLUSTERING ERROR (%) OF DIFFERENT SETTINGS OF CONVEX FUSED TERMS IN ABDR ON THE EXTENDED YALEB DATABASE

Algorithm 2 subjects 3 subjects 5 subjects 8 subjects 10 subjects
mean | median std mean | median std mean | median std mean | median std mean | median std
column fusion | 2.11 0.78 4.67 | 4.04 1.56 746 | 4.33 3.75 3.33 6.22 6.25 3.75 6.39 4.06 4.70
row fusion 2.03 0.78 3.77 3.70 1.56 5.51 4.98 4.06 342 | 6.01 6.15 333 6.63 4.22 4.48
ABDR 0.74 0.00 1.47 | 2.27 0.78 5.41 3.20 2.03 276 | 2.79 2.34 270 | 4.16 2.97 3.53
TABLE X
CLUSTERING ERROR (%) OF DIFFERENT SETTINGS OF CONVEX FUSED TERMS IN ABDR ON THE MNIST DATABASE
Algorithm 6 subjects 7 subjects 8 subjects 9 subjects 10 subjects
mean | median std mean | median std mean | median std mean | median std mean | median std
column fusion | 32.64 31.58 6.74 | 31.85 32.07 549 | 34.64 36.38 572 | 37.22 37.39 531 | 3841 38.95 2.83
row fusion 33.82 31.92 5.96 | 33.06 31.71 541 | 37.33 36.56 547 | 37.94 37.94 459 | 37.15 37.20 2.79
ABDR 32.25 32.58 541 | 29.61 29.36 4.68 | 32.78 33.31 4.85 | 35.38 36.39 4.02 | 35.76 3545 2.89
MNIST
700 T T
Kmeans
~600r —+—Rcut
8 Ncut
L5500 |~ SSC
B = g —8—|RR
@ £ 400! |——BDRB
© SBDR
. ) . g —#—Ours
Fig. 10. Z (or B) obtained by ABDR and BDR on a subset of five subjects = 3007
from MNIST dataset, respectively. (a) Z obtained by ABDR. (b) B obtained 5
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Fig. 11. Z (or B) obtained by ABDR and BDR on a subset of ten subjects
from MNIST dataset, respectively. (a) Z obtained by ABDR. (b) B obtained
by BDR. (c) Z obtained by BDR.
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Fig. 12.  Objective function value of (5) versus iteration on two subsets
from MNIST dataset. (a) Objective function value of (5) versus iteration on
a subset of five subjects from MNIST dataset. (b) Objective function value
of (5) versus iteration on a subset of ten subjects from MNIST dataset.

Fig. 13 provides the average running time of each method on
MNIST with respect to the number of subjects. It can be seen
that both ABDR and BDR bring the performance improvement
without losing the efficiency. This further validates the low
computational complexity of ABDR.

E. Ablation Study

To further validate the effectiveness of simultaneous fusion
of the columns and the rows in the representation matrix,

2 4 6 8
Number of Subjects

-

Fig. 13. Average computational time with respect to the number of subjects
on MNIST.

we delete the column fused term and the row fused term,
respectively, and carry out this experiment on Extended YaleB
of k € {2,3,5,8, 10} subjects and MNIST of more challeng-
ing k € {6,7,8,9, 10} subjects. Tables IX and X show the
results. From them, we can find that ABDR with simultaneous
fusion of the columns and the rows consistently achieves
optimal performance among these three settings, sufficiently
verifying the help and effectiveness of simultaneous fusion of
the columns and rows in the representation matrix.

F. Parameter Sensitivity

In this section, we test the sensitivity of ABDR to hyper-
parameter settings on real datasets including Extended YaleB
with ten subjects, PIE with 68 subjects and MNIST with ten
subjects. We show the results in Fig. 14 where the upper row
corresponds to y in large range and the lower row corresponds
to y lying on the around of the optimal setting. Note that for
the convenience of drawing, we set the variable of horizontal
axis to be log(y ) in Fig. 14(a)—(c). From Fig. 14(a)—(c), we can
see that the clustering performance of ABDR decreases as
the hyperparameter y greatly increases. When y is large to
a certain extent, ABDR performs steady. This illustrates that
when y is larger than the optimal one, the representation
coefficients corresponding to the data points from different
subspaces begin start to fuse, this actually can help us uncover
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Fig. 14. Clustering error (%) of ABDR as a function of y for ten subjects
problems from Extended YaleB, 68 subjects problems from PIE, ten subjects
problems from MNIST, respectively. (a)—(c) y in large range. (d)—(f) y lying
on the around of the optimal setting.

the relationship between data points from different subspaces.
Moreover, comparing Fig. 14(a)—(c) with Fig. 4, we can infer
that the low-dimensional subspaces where these real datasets
are drawn from intersect and are not strictly independent as
the subspaces where the synthetic data points are drawn from.
On the other hand, Fig. 14(d)—(f) shows that ABDR performs
consistently well when y is relatively small and is not sensitive
to the small change of y, this makes the selection of optimal
hyperparameter y easy.

V. CONCLUSION

In this article, we focus on an important subclass of the
subspace clustering, i.e., spectral-type approaches. Its key
first step is to desire learning a representation coefficient
matrix with block diagonal structure. So far, two categor-
ical self-expression-based spectral-type subspace clustering
methods for achieving such desire, i.e., indirect and direct
learning categories, suffer from their respective shortcomings.
To compensate their respective shortcomings, inspired by
convex biclustering, we follow the direct line and propose a
Convex Subspace Clustering method named ABDR. Owing
to the convexity of ABDR, the GADMMSs can be used to
achieve efficient optimization. More importantly, we provide
its convergence guarantee. Finally, our experiments on several
synthetic data and commonly used benchmarks demonstrate
the effectiveness of our proposed ABDR.

There are still some interesting future works, e.g., the
theoretical proof of ABDR, extension of the auto-fused terms
to tensor subspace clustering and (incomplete) multiview
convex subspace clustering [6], [9], deepening ABDR to
achieve nonlinear subspace clustering [7], [8], ABDR with
discriminative feature learning [60], [61], extension of ABDR
with stronger robustness [62], Structured ABDR (SABDR)
which incorporates the learning of representation matrix and
spectral clustering into a unified framework [53] and so on.
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