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Abstract—Learning temporal patterns from multivariate lon-
gitudinal data is challenging especially in cases when data is
sporadic, as often seen in, e.g., healthcare applications where
the data can suffer from irregularity and asynchronicity as
the time between consecutive data points can vary across
features and samples, hindering the application of existing
deep learning models that are constructed for complete, evenly
spaced data with fixed sequence lengths. In this paper, a novel
deep learning-based model is developed for modeling multiple
temporal features in sporadic data using an integrated deep
learning architecture based on a recurrent neural network (RNN)
unit and a continuous-time autoregressive (CAR) model. The
proposed model, called CARRNN, uses a generalized discrete-
time autoregressive model that is trainable end-to-end using
neural networks modulated by time lags to describe the changes
caused by the irregularity and asynchronicity. It is applied to
multivariate time-series regression tasks using data provided for
Alzheimer’s disease progression modeling and intensive care unit
(ICU) mortality rate prediction, where the proposed model based
on a gated recurrent unit (GRU) achieves the lowest prediction
errors among the proposed RNN-based models and state-of-the-
art methods using GRUs and long short-term memory (LSTM)
networks in their architecture.

Index Terms—Deep learning, recurrent neural network, long
short-term memory network, gated recurrent unit, autoregressive
model, multivariate time-series regression, sporadic time series.

I. INTRODUCTION

HE rapid development of computational resources in re-
cent years has enabled the processing of large-scale tem-
poral sequences, especially in healthcare, using deep learning
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architectures. State-of-the-art multivariate sequence learning
methods such as recurrent neural networks (RNNs) have been
applied to extract high-level, time-dependent patterns from
longitudinal data. Moreover, different variants of RNNs with
gating mechanisms such as long short-term memory (LSTM)
[1] and gated recurrent unit (GRU) [2] were introduced to
tackle the vanishing and exploding gradients problem [3], [4]
and capture long-term dependencies efficiently.

However, RNNs are modeled as discrete-time dynamical
systems with evenly-spaced input and output time points,
thereby ill-suited to process sporadic data which is common
in many healthcare applications [5], [6]. This real-world data
problem, as shown in the left part of Figure 1, can, e.g., arise
from different acquisition dates and missing values and is
associated with irregularity and asynchronicity of the features
where the time between consecutive timestamps or visits can
vary across different features and subjects. To address this
issue, most of the existing approaches [7] use a two-step
process assuming a fixed interval and applying missing data
imputation techniques to complete the data before modeling
the time-series measurements using RNNs. On the other hand,
a majority of methods that can inherently model varied-length
data using RNNs without taking notice of the sampling time
information [8] fail to handle irregular or asynchronous data.

Recently, there have been efforts to incorporate the time
distance attribute into the RNN architectures for dealing with
sporadic data. For instance, the PLSTM [9], T-LSTM [10],
GRU-D [11], tLSTM [12], and DLSTM [13] have placed
exponential or linear time gates in LSTM or GRU architectures
heuristically as multiplicative time-modulating functions with
learnable parameters and achieved good results when applied
to sporadic data. However, none of these studies have analyti-
cally investigated the proposed models, nor have they provided
motivation for the RNN architecture modifications. In other
words, current studies mainly focus on the design of deep
architectures or loss functions or apply the proposed solutions
to only one specific type of RNN while the capability of the
method using different types of RNNs is not examined.

In this paper, a novel model is reported for modeling multi-
ple temporal features in sporadic multivariate longitudinal data
using an integrated deep learning architecture as represented in
Figure 2 based on an RNN, LSTM, or GRU to learn the long-
term dependencies from evenly-spaced data and a continuous-
time autoregressive (CAR) model implemented as a neural
network layer modulated by time lags to compensate for the
existing irregularities. The proposed model, called CARRNN,
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Fig. 1: Illustrative example of time-series data with irregularly-spaced time points and asynchronous events, and the proposed
CARRNN structure for modeling the binned time points. The left subfigure shows five feature sequences of a sample subject
aligned with a bin width of 7 and a time gap of Aty defined between the two consecutive data points at time ¢ and #5_1.
The right subfigure shows the CARRNN model structure that learns the multivariate temporal dependencies from the binned

data. Note that the bottom feature includes only missing values.
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Fig. 2: Illustration of the proposed continuous-time autore-
gressive recurrent neural network model using an RNN and a
CAR(1) model simulated as a built-in linear neural network
layer for end-to-end learning.

introduces an analytical solution to the ordinary differential
equation (ODE) problem and utilizes a generalized discrete-
time autoregressive model which is trainable end-to-end. The
asynchronous events are aligned using data binning to reduce
the effects of missing values and noise. Finally, the remaining
missing values are estimated by using a univariate CAR(1)
model applied to the adjacent observations, and in cases when
the feature points are fully missing, as shown in the bottom
of the left part of Figure 1, the input array and loss function
are normalized with the number of available data points [8].

II. THE PROPOSED METHOD

The proposed continuous-time autoregressive recurrent neu-
ral network model, which is trainable end-to-end as shown in
Figure 2, applies an RNN to learn the long-term dependencies
from evenly-spaced temporal data and uses a CAR(1) model
as a neural network layer to compensate for the existing
irregularities.

A. CAR Model

Assume that z; € RY*1 is a feature vector at time ¢ and
can be predicted using a multivariate discrete autoregressive
(AR) model of order one based on its evenly-spaced previous
observations as follows

Ty = QT +c+ ey,

where ¢ € RV*Y is the matrix of the slope coefficients of
the model, ¢ € RYV*! is the vector of the regression constants
or intercepts, and €; € R™V>1 is white noise as the prediction
error. In general, the time interval between the consecutive
observations can vary, making the sequence seem like an
irregularly-sampled data. Therefore, the aforementioned AR(1)
model can be rewritten as

w(tk) = (ﬁ(Atk).’B(tk_l) -+ C(Atk) + E(tk) s

where Aty = tp — tx_1 is the time gap between the two
consecutive data points at time t; and t;_;, as shown in
Figure 1, and the matrix ¢(-), modulated by Aty, contains
the autoregressive effects in the main diagonal and cross-
lagged effects in the off-diagonals. The model can then be
expressed by the first-order differential equation [14], [15]
using continuous-time autoregressive parameters (drift matrix
and bias vector) of ® € RV*N and ¢ € RV*! with an
exponential solution as

da(t) de(t)
dt = ®z(l) +e+ T dt

x(ty,) = e (ty, 1) + @1 [eqmt"' —In]s+n(te),

where Iy is the identity matrix of size N x N, I' € RV*N i
the Cholesky triangle of the innovation covariance or diffusion
matrix ¥ (¥ = I'T'T, where T is the transpose operator), and
n(tx) € RV*! is the continuous-time error vector at time #j
which can be obtained as

23
n(ty) = / =P P e (s)
th—1

To avoid evaluating the matrix exponential function and its
derivative, a power-series expansion can be used as follows

2 (®AL)P
RS # ~ Iy + &ALy,
p=0 P

:c(tk) =~ [IN + ‘I)Atk]m(tk_l) + Aty + ’I’](tk) .
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Fig. 3: Illustration of the proposed network architectures with built-in continuous autoregressive models.

B. RNN Model

Simple recurrent networks [16] are widely used for se-
quence prediction tasks by storing the previous values of the
hidden units based on the following equation

hy = op,(Wray + Uphi—1 + by), ()
ye = oy(Wyhi +b,),

where h; € RM*! and y, € R?*! are the hidden (recurrent)
and output layer vectors with M and ) nodes, respectively, at
an evenly-spaced instant t, W, € RM*N and U,;, € RM*M
are the input and hidden weight matrices with /N input nodes,
b, € RM*1 is the hidden bias vector, W, € R®*M and
b, € R®*1 are the output weight matrix and bias vector, and
oy, and o, are the hidden and output layer activation functions,
respectively. In a regression problem, @) is set equal to N and
an identity function is applied to o, while in a classification
task, @ is chosen equal to the number of classes and a Softmax
function is used for o,.

C. CARRNN Model

The proposed CARRNN model can be obtained based on
an integration of the CAR(1) model and one of the recursive
neural network types. To avoid confusion, hereinafter the
CARRNN model using an RNN, LSTM, and GRU are referred
to as CAR-RNN, CAR-LSTM, and CAR-GRU, respectively.

1) CAR-RNN: Taking the advantages of the CAR(1) model
introduced in Equation (1) and the deep learning-based RNN
model in Equation (2) into account, the proposed learning-
based model for irregularly-spaced sequence prediction can
be obtained as follows

hi, = o, (Wi, + Uphy_1 + by),
hi. = [In + (At — 7)®p i + (At — T)sn,  (3)

where hj, € RM*1 s the regularized recurrent vector about
time point tp, ®, € RMXM and ¢, € RMX! are the
autoregressive weight matrix and bias vector, and At <
T < Atpax 1S the RNN time-step hyperparameter. The right
subfigure in figure 3 shows a schematic of the proposed
CARRNN architecture.

It should be noted that when data is evenly-spaced, i.e.,
Aty = 7, the model is simply generalized to a standard RNN.

In addition, to train the model in an end-to-end fashion, as
it can also be seen in Figure 2, CAR(1) model is simulated
as a linear neural network layer with parameters modulated
(multiplied) by the time lags. Also, although most of the cur-
rent deep learning frameworks can approximate the parameter
gradients using the automatic differentiation, we provide the
details of calculating the gradients in Appendix A for a fast
and accurate evaluation of them during the network training.

2) CAR-LSTM: The abovementioned model can be gener-
alized to the LSTM units for long-term prediction of unevenly-
spaced sequences. To this end, the feedforward pass of the
proposed model using a peephole LSTM unit [17] can be
expressed as

fr=0,(Wixp +Ushy_1 + Vicip_1 + by),
ik = 0y(Wizy, + Uihy_y + Vicp_1 + b;),
Zy=0.(W.x), +U.hy_1 +b.),
ér = on(fr © cr1 +11, © 1),
0 = 0g(Woxy + Ushi—1 + Voo, + b)),
hi, = 65 © &,

where the hidden vector h;, and cell state ¢; can be obtained
in a similar way as mentioned in Equation (3) using ®j,
Sh, Pc, and ¢, as the parameters and i'l,k and €& as input
vectors to the regularization functions in (3), where the latter
stands for the regularized cell state before activation about
time point t;. As can be seen, no activation function is
appligd to the recurrent vector in the LSTM unit. Also,
{fr, ik, 2k, Ck, Ok, hy} € RMXL are the regularized vectors
of forget gate, input gate, modulation gate, cell state, output
gate, and hidden layer about time point ¢z, respectively. In
addition, {W;, W;, W, , W,} € RM*N are weight matrices
connecting the LSTM input to the gates, {U;,U;,U,,U,} €
RM*M are weight matrices connecting the recurrent input to
the gates, {V7, Vi, V,} € RM*M are diagonal weight matrices
connecting the cell to the gates and can be set to zeros in
case of using a standard LSTM unit, {bs, b;, b, b,} € RM*1
denote corresponding biases of the nodes, and © is the
Hadamard product. The activation functions allocated to the
gates, input modulation, and hidden layer are represented by
04, 0¢, and oy, respectively.



3) CAR-GRU: Likewise, the generalized model can be
applied to the GRUs. The feedforward pass of the proposed
model using a GRU [2] can be expressed as

Zp = O'g(Wz.’Bk + U, hy_1 + bz) ,
7y =0g(Wexy, + Urhg—1 + b,),

¢ = opn(Wexy, + Ue(7, © hy—1) + be)
hy=(1—2;) ®@é + 2, @ hy_1,

where hidden vector hy can be obtained using Equation (3).
Also, {2y, Tk, €1, hi,} € RM*1 are the regularized vectors of
update gate, reset gate, candidate state, and hidden layer about
time point tj, respectively. In addition, {W,, W,, W_.} €
RM*N are weight matrices connecting the GRU input to the
gates and candidate state, {U,,U,,U.} € RM*M are weight
matrices connecting the recurrent input to the gates and can-
didate state, and {b,,b,,b.} € RM*! denote corresponding
biases of the nodes.

D. Time Binning

Time binning is used to discretize and align the continuous
features within small intervals (bins) [18]. This will reduce the
effects of noise and missing values for effective learning of the
multivariate temporal dependencies from asynchronous data
using the abovementioned deep learning models. Therefore,
as also illustrated in Figure 1, the features are allowed to be
matched within a given bin width which is equal to the RNN
time step 7.

E. Handling Missing Values

The proposed CARRNN model can also be developed
for estimating missing values of incomplete features during
training. To be more precise, a diagonal autoregressive matrix
can be used in Equation (1) to impute the missing values of
each feature based on its adjacent or previous observations.
This can be interpreted as variants of the nearest-neighbor
(NN) imputation [19] or the last-observation-carried-forward
(LOCF) method [20], but the time intervals of the consecutive
points are taken into account to adjust the replicated values
using an independent (univariate) version of Equation (1)
during training, i.e.,

Tng = [1+ (ts — t5)(n)] @ ; + (tr — ;)¢ (n)

where o € RV*! and ¢ € RV*! are the univariate continuous
autoregressive model parameters, and z,, j, is the value of the
nth feature at timestamp ¢, estimated based on its neighboring
observation at timestamp ;.

However, missing values remains a problem in features
with missing values at the beginning of the sequence or fully
missing features in the input and target vectors. To deal with
the remaining missing data, we use a weighted input array
and loss function to regularize the network according to the
number of available data points [8]. This can be seen as the
dropout technique [21] where the network nodes are randomly
skipped during training so that the network only learns and
updates some of the weights per iteration. However, instead
of a random selection of nodes, it is assumed that the missing

X1 % o 8y; X

Xy 2 o 5y, X
X x3 (0 h 6y3
Input Hidden Target

Fig. 4: Handling missing values using a weighted feedforward
and backpropagation. In this example, Q = N = 3 and
one input value and two output values are missing, indicated
by crosses. The network nodes, and hence, their connected
weights associated with the missing input and target values are
set to zero, indicated by dashed lines, while the input values
are scaled by 2/3, which forms the ratio of the number of
available input points to the total number of input features N,
and the output gradients are scaled by 3/1, which accounts
for the ratio of the total number of target features () to the
number of available target points.

nodes and their connected weights are dropped out from the
learning process on purpose. This is equivalent to setting the
input nodes associated with the missing input points to zero
and multiplying the rest of the input values by the ratio of the
number of available points in the input array per timestamp to
the total number of input features N during the feedforward
process, and setting the output nodes associated with the
missing target points to zero and multiplying the rest of the
output gradients by the ratio of the total number of target
features (@ to the number of available points in the target array
per timestamp during the backpropagation procedure. Figure
4 represents how the network nodes, and consequently, their
connected weights are scaled to forward the input array and
to propagate the output gradients associated with the available
input and target values.

III. EXPERIMENTS AND RESULTS
A. Data

Two real-world datasets are used to train different time-
series models with irregularity and asynchronicity. These lon-
gitudinal datasets are multivariate and contain missing data.
The first dataset is obtained from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) cohort [5] for disease pro-
gression modeling using multimodal biomarkers obtained from
T1-weighted brain magnetic resonance imaging (MRI) and
positron emission tomography (PET) scans, cerebrospinal fluid
(CSF) data, and cognitive tests. The ADNI was launched in
2003 as a public-private partnership, led by principal inves-
tigator Michael W. Weiner, MD. The primary goal of ADNI
has been to test whether serial MRI, PET, other biological
markers, and clinical and neuropsychological assessment can
be combined to measure the progression of mild cognitive
impairment and early Alzheimer’s disease. The data was pre-
processed and cleaned based on the criteria presented in [22].


http://adni.loni.usc.edu/data-samples/access-data/

TABLE I: Statistics of the utilized datasets after cleaning.

# subjects Visit interval # features per visit # visits per subject

(stable — converting) (mean+SD) — [min max] (mean+SD) — [min max] (mean+SD) — [min max]

ADNI
PhysioNet

471 — 313
10,275 — 1,706

0.74£0.43 — [0.05 4.82] year
0.64+£0.52 — [0.017 31] hour

9.78+3.38 — [1 16]
5.36+£2.44 —[1 27]

5.994+2.37 —[2 13]
73.63£22.55 —[2210]

In ADNI, stable or converting refer to the patients with a baseline mild cognitive impairment diagnosis staying the same or converting to Alzheimer’s
dementia in the later follow-ups, respectively. In PhysioNet, stable and converting denote the surviving and dead cases after at least two days from

their admission to ICU.

The utilized data includes 16 temporal biomarkers acquired
from 1,518 subjects (854 males and 664 females aged between
55 and 98) in 9,098 timestamps or visits between 2005 and
2017.

The second dataset is obtained from the PhysioNet Com-
puting in Cardiology (PhysioNet/CinC) challenge [6], [23]
to predict mortality rates of in-hospital patients using their
physiological measurements including laboratory (blood) re-
sults and vital signs recorded from the first 48 hours of
intensive care unit (ICU) stays. We discarded three biomarkers
(ventilation, cholesterol, and troponin-I) with constant values
and a very limited number of data points, and removed subjects
with less than two distinct timestamps for sequence learning
purposes. The remaining 33 time-series variables are collected
from 11,981 subjects (6,713 males and 5,257 females aged
between 15 and 90) in 882,207 timestamps during the first
two days of ICU admissions. Table I summarizes statistics of
the used datasets after cleaning. Note that both datasets also
include missing values after cleaning.

To facilitate future research in time-series modeling and
comparison with the current study, all source code and
data splits are available online at https://github.com/Mostafa-
Ghazi/CARRNN.

B. Experimental Setup

The proposed CARRNN models were applied to regression
problems using an identity function, hyperbolic tangent, and
logistic sigmoid as activation functions for oy, o, and oy,
respectively. Since initialization is a key for faster convergence
and stability of deep network training, the network biases and
autoregressive weights were initialized to zero, and values of
the RNN weight matrices were selected according to the rules
and assumptions proposed in [24].

The data was standardized to have zero mean and unit
variance per feature dimension, and time intervals were nor-
malized with the interquartile range (IQR) of the timestamps.
In ADNI, 80% of the samples were randomly selected for
training and validation, and the remaining 20% were used for
testing the unseen test subset. The mini-batch size was set to
90% of the training samples, and the number of hidden nodes
was set to 10 times the number of input nodes. In PhysioNet,
7,986 samples were allotted for training and validation, and
3,995 samples were assigned for testing the unseen test subset.
The mini-batch size was set to 25% of the training samples,
and the number of hidden nodes was set to 5 times the number
of input nodes.

The first to penultimate time points were utilized to estimate
the second to last time points with a prediction horizon of one
step using the following methods

e GRU-Mean, a standard GRU with missing values filled
in using the mean values [25].

e GRU-Forward, a standard GRU with missing values filled
in using the previous observations [20].

e GRU-Concat, a standard GRU with missing values filled
in using the nearest neighbors [19], and input features
concatenated with corresponding time intervals.

e GRU-D, a state-of-the-art method [11] that uses a mod-
ified GRU to impute missing value by the weighted
combination of the last observation, mean value, and
recurrent component.

e CAR-RNN, the proposed CARRNN model using an RNN
unit in the architecture.

e CAR-LSTM, the proposed CARRNN model using an
LSTM unit in the architecture.

e CAR-GRU, the proposed CARRNN model using a GRU
in the architecture.

A normalized L2-norm loss was used as the cost function
and the Adam optimizer [26] was applied as a gradient
descent-based optimization algorithm to update the network
parameters with a gradient decay factor of 0.85, a squared
gradient decay factor of 0.95, and a base learning rate of
5 x 1073. An L2-norm regularization was applied to the
weights with a weight decay factor of 5 x 107°. Different
values of the time step 7 (histogram bin width) were examined,
and a grid search was used to find the optimal values of
the hyperparameters according to the validation set error
across different experiments and methods. Hence, the reported
results are based on the selected (optimal) parameter values
subsequently applied to the unseen test subsets.

The networks were trained for at most 100 epochs in a
10-fold nested cross-validation setup using the early-stopping
method [27] with 10-iterations patience. Since both datasets
contain outliers, beside the mean squared error (MSE), the
mean absolute error (MAE) was used [28] to evaluate the
modeling performance in terms of the absolute differences
between actual and estimated values.

C. Results and Discussion

1) Validation performance for various time steps: As the
first set of experiments, we compare the validation prediction
performance of the proposed models applied to the obtained
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Fig. 5: Validation prediction performance for the proposed
models applied to the utilized datasets with different time
steps. The error bars are calculated based on a 95% confidence
interval for population standard deviation in 10-fold nested
cross-validation per time step.

datasets in a 10-fold nested cross-validation setup using dif-
ferent time steps (7) including the mean and IQR of the time
intervals. Figure 5 shows the validation results of the proposed
models for different time steps and datasets. As can be seen, all
models show good stability to the variations of time steps when
applied to both ADNI and PhysioNet. In all cases, CAR-GRU
achieves the lowest prediction error, while CAR-RNN obtains
the largest error with larger deviations across different runs,
especially in PhysioNet which involves very long sequences.
Moreover, except for the CAR-RNN, the optimal errors are
achieved at the middle point where the time step is set to
the average value of time intervals. These optimal values are
selected to be used in the later experiments.

2) Validation performance versus iteration: Additionally,
we draw the validation loss of the proposed models mon-
itored during the 10-times training with the early-stopping
approach. Figure 6 demonstrates the tracked validation loss
of the proposed models applied to the two datasets using
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Fig. 6: Validation performance of the proposed models applied
to the utilized datasets in the optimal time steps. The shaded
areas display the 95% confidence interval for population stan-
dard deviation of 10-fold nested cross-validation per iteration
about the average curves.

the optimal time steps. It can be seen that the models are
robust to initialization and data subsets with the lowest error
achieved for the CAR-GRU. It can also be deduced that the
CAR-RNN model cannot perform well for learning long-
term dependencies, most probably due to the simplicity of its
architecture and lack of gating structures to avoid exploding
and vanishing gradients during backpropagation.

3) Test performance for various time points: Practically, it
is important to see how the trained models would generalize
to test data with various numbers of time points or visits.
Therefore, we apply the cross-validated models to the test
subsets using only a few visits of each subject to sequentially
predict the later follow-ups. The results of this experiment
using the optimal time steps are presented in Figure 7. As
depicted in the figure, the trained models are generalizable to
the test data to a very good extent, even when using very few
time points per subject. Once again the CAR-GRU models
obtain the lowest prediction errors among the other models in
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TABLE II: Generalization errors (mean+SD) in predicting the test feature values using the trained models based on 10-fold
nested cross-validation. The best results which are boldfaced have a statistically significant difference (p < 0.05) from those

of the other methods.

Method GRU-Mean  GRU-Forward GRU-Concat GRU-D CAR-RNN CAR-LSTM CAR-GRU
g ADNI 0.453+£0.007  0.32340.002  0.30440.002 0.3154+0.002 0.386+0.004 0.297+0.002  0.286+0.002
=  PhysioNet 0.546+0.006 0.4564+0.003  0.33440.002 0.371+0.002 0.60640.002 0.339+0.002  0.326+0.002
= ADNI 0.3734£0.011  0.2064-0.002  0.18940.002 0.18140.002 0.319+£0.006 0.1784-0.003 0.167-+0.002
=  PhysioNet 0.589+0.008 0.49440.003  0.3754+0.002 0.402+0.002 0.739+0.003 0.3194+0.002  0.308+0.002
all cases. blood urea nitrogen (BUN), and heart rate (HR) become more

4) Comparison to the state-of-the-art: Table Il compares
the test results in predicting the feature values using different
models applied to the two datasets. As can be seen, the
CAR-GRU model achieves the lowest errors in modeling the
sporadic data, and these results have a statistically significant
difference (p < 0.05) from the findings of the other methods
according to the two-sided Wilcoxon signed-rank sum test
[29]. Note that the methods are applied to the data after
aligning the data points using the optimal time steps.

5) Trajectory prediction and classification: As the last
experiment, we investigate the feature trajectory prediction and
discrimination capabilities of the optimal model. To do so, the
trained CAR-GRU models are applied to the first 2 years of
data from ADNI subjects and to the first 30 hours of data from
PhysioNet patients to predict later follow-ups of the measure-
ments for both stable and converting cases. Figures 8 and 9
display the predicted trajectories of four important biomarkers
from each of the test datasets using the trained CAR-GRU
models. As can be seen, the prediction errors stay low in
the defined horizon for both stable and converting groups.
Moreover, some biomarkers such as the mini-mental state
exam (MMSE) cognitive score, the normalized hippocampal
volume of the T1-weighted MRI scan (Hippocampus/ICV),

abnormal in the disease course of the converting cases, which
can help us to better distinguish between the two groups.

D. General Discussion and Conclusion

In this paper, a novel deep learning method was proposed
for modeling multiple temporal features in sporadic data
using an integration of a continuous-time autoregressive model
and an RNN to handle irregularity and asynchronicity of
measurements and capture long-term dependencies. The model
was applied to multivariate time-series regression within two
sporadic medical datasets and the obtained results showed that
the CAR-GRU method achieved a lower generalization error
in predicting the feature values compared to the alternatives.

One of the benefits of the proposed model is the gen-
eralizability of the architecture where any type of discrete-
time models such as RNNs, and continuous-time models such
as Gaussian processes [30] can be utilized. Nevertheless, a
CAR(1) model with a linear transformation allows for its
simulation as a simple neural network modulated by time lags,
and hence, its application in deep learning frameworks and
architectures including convolutional layers.

The flexibility of the proposed model in generalization to
different deep learning architectures provided us an opportu-
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Fig. 8: Prediction results for the ADNI test subjects per visit using the trained CAR-GRU models. The error bars are calculated
based on a 95% confidence interval for population standard deviation per visit.

nity to compare various types of RNNs applied to the utilized
data. The GRU model obtained very decent results while its
architecture was simpler than the LSTM one. Moreover, in
all experiments, RNN resulted in a larger prediction error
compared to LSTM and GRU. There could be two main
reasons for such behavior. First, RNNs can suffer from the
exploding and vanishing gradients problem as they lack a
gating architecture, and therefore, cannot capture long-term
dependencies. Second, they use a relatively simple architecture
with fewer parameters which can cause underfitting.

We developed an analytical model with a generic solution
to deal with irregularity and missing values in temporal data,
which explains why the existing deep learning methods [9],
[10], [11], [12], [13], [31], [32] apply exponential or linear
time gates to handle the issue as hy = f(xg, hp_1, g(Aty)),
where g(Aty) is the time interval function and can be de-
fined as [®p,¢p]At, based on the proposed method. This
method can also be compared with ODE-RNNs [33], [34]
that attempt to model continuous time-series using RNNs as

h, = hg_1+ f(hk_l, tr)Aty, where f(h(t),t) = dh(t)/dt
is the ODE function and can be approximated by the proposed
linearized solution of [®,h(t) + ¢x]Atx. More interestingly,
the proposed way of missing data imputation can be seen as
a learning-based alternative to linear interpolation defined by
x(ty) = x(t;) + (tx — tj)da(t;)/dt [35], where the slope at
t;, i.e., dz(t;)/dt, is evaluated by @xz(t;)+ ¢ in the proposed
method. On the other hand, CARRNN can be seen as a deep
learning-based, recursive alternative to structural equation
modeling (SEM) [14], [36] defined by h = Bh + 1), where
1) contains prediction errors and matrix B is a concatenation
of a diagonal matrix with I + ®At; elements and a vector
containing ¢At;, values.

The proposed network can be implemented using any deep
learning frameworks in three different ways, i.e., a single
model with built-in architecture as was proposed in this paper
shown in Figure 2, two separate models with a CAR(1) model
proceeding the RNN model or a CAR(1) model preceding
the RNN model. Although the separate models provide an
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Fig. 9: Prediction results for the PhysioNet test subjects per visit using the trained CAR-GRU models. The error bars are
calculated based on a 95% confidence interval for population standard deviation per visit.

opportunity for implementing the methods without changing
the RNN architectures, we found no significant improvements
in the performance in either case.

APPENDIX A
BACKPROPAGATION THROUGH TIME

Let £ € R be the loss function defined based on the actual
target § € RP*K and the network output Y € ROXK,
where () and K stand for the number of output feature nodes
and sequence length, respectively. The goal is to derive the
partial derivatives of the loss function with respect to the
learnable parameters (660 = 0L/00) using the chain rule. By
assuming an L2-norm loss function for regression, the output
layer gradients can be obtained as

2
L=z5llY -S|,
oYy = ﬁ(yk - Sk) )
oG = oyr © 0, (Tr) ,

where o’(+) is the derivative of the activation function o(-),
and g3, € R®*! is the output layer vector before activation at
time point tg.

A. CAR-RNN

The backpropagation calculations through time for the
CARRNN model using an RNN with full gradients are as
follows

Shy, = W 6g;, + Ul 6hy i1,
Shi = [In + (Aty, — 7) @] |5hy,
Shy, = Shy, © o) (hy,)

Szy, = W shy, ,

where hj, € RM*! is the regularized recurrent vector before
activation about time point ¢;. Finally, the gradients of the loss



function with respect to the learnable parameters are obtained
as
SW, =Y, dyih]
by =3} 0Yk »
(5Wh = Zk (5flk$;€r y
5U}L == Zk 5ﬁk+1h;€r 5
dbp, =, Shy,,
5@}1 = Zk(Atk - T)(shkil—llc— 5
dsn =D, (At — 7)dhy .
Note that the abovementioned gradients are obtained assum-
ing that the utilized data is complete. Therefore, they need to
be modified properly according to the explanations in Section

II-E in the cases when the data after binning includes any
missing values.

B. CAR-LSTM

The backpropagation calculations through time for the
CARRNN model using a peephole LSTM unit with full
gradients are as follows

Shy, = W[ 6y + U;(S]:ckﬂ + UiT(ﬁkJrl + U021 + U] 60141,
(5f~l,}C = [I]\/[ + (Atk — T)q)—;];] ohy ,

60y = Shy © &,
80, = 001 © 0;(5k) ,
0C, = 5iLk ® ok ,

dcy, = VfT6}k+1 + Vinﬁkﬂ + V. 60y + 611 © Frvrs
d¢, = [IM + (Aty, — T)(I)-Cr} dc + ¢, © U%(ék) ,

82, = 0¢, O {k ,

(SEk =0z, 0 O’é(%k) R
iy = 6C, O 2y, ,

(ﬁk = J%k © O';(zk) ,

§fr = 0Ck ® i1,

5fr =06fc @ ol (fr),

S = W[ fr + W oip + W62, + W, 60,
where { 1., 1%, 21, &, 01} € RM*1 are the regularized vectors
of forget gate, input gate, modulation gate, cell state, and
output gate before activation about time point ¢, respectively.

Finally, the gradients of the loss function with respect to the
learnable parameters are obtained as

SWrc(frizo) = Do OTRTL
5U‘ﬂ'€{f,i,z,o} = Ek 57?l'k+1h;£ R
Vaeriy = 2oy diag(0m1 @ cx)
6V, = >, diag(dor, © ¢x) ,
Obrcfizor = Do 0Tk
6P re(ney = Yop(Aty — 7)0mpm]
0Sne{hey = D (At — 7)oy .

C. CAR-GRU

The backpropagation calculations through time for the
CARRNN model using a GRU with full gradients are as
follows

Shi = W, 64y, + U] 6241 + U, 0711
+0hg1 © Zpr + Frp1 © (U 6¢x41)
Shi = [In + (Aty, — 7)®]|5hy,
0ép = 0hy © (1 — Z),
5¢y, = 661, © ap(C)

67, = hy_1 © (UJd¢y),

57 = 0 © 0y (P)

02 = 0hy © (hy—1 — &),
0z = 02, © 0, (Z),

Sxy, = W6z, + W, o, + W]se,,

where {Z;, 71, ¢x} € RM*! are the regularized vectors of
update gate, reset gate, and candidate state before activation
about time point tj, respectively. Finally, the gradients of
the loss function with respect to the learnable parameters are
obtained as

Woelzrer = 2oy, 0Tk,
5Uﬂ6{z7r} = Zk (57?‘k+1h;|; ,
0Ue = 3 0Cky1(Trp1 © hy) T,
Obrcizret = 2p 0Tk,
6®), =3, (At — 7)5hih]
dsn =D, (Aty, — 7)dhy, .
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