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Adaptive Neural Network Stochastic-Filter-based
Controller for Attitude Tracking with

Disturbance Rejection
Hashim A. Hashim and Kyriakos G. Vamvoudakis

Abstract—This paper proposes a real-time neural network
(NN) stochastic filter-based controller on the Lie Group of the
Special Orthogonal Group SO(3) as a novel approach to the
attitude tracking problem. The introduced solution consists of
two parts: a filter and a controller. Firstly, an adaptive NN-based
stochastic filter is proposed that estimates attitude components
and dynamics using measurements supplied by onboard sensors
directly. The filter design accounts for measurement uncertainties
inherent to the attitude dynamics, namely unknown bias and
noise corrupting angular velocity measurements. The closed
loop signals of the proposed NN-based stochastic filter have
been shown to be semi-globally uniformly ultimately bounded
(SGUUB). Secondly, a novel control law on SO(3) coupled with
the proposed estimator is presented. The control law addresses
unknown disturbances. In addition, the closed loop signals of the
proposed filter-based controller have been shown to be SGUUB.
The proposed approach offers robust tracking performance
by supplying the required control signal given data extracted
from low-cost inertial measurement units. While the filter-based
controller is presented in continuous form, the discrete imple-
mentation is also presented. Additionally, the unit-quaternion
form of the proposed approach is given. The effectiveness and
robustness of the proposed filter-based controller is demonstrated
using its discrete form and considering low sampling rate, high
initialization error, high-level of measurement uncertainties, and
unknown disturbances.

Index Terms—Neuro-adaptive, stochastic differential equa-
tions, nonlinear filter, attitude tracking control, observer-based
controller.

I. INTRODUCTION

ATTITUDE estimation and tracking control of a rigid-
body rotating in three-dimensional (3D) space are indis-

pensable tasks for majority of robotics and aerospace applica-
tions. Examples include satellites, rotating radars, unmanned
aerial vehicles (UAVs), space telescopes, to name a few [1–
6]. The research in area of attitude estimation and control
has made a great leap forward with the introduction of
micro-electro-mechanical systems (MEMS) [7] that allowed
for the design of compact low-cost onboard units such as
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inertial measurement units (IMUs) and magnetic, angular rate,
and gravity (MARG) sensors. Although low-cost sensors are
inexpensive, low-weight, compact, and power-efficient, they
supply imperfect measurements corrupted with unknown bias
and noise [1,4,8]. Controlling rigid-body’s rotation in 3D space
requires the knowledge of the true attitude. Unfortunately,
the true attitude is unknown and has to be obtained through
estimation or algebraic reconstruction using, for instance
IMU or MARG sensors. The algebraic attitude reconstruction
involves using number of measurements and an algebraic
algorithm, for instance QUEST algorithm [9] or singular value
decomposition (SVD) [10]. However, algebraic reconstruction
is ineffective when sensor measurements are heavily contami-
nated by uncertainties. As such, estimation approaches that use
filtering techniques have acquired great importance [4,8,11–
13].

Conventionally, attitude estimation has been addressed con-
sidering Kalman-type filters [14]. Examples include Kalman
filter (KF) [11], extended Kalman filter (EKF) [8], multiplica-
tive EKF (MEKF) [12], unscented Kalman filter (UKF) [13],
and invariant EKF (IEKF) [15]. The filters in [8,11–13] are
unit-quaternion based which offers nonsingularity of attitude
representation, but is challenged by nonuniqueness [16]. To
address the nonuniqueness limitation of unit-quaternion, a set
of nonlinear attitude observing/filtering algorithms on the Spe-
cial Orthogonal Group SO(3) have been proposed [1,4,14,17].
SO(3) provides global and unique attitude representation [16].
Moreover, in comparison with Kalman-type filters, nonlinear
attitude filtering solutions on SO(3) have been shown to be
1) simpler in design, 2) computationally cheap, and 3) better
in terms of tracking performance [1,4,17]. With regard to
attitude control, over the last two decades multiple successful
control strategies have been introduced to control rigid-body’s
attitude given accurate attitude and angular velocity infor-
mation [18–20]. Other solutions developed attitude tracking
control schemes reliant on the true attitude information without
angular velocity measurements [21,22]. In the above-discussed
literature, attitude estimation and tracking control solutions
are designed separately. However, the attitude problem is
highly nonlinear and coupling a standalone filter design with a
standalone controller design cannot guarantee overall stability,
especially if 1) the rigid-body is equipped with a low-cost
measurement unit and 2) a large initialization error is present
between the true and the estimated states [2].

With an objective of overcoming the overall stability chal-
lenge, several state-of-the-art observer-based controllers have
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been proposed, such as, an observer-based controller guaran-
teeing local exponential stability [23], a full-state observer-
based controller for rigid-body motion [24], a hybrid control
scheme ensuring semi-global asymptotic stability reliant on
a switching observer for restoring angular velocity data [25],
observer-based controller with finite time convergence [3], and
observer-based controller for unknown exterior disturbances
[26]. The limitations of the existing observer-based controller
solutions, such as [3,23–26] are three-fold: 1) for the sake
of simplicity these techniques disregard uncertainties of the
onboard sensing units in the stability analysis, 2) they rely on
reconstructed attitude which increases the computational cost,
and 3) they only consider the case of known nonlinear dynam-
ics of the attitude problem. However, in practice, affordable
systems are likely to 1) be equipped with low-cost sensing
units, 2) operate in uncertain environments where the model
dynamics may not be accurately known, and 3) be affected by
unknown disturbances.

Neural networks (NNs) are known to be a powerful tool
for learning and estimating complex nonlinear systems [5].
Over the past few years, adaptive NNs have been shown
to be efficient for online estimation of unknown high-order
nonlinear dynamics. Successful applications of NNs include
but are not limited to nonlinear attitude filtering [27], adaptive
consensus of networked systems [28], trajectory tracking of
ground robots [29], stochastic nonlinear systems [27,30], and
strict-feedback multi-input multi-output systems [31]. Accu-
rate NN estimation of unknown high-order nonlinear dynamics
results in a successful control process [5,28,29]. With an
objective of addressing the aforementioned shortcomings of
the observer-based controllers [3,23–26], in this paper, the
nonlinear attitude problem is modelled on the Lie Group of
SO(3) that offers global and unique attitude representation.
The unknown bias and noise corrupting angular velocity
measurements are tackled by incorporating stochastic differ-
ential equations in problem formulation. The measurement
uncertainties, unknown disturbances, and overall stability are
addressed through proposing NN stochastic filter-based con-
troller for the attitude tracking problem. The contributions of
this paper are as follows:

1) A real-time NN-based nonlinear stochastic filter able
to use available measurements directly for the attitude
estimation problem is proposed on SO(3);

2) The proposed NN-based filter considers unknown ran-
dom noise as well as constant bias corrupting the veloc-
ity measurement;

3) Using Lyapunov stability, the closed loop error signals
of the stochastic filter design are guaranteed to be
semi-globally uniformly ultimately bounded (SGUUB)
in mean square;

4) A control law has been proposed considering states esti-
mated by the NN-based filter, uncertain measurements,
and unknown disturbances;

5) The overall stability has been proven, and the closed
loop error signals of the filter-based controller have been
shown to be SGUUB using Lyapunov stability;

To the best of our knowledge, the attitude tracking problem

has not been previously addressed using NN-based nonlinear
stochastic filter-based controller on SO(3). The proposed
approach is robust against disturbances and can be a pre-
fect fit for systems equipped with low-cost sensing units.
Furthermore, the proposed approach provides strong tracking
performance, is computationally cheap, and has been tested in
its discrete form at a low sampling rate.

The paper is organized to contain eight Sections. Section II
introduces preliminaries and math notation related to attitude
and SO(3). Section III outlines the attitude problem, presents
the sensor measurements, error criteria, and formulates the
problem with respect to stochastic differential equations. Sec-
tion IV presents NN approximation of the nonlinear attitude
problem and proposes a novel NN-based stochastic attitude
filter. Section V introduces the control law and the innovation
terms. Section VI presents a summary of the implementation
in a discrete form. Section VII demonstrates the numerical
results. Section VIII concludes the work.

II. PRELIMINARIES

R and R+ refer to a set of real numbers and nonnegative
real numbers, respectively, while Rn×m stands for an n-
by-m dimensional space. In ∈ Rn×n describes an identity
matrix, and 0n×m ∈ Rn×m represents a matrix of zeros.
||u|| =

√
u>u denotes the Euclidean norm of u ∈ Rn.

||W ||F =
√

Tr{WW ∗} refers to the Frobenius norm of
matrix W ∈ Rq×m with ∗ standing for a conjugate transpose.
exp(·), P{·}, and E[·] refers to an exponential, a probabil-
ity, and an expected value of a component. Let us define
A ∈ Rn×n with λ(A) = {λ1, λ2, . . . , λn} being a set of
eigenvalues. λA = λ(A) represents the maximum value, and
λA = λ(A) stands for the minimum value of λ(A). For
simplicity, {I} denotes a fixed inertial-frame and {B} stands
for a fixed body-frame. Orientation of a rigid-body is known
as attitude R ∈ SO(3) described by

SO(3) = {R ∈ R3×3|R>R = I3, det(R) = +1}

with det(·) denoting a determinant. so(3) describes the Lie
algebra of SO(3) given by

so(3) = {[u]× ∈ R3×3|[u]>× = −[u]×, u ∈ R3}

[u]× =

 0 −u3 u2

u3 0 −u1

−u2 u1 0

 ∈ so (3) , u =

 u1

u2

u3


vex defines the inverse mapping of [·]× where vex : so(3)→
R3 such that vex([u]×) = u,∀u ∈ R3 while Pa : R3×3 →
so(3) is an anti-symmetric projection operator where

Pa(A) =
1

2
(A−A>) ∈ so (3) ,∀A ∈ R3×3

Consider A = [ai,j ]i,j=1,2,3 ∈ R3×3 and define

Υ(A) = vex(Pa(A)) =
1

2

 a32 − a23

a13 − a31

a21 − a12

 ∈ R3 (1)

Define the Euclidean distance of R

||R||I =
1

4
Tr{I3 −R} ∈ [0, 1] , R ∈ SO(3) (2)
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with Tr{·} referring to a trace of a matrix (visit [4,14]). Let
R ∈ SO(3), Z ∈ R3×3, y, z ∈ R3 and recall the composition
mapping in (1). The identities below hold true and will be
useful in the subsequent derivations:

z × y = yz> − zy> (3)

R[y]×R
> = [Ry]× (4)

Tr{Z[y]×} = Tr{Pa(Z)[y]×} = −2Υ(Z)>y (5)

III. PROBLEM FORMULATION

A. Attitude Dynamics and Measurements

Consider R ∈ SO(3) as the rigid-body’s attitude and Ω as
the rigid-body’s angular velocity where R,Ω ∈ {B}. The true
attitude and angular velocity dynamics are given by{

Ṙ = R[Ω]×

JΩ̇ = [JΩ]×Ω + T + d
(6)

where J = J> ∈ R3×3 denotes the rigid-body’s inertia
matrix (positive-definite), T ∈ R3 stands for the rotational
torque (control input signal), and d ∈ R3 denotes an unknown
constant disturbance vector with J, T , d ∈ {B}. The attitude
can be defined using a set of N observations in {I} and N
respective measurements in {B}. Note that, at least two non-
collinear observations and measurements must be available.
Examples of common low-cost units for attitude determination
and estimation include [1,4,11,14,32]:

• An inertial measurement unit (IMU) composed of a
gyroscope (supplies angular velocity measurements), a
magnetometer (supplies direction of the Earth’s magnetic
field), and an accelerometer (supplies apparent accelera-
tion measurements) or

• A magnetic, angular rate, and gravity (MARG) sensor.

Define ri ∈ R3 as the ith observation in {I} and yi ∈ R3 as
the ith measurement in {B} for all i = 1, 2, . . . , N . The ith
measurement yi is defined by [4,14,32,33]

yi = R>ri + bi + ni ∈ R3, ∀i = 1, 2, . . . , N (7)

where bi is unknown constant bias and ni refers to unknown
noise. The expression in (7) exemplifies measurements sup-
plied by an IMU such as a magnetometer and an accelerom-
eter. It is a common approach to normalize inertial-frame
observations and body-frame measurements as follows:

ri =
ri
||ri||

, yi =
yi
||yi||

(8)

An angular velocity measurement is given by:

Ωm = Ω +Wb + n ∈ R3 (9)

where Ω refers to the true angular velocity, while Wb and n
describe unknown weighted bias (constant) and noise.

B. Stochastic Reformulation

In (9) n is a bounded Gaussian noise vector with E[n] = 0.
Considering the fact that a derivative of a Gaussian process
leads to a Gaussian process [4,34,35], one can re-express the
noise vector n in terms of Brownian motion process as follows:

n = Qdβ
dt

(10)

where β ∈ R3, and Q = Q> ∈ R3×3 refers to an unknown
weighted matrix with Q2 = QQ> being the noise covariance.
Note that P{β(0) = 0} = 1 and E[β] = 0 [34]. Hence, from
(9) and (10), the upper portion of the true attitude dynamics
in (6) are re-expressed in a stochastic form as below:

dR = R[Ωm −Wb]×dt−R[Qdβ]× (11)

According to (1)-(5), it becomes apparent that the Euclidean
distance of the attitude stochastic dynamics in (11) is equiva-
lent to

d||R||I =
1

2
Υ(R)>(Ωm − b)dt−

1

2
Υ(R)>Qdβ (12)

Definition 1. [4,36] Consider the dynamics in (12) and let
tin be an initial time. ||R||I = ||R(t)||I is defined to be almost
SGUUB if for a known set S% ∈ R and ||R(tin)||I there exists
a constant c > 0 and a time constant τc = τc(η, ||R(tin)||I)
with E[||R(tin)||I] < c,∀t > tin + c.

Lemma 1. [37] Consider the dynamics in (12) and let
U(||R||I) be a twice differentiable cost function with the
following differential operator:

LU(||R||I) = U>1 f +
1

2
Tr{gg>U2} (13)

where f = 1
2Υ(R)>(Ωm −Wb) ∈ R, g = − 1

2Υ(R)>Q ∈
R1×3, U1 = ∂U/∂||R||I, and U2 = ∂2U/∂||R||2I . Define ρ

1
(·)

and ρ2(·) as class K∞ functions, and let µ1 > 0 and µ2 ≥ 0
where

ρ
1
(||R||I) ≤ U(||R||I) ≤ ρ2(||R||I) (14)

LU(||R||I) = U>1 f +
1

2
Tr{gg>U2}

≤ −µ1U(||R||I) + µ2 (15)

Thereby, the dynamics in (12) have an almost unique strong
solution on [0,∞). Additionally, the solution ||R||I is bounded
in probability by

E[U(||R||I)] ≤ U(||R(0)||I)exp(−µ1t) + µ2/µ1 (16)

Moreover, the expression in (16) indicates that ||R||I is
SGUUB.

Lemma 2. [4] Let R ∈ SO (3), M = M> ∈ R3×3 with
rank(M) ≥ 2, and M = Tr{M}I3−M . Then, the following
definitions hold:

λ2
M
||R||I ≤ ||Υ(MR)||2 ≤ λ2

M ||R||I (17)

This work aims to develop a real-time NN stochastic
filter-based controller for the attitude tracking problem of a
rigid-body in 3D space. An adaptive NN-based stochastic
filter on SO(3) will be proposed for estimating the attitude



4

components, dynamics, and angular velocity uncertainties (un-
known constant covariance and bias) using onboard sensor
measurements directly. NN weights will be updated online
and the adaptation mechanism will be extracted using a novel
Lyapunov function candidate. Next, a control law on SO(3)
interconnected with the proposed filter will be presented. The
control law will account for unknown disturbances affecting
the rigid-body. Fig. 1 presents a conceptual summary of the
proposed methodology.
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Fig. 1. Illustrative diagram of the proposed filter-based controller for the
attitude tracking problem.

IV. NEURAL NETWORK-BASED STOCHASTIC FILTER

In this Section, our goal is to design a real-time NN-based
nonlinear stochastic filter for the attitude estimation problem
that uses available measurements directly without attitude
reconstruction. Let us define R̂ ∈ SO(3) as the estimate of
R. Let the estimation error be defined as

R̃o = R>R̂ ∈ SO(3) (18)

Let us define Ŵb as the estimate of Wb in (9). Define the filter
dynamics as follows:

˙̂
R = R̂[Ωm − Ŵb − C]× (19)

where C ∈ R3 refers to a correction matrix, Ŵb ∈ R3×1 being
the estimate of Wb in (9), and C and Ŵb will be designed
subsequently. Let the estimation error between Wb and Ŵb be
as follows:

W̃b = Wb − Ŵb ∈ R3 (20)

A. Direct Measurement Setup

In view of the vector measurements in (7), let us introduce
the following variable:

ŷi = R̂>ri (21)

From (8), define the following two variables{
Mr =

∑N
i=1 sirir

>
i

My =
∑N
i=1 siyiy

>
i =

∑N
i=1 siR

>rir
>
i R = R>MrR

(22)

where si denotes confidence measure of the ith observa-
tion/measurement. For the stability analysis, let us redefine
the expression in (7) as yi = R>ri. Consequently, one finds

MyR̃o =

N∑
i=1

siyiy
>
i R
>R̂ =

N∑
i=1

siyiŷ
>
i (23)

From (1) and (23), one shows

Υ(MyR̃o) =
1

2
vex(MyR̃o − R̃>oM>y )

=
1

2
vex(

N∑
i=1

yiŷ
>
i −

N∑
i=1

ŷiy
>
i )

=

n∑
i=1

si
2

ŷi × yi (24)

Likewise, for ||MyR̃o||I = 1
4Tr{My−MyR̃o} and in view of

(23), one obtains

||MyR̃o||I =
1

4
Tr{

N∑
i=1

siyiy
>
i −

N∑
i=1

siyiŷ
>
i }

=
1

4
Tr{

N∑
i=1

siyi(yi − ŷi)
>} (25)

B. Error Dynamics and NN Approximation

From (6), (20), and (31), the error dynamics are as follows:

dR̃o = R>dR̂+ dR>R̂

= (R̃o[Ω + W̃b − C]× + [Ω]>×R̃o)dt+ R̃o[Qdβ]×

= R̃o[Ω]× − [Ω]×R̃o + R̃o[W̃b − C]×dt+ R̃o[Qdβ]×
(26)

One can show that

Ṁy =R>MrR[Ω]× − [Ω]×R
>MrR

=My[Ω]× − [Ω]×My

Let us define ||MyR̃o||I = 1
4Tr{My(I3 − R̃o)}. Based on (5)

and (26), one finds that the Euclidean distance of (26) is as
follows:

d||MyR̃o||I =− 1

4
Tr{MydR̃o}

=− 1

4
Tr{MyR̃o[(W̃b − C)dt+Qdβ]×} (27)

with Tr{Ṁy} = Tr{My[Ω]× − [Ω]×My} = 0 and
Tr{MyR̃o[Ω]× − [Ω]×MyR̃o} = 0. In this work, linear in
parameter structure of NNs is adopted. For x ∈ Rn and a
function f = f(x) ∈ Rm, the linear NN weights structure is
approximated as follows:

f = W>ϕ(x) + αf (28)

with W ∈ Rq×m being a matrix of synaptic weights,
ϕ(x) ∈ Rq standing for an activation function, and αf ∈ Rm
describing an approximated error vector. The activation func-
tion can have high-order connection elements, for example,
Gaussian functions, radial basis functions (RBFs) [38], and
sigmoid functions [27,39]. Our strategy is to reach accurate
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attitude and gyro bias estimation as well as attenuate gyro
noise stochasticity effect which, in turn, will result in ac-
curate estimation of nonlinear attitude dynamics. NNs have
the potential of successfully estimating high-order nonlinear
dynamics [5,28,29]. Define ϕ(Υo) = ϕ(Υ(MyR̃o)) ∈ Rq×1

as an activation function, and consider approximating

Υo(W̃b − C) = (W̃b − C)Γ>b ϕ(Υo)
> + αb

QΥo = W>σ ϕ(Υo) + ασ

with q being a positive integer that stands for the number
of neurons, Γb ∈ Rq×3 referring to a constant matrix,
Wσ ∈ Rq×3 denoting unknown NN weighed matrix to be
later adaptively estimated and tuned, C ∈ R3×1 being an
innovation (correction) term, and αb ∈ R and ασ ∈ R3 being
the approximated errors. It is worth noting that αb → 0 and
||ασ|| → 0 as q → ∞. In view of the nonlinear dynamics in
(27) and the expression in (28), one obtains

d||MyR̃o||I =
1

2
(ϕ(Υo)

>Γb(W̃b − C) + αb)︸ ︷︷ ︸
f

dt

+
1

2
(ϕ(Υo)

>Wσ + α>σ )︸ ︷︷ ︸
g

dβ (29)

with ϕ(Υo) = ϕ(Υ(MyR̃o)) ∈ Rq×1 being an activation
function, and αb ∈ R and ασ ∈ R3. Define Wσ = WσW

>
σ

where Ŵσ is the estimate of Wσ . Let the estimation error
between Wσ and Ŵσ be defined as follows:

W̃σ = Wσ − Ŵσ ∈ Rq×q (30)

C. Direct NN-based Stochastic Filter

Consider the following direct real-time NN-based stochastic
filter design:

˙̂
R = R̂[Ωm − Ŵb − C]×

C =
(

Γ>b I3 + Ψ2

4Ψ1
(Γ>b Γb)

−1Γ>b Ŵσ

)
ϕ(Υo)

˙̂
Wb = γb(Ψ1Γbϕ(Υo)− kobŴb)
˙̂
Wσ = Ψ2

4 Γσϕ(Υo)ϕ(Υo)
> − koσΓσŴσ

(31)

where
||MyR̃o||I = 1

4Tr{
∑N
i=1 siyi(yi − ŷi)

>}
Υo = Υ(MyR̃o) =

∑N
i=1

si
2 ŷi × yi

Ψ1 = (||MyR̃o||I + 1) exp(||MyR̃o||I)
Ψ2 = (||MyR̃o||I + 2) exp(||MyR̃o||I)

(32)

with kob, koσ, γb ∈ R being positive constants, Γσ ∈ Rq×q
being a positive diagonal matrix, Γb ∈ Rq×3 which is selected
such that Γ>b Γb is positive definite, q denoting neurons number,
and Ŵb ∈ R3×3 and Ŵσ ∈ Rq×q being the estimated weights
of Wb and Wσ , respectively. ϕ(Υo) denotes an activation
function. It is obvious that Ŵσ is symmetric provided that
Ŵσ(0) = Ŵσ(0)>.

Theorem 1. Consider the stochastic system in (11). Assume
that at least two observations and their respective measure-
ments in (7) are available. Couple the NN-based stochastic

filter in (31) directly with the measurements in (9) (Ωm =
Ω + Wb + n) and (7) (yi = R>ri ∀i = 1, 2, . . . , N ). Let
||R̃o(0)||I 6= +1 (unstable equilibria). Thus, the closed-loop
error signals (||R̃o||I, W̃b, W̃σ) are SGUUB in the mean
square.

Proof: Define a Lyapunov function candidate Uo =
Uo(||MyR̃o||I, W̃b, W̃σ) such that

Uo =
1

2
exp(||MyR̃o||I)||MyR̃o||I +

1

2γb
W̃>b W̃b

+
1

2
Tr{W̃>σ Γ−1

σ W̃σ} (33)

where Uo : SO (3) × R3 × Rq×q → R+. Define
My = Tr{My}I3 − My and recall Lemma 2. Since 1 ≤
exp(||R̃o||I) < 3 [40], let us define δ = inft≥0

λM
4 where

inf denotes the infimum and δ = supt≥0 exp(
λM
2 ) with sup

representing the supremum. Hence, one obtains

e>o H1eo ≤ Uo ≤ e>o H2eo

where
λ(H1)||eo||2 ≤ Uo ≤ λ(H2)||eo||2

with H1 = diag(δ2, γb2 ,
1
2λ(Γ−1

σ )),
H2 = diag(3δ

2
, γb2 ,

1
2λ(Γ−1

σ )), and eo =

[
√
||R̃o||I, ||W̃b||, ||W̃σ||F ]>. Owing to the fact that

δ, δ, γb, λ(Γ−1
σ ), λ(Γ−1

σ ) > 0, it becomes apparent that
λ(H1) > 0 and λ(H2) > 0 which indicates that Uo > 0
for all eo ∈ R3\{0}. One is able to show that the first

∂Uo
∂||MyR̃o||I

= Ψ1

2 and second ∂2Uo
∂||MyR̃o||2I

= Ψ2

2 partial

derivatives of Uo relative to ||MyR̃o||I are as follows:{
Ψ1 = (1 + ||MyR̃o||I) exp(||MyR̃o||I)
Ψ2 = (2 + ||MyR̃o||I) exp(||MyR̃o||I)

(34)

Therefore, in view of (29), (33), (34), and Lemma 1, one
obtains th following differential operator:

LUo =Ψ1f +
1

2
Tr{gg>Ψ2} −

1

γb
W̃>b

˙̂
Wb

− Tr{W̃>σ Γ−1
σ

˙̂
Wσ} (35)

From (31) and (35), one finds

LUo =Ψ1(ϕ(Υo)
>Γb(W̃b − C) + αb)

+
Ψ2

8
Tr{(W>σ ϕ(Υo) + ασ)(W>σ ϕ(Υo) + ασ)>}

− 1

γb
W̃>b

˙̂
Wb − Tr{W̃>σ Γ−1

σ
˙̂
Wσ}

≤Ψ1ϕ(Υo)
>Γb(W̃b − C)

+
Ψ2

4
Tr{Wσϕ(Υo)ϕ(Υo)

>} − 1

γb
W̃>b

˙̂
Wb

− Tr{W̃>σ Γ−1
σ

˙̂
Wσ}+ Ψ1αb +

Ψ2

4
||ασ||2 (36)

where Young’s inequality has been applied to the following
expression: α>σW

>
σ ϕ(Υo) = 1

2ϕ(Υo)
>Wσϕ(Υo) + 1

2 ||ασ||
2.

Let us define ε1 = supt≥0 Ψ1 and ε2 = supt≥0 Ψ2. From (20)
and (30), substitute Wσ in (31) for Wσ = W̃σ+Ŵσ . Thereby,
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utilizing ˙̂
Wb,

˙̂
Wσ , and C definitions in (31), the result in (36)

can be rewritten as follows:

LUo ≤− ||Γ>b ϕ(Υo)||2 − kbo||W̃b||2 + kbo||W̃b|| ||Wb||
− kσo||W̃σ||2F + kσo||W̃σ||F ||Wσ||F + ε1αb

+
ε2
4
||ασ||2 (37)

On the basis of Young’s inequality ||W̃b|| ||Wb|| ≤ 1
2 ||W̃b||2 +

1
2 ||Wb||2 and ||W̃σ||F ||Wσ||F ≤ 1

2 ||W̃σ||2F + ||Wσ||2F . Let
us select a hyperbolic tangent activation function ϕ(α) =
exp(α)−exp(−α)
exp(α)+exp(−α) with α ∈ R. It becomes apparent that
4||Γ>b ϕ(Υ(R̃))||2 ≥ kco||Υ(R̃)||2 where kco = λ(Γ>b Γb). As
such, one finds

LUo ≤−
kco
4
||Υo||2 −

kbo
2
||W̃b||2 −

kσo
2
||W̃σ||2F + ηo (38)

where ηo = supt≥0
kbo
2 ||Wb||2 + kσo

2 ||Wσ||2F + ε1αb +
ε2
4 ||ασ||

2. Let δ > 1 − ||R̃(0)||I and consider Lemma 2.
Thereby, one obtains

LUo ≤−
δ kco

2
||R̃o||I −

kbo
2
||W̃b||2 −

kσo
2
||W̃σ||2F + ηo

(39)

where δ = inft≥0
λM
4 . As a result, one obtains

LV ≤− e>o

 δ kco
2 0 0

0 kbo
2 0

0 0 kσo
2


︸ ︷︷ ︸

H3

eo + ηo

≤− λ(H3)||eo||2 + ηo (40)

with eo = [
√
||R̃o||I, ||W̃b||, ||W̃σ||F ]>. Since kco > 0, kbo >

0, and kσo > 0, it becomes obvious that λ(H3) > 0. Thus,
LUo < 0 if

||eo||2 >
ηo

λ(H3)

Hence, one has

dE[Uo]
dt

= E[LUo] ≤ −
λ(H3)

λ(H2)
E[Uo] + ηo (41)

Hence, it can be concluded that eo is almost SGUUB com-
pleting the proof.

V. FILTER-BASED CONTROLLER FOR ATTITUDE
TRACKING

In this Section, our objective is to design control laws for
the attitude tracking problem reliant on the attitude estimate
and direct onboard measurements such that 1) measurement
uncertainties are accounted for, 2) unknown disturbances are
rejected, and 3) overall stability (interconnection between
controller and estimator) is guaranteed. Define the desired
attitude as Rd ∈ SO(3) and the desired angular velocity as
Ωd ∈ R3. Let the error between the true and the desired
attitude be

R̃c = RR>d ∈ SO(3) (42)

Let the error between the true and the desired angular velocity
be

Ω̃c = R>d (Ωd − Ω) ∈ R3 (43)

From (6), let d be an unknown disturbance attached to the
control input and define d̂ as the estimate of d. Let the error
between d̂ and d be

d̃ = d− d̂ (44)

Assumption 1. The desired angular velocity is smooth, con-
tinuous, and uniformly upper-bounded by a scalar γΩ < ∞
with γΩ ≥ max{supt≥0 ||Ωd||, supt≥0 ||Ω̇d||}. Also, the un-
known disturbances are uniformly upper-bounded by a scalar
||d|| ≤ γd <∞.

The desired attitude dynamics are given by

Ṙd = Rd[Ωd]× (45)

From (22), MrR̃c = MrRR
>
d =

∑N
i=1 sirir

>
i RR

>
d . Thus,

one is able to show that

MrR̃c =

N∑
i=1

siriy
>
i R
>
d (46)

with si denoting the sensor trust level of the ith measurement.

A. Control Law from Direct Measurements and Estimated
States

Consider the following control law design:
Υc = Υ(MrR̃c) =

∑N
i=1 siRdyi × ri

T = JΩ̇d − [J(Ωm − Ŵb)]×Ωd − d̂− wc
wc = kc1R

>
d Υc + kc2(Ωm − Ŵb − Ωd)

˙̂
d = kd

kc1
(Ωm − Ŵb − Ωd)− γdkdd̂

(47)

where kc1, kc2, kd, and γd are positive constants, Ŵb is the
estimate of Wb, d̂ is the estimate of d, and wc is an innovation
term.

Theorem 2. Consider the dynamics in (11) with the rotational
torque T being defined as in (47). Let the control low in (47)
be coupled with the filter design in (31) such that the attitude
and the unknown weighted bias are estimated using the filter
design in (31). Then, all the closed-loop error signals of the
filter-based controller (||R̃o||I, W̃b, W̃σ , ||R̃c||I, Ω̃c, d̃) are
SGUUB.

Proof: Recall the attitude error in (42), the attitude
dynamics in (6), and the desired attitude dynamics in (45).
Accordingly, one finds the attitude error dynamics as below:

˙̃Rc = R[Ω]×R
>
d −R[Ωd]×R

>
d

= R̃c[Rd(Ω− Ωd)]× = R̃c[Ω̃c]× (48)

with Ω̃c = Rd(Ω−Ωd). Defining ||MrR̃c||I = 1
4Tr{Mr(I3−

R̃c)} and recalling (11) and (12), one finds

d

dt
||MrR̃c||I =

1

2
Υ(MrR̃c)

>Ω̃c (49)
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In view of (43), (47), and (48), one obtains

d

dt
JR>d Ω̃c =[JΩ]×R

>
d Ω̃c + [Ωd]×JW̃b − wc + d̃

− [Jn]×Ωd (50)

It becomes apparent that

d

dt
Ω̃c =−Rd(J−1[JΩ]× + kc2J

−1 + [Ω]×)R>d Ω̃c

+R>d J
−1(kc2I3 − [Ωd]×J)W̃b

− kc1RdJ−1R>d Υ(MrR̃c) +RdJ
−1d̃ (51)

In addition, one finds

Υ( ˙̃Rc) =
1

2
(Tr{R̃c}I3 − R̃c)>Ω̃c =

1

2
Ψ(R̃c)Ω̃c (52)

Note that in view of Lemma 2

λ2
Mr
||R̃c||I ≤ ||Υ(MrR̃c)||2 ≤ λ

2

Mr
||R̃c||I

with Mr = Tr{Mr}I3−Mr. Define δc1 as a positive constant.
Therefore, from (51) and (52), one has

1

δc1

d

dt
Υ(R̃c)

>Ω̃c

= − 1

δc1
(
d

dt
Υ(R̃c)

>)Ω̃c −
1

δc1
Υ(R̃c)

>(
d

dt
RdΩ̃c)

≤ (
cc3
δc1
||Ω̃c||+

cc3
δc1
||W̃b||+

cc3
δc1
||d̃||)

√
||R̃c||I

− kc1cc2
δc1

||R̃c||I (53)

where γΩ ≥ max{supt≥0 ||Ωd||}, cc1 =
max{supt≥0 ||J−1||F , supt≥0 ||J−1[JΩ]× + kc2J

−1 +
[Ω]×||F , supt≥0 ||J−1(kc2I3 − [Ωd]×J)||F }, cc2 =

min{
λ2
Mr

λJ
}, and cc3 = max{ 1

2 + cc1λMr
, kc2 + λJγΩ}.

Define the following Lyapunov function candidate
Uc = Uc(||MrR̃c||I, RdΩ̃c, d̃):

Uc =2||MrR̃c||I +
1

2kc1
Ω̃>c R

>
d JRdΩ̃c +

1

δc1
Υ(R̃c)

>Ω̃c

+
1

2kd
d̃>d̃ (54)

where Uc : SO (3)× R3 × R3 → R+. Considering Lemma 2,
one obtains

e>c

 λMr
− 1

2δc1
0

− 1
2δc1

1
2kc1

0

0 0 1
2kd


︸ ︷︷ ︸

H4

ec

≤ Uc ≤ e>c

 λMr

1
2δc1

0
1

2δc1
1

2kc1
0

0 0 1
2kd


︸ ︷︷ ︸

H5

ec

where ec =

[√
||R̃c||I, ||Ω̃c||, ||d̃||

]>
. It becomes apparent

that for λMr
>
√

kc1
2δ2c1

and λMr
>
√

kc1
2δ2c1

, one finds that

λ(H4), λ(H5) > 0 and, in turn Uc > 0 for all ec ∈ R3\{0}.

Let us select λMr
>
√

kc1
2δ2c1

. Hence, from (49) and (50), one
finds

U̇c =Υ(MrR̃c)
>Ω̃c −

1

kd
d̃>

˙̂
d+

1

δc1

d

dt
Υ(R̃c)

>Ω̃c

+
1

kc1
Ω̃>c Rd([JΩ]×R

>
d Ω̃c + [Ωd]×JW̃b − wc

+ d̃− [Jn]×Ωd) (55)

where LUc = U̇c. From (47), one obtains

LUc ≤−
kc1cc2
δc1

||R̃c||I −
2kc2 − 1

2kc1
||Ω̃c||2 −

1

2
||d̃||2

+ (
cc3
δc1
||Ω̃c||+

cc3
δc1
||d̃|)

√
||R̃c||I +

1

kc1
||Ω̃c|| ||d̃||

+ (
cc3
δc1

√
||R̃c||I +

c1
kc1
||Ω̃c||)||W̃b||

+
1

kc1
||kc2n+ [Jn]×Ωd||+

1

2
||d||2 (56)

Let us define ηc = 1
kc1

supt≥0 ||kc2n + [Jn]×Ωd|| + 1
2 ||d||

2.
Thus, the expression in (57) becomes as follows:

LUc ≤− e>c

 kc1cc2
δc1

− cc3
2δc1

− cc3
2δc1

− cc3
2δc1

2kc2−1
2kc1

1
2kc1

− cc3
2δc1

1
2kc1

1
2


︸ ︷︷ ︸

H6

ec

+
cc3
δc1
||W̃b||

√
||R̃c||I +

c1
kc1
||Ω̃c|| ||W̃b||+ ηc (57)

One is able to show that λ(H6) > 0 for δc1 >
c2c3(kc1+2kc2−3)
2kc1cc2(2kc2−3) .

Consider selecting δc1 such that λ(H6) > 0, and let λH6
=

λ(H6). One has

LUc ≤− λH6
||ec||2 + (

cc3
δc1

√
||R̃c||I +

c1
kc1
||Ω̃c||)||W̃b||

+ ηc (58)

From (33) and (54), define the following Lyapunov function
candidate:

UT = Uo + Uc (59)

From (40) and (58), one obtains

LUT ≤− λH3
||eo||2 − λH6

||ec||2 +
cc3
δc1
||W̃b||

√
||R̃c||I

+
c1
kc1
||Ω̃c|| ||W̃b||+ ηo + ηc (60)

Let cc = max{ cc3δc1 ,
c1
kc1
} and ηT = ηo + ηc. Thus, one shows

LUT ≤− e>T
[
λH3

cc
cc λH6

]
︸ ︷︷ ︸

HT

eT + ηT (61)

where eT = [||eo||, ||ec||]>. The expression in (60) implies that
λHT = λ(HT ) > 0 for λH3

>
c2c
λH6

. Let us select λH3
>

c2c
λH6

.
Therefore, LUT < 0 if

||eT ||2 >
ηT

λ(HT )

Thus
dE[UT ]

dt
= E[LUT ] ≤ −λ(HT )

λx
E[UT ] + ηT (62)
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Algorithm 1 Stochastic filter-based controller algorithm
Initialization:

1: Set R̂[0] = R̂0 ∈ SO (3), Ŵb[0] = Ŵb|0 = 03×1,
Ŵσ[0] = Ŵσ|0 = 0q×q , d̂[0] = d̂0 = 03×1, si ≥ 0 for all
i ≥ 2, select Γσ, kob, koσ, kc1, kc2, kd, γb, γd > 0, KΥ =
rand(q, 3) ∈ Rq×3, Γb ∈ Rq×3 where λ(Γ>b Γb) > 0, and
set k = 0.

while

2:


ri = ri

||ri|| , yi = yi
||yi|| , i = 1, 2, . . . , N

ŷi = R̂>k−1ri

Υ = Υ(MyR̃o) =
∑N
i=1

si
2 ŷi × yi

||MyR̃o||I = 1
4Tr{

∑N
i=1 siyi(yi − ŷi)

>}

3:

{
Ψ1 = (||MyR̃o||I + 1) exp(||MyR̃o||I)
Ψ2 = (||MyR̃o||I + 2) exp(||MyR̃o||I)

4: ϕ(Υ) = tanh(KΥΥ) /* hyperbolic tangent activation
function */

5:


Ŵb|k = Ŵb|k−1 + ∆tγb(Ψ1Γbϕ(Υ)− kobŴb|k−1)

Ŵσ|k = Ŵσ|k−1

+∆tΓσ(Ψ2

4 ϕ(Υ)ϕ(Υ)> − koσŴσ|k−1)

6: C =
(

Γ>b I3 + Ψ2

4Ψ1
(Γ>b Γb)

−1Γ>b Ŵσ|k

)
ϕ(Υ)

/* angle-axis parameterization */

7:


η = (Ωm|k − Ŵb|k − C)∆t

β = ||η||, u = η/||η||
Rexp = I3 + sin(β)[u]× + (1− cos(β))[u]2×

8: R̂k = R̂k−1Rexp

8:



Υc = Υ(MrR̃c) =
∑N
i=1 siRdŷi × ri

wc = kc1R
>
d|kΥc + kc2(Ωm|k − Ωd|k − Ŵb|k)

d̂k = d̂k−1

+∆t
(
kd
kc1

(Ωd|k − Ωm|k + Ŵb|k)− γdkdd̂k−1

)
T = JΩ̇d|k − [J(Ωm|k − Ŵb|k)]×Ωd|k − d̂k − wc

9: k + 1→ k

end while

with λx = max{λ(H2), λ(H5)}. Hence, one concludes that
eT is almost SGUUB completing the proof.

VI. SUMMARY OF IMPLEMENTATION

The detailed implementation steps of the discrete NN-based
nonlinear stochastic filter-based controller for the attitude
tracking problem are presented in Algorithm 1. Note that ∆t
describes a small sampling time.

VII. NUMERICAL RESULTS

This section demonstrates the effectiveness of the proposed
real-time NN stochastic filter-based controller on SO(3) at a
low sampling rate (∆t = 0.01 sec). The discrete filter detailed
in Algorithm 1 is validated considering large initialization
error, high level of uncertainties, and unknown disturbances.
Let the initial desired attitude be set as Rd[0] = Rd|0 = I3 ∈

SO (3) and the desired angular velocity rate be

Ω̇d = 0.1

 1 sin(0.15t+ π
4 )

0.5 sin(0.1t+ π
3 )

0.8 cos(0.12t+ π
2 )



0 5 10 15 20 25 30 35 40

-1.5

-1

-0.5

0

0.5

1

1.5

2

Fig. 2. Sample of angular velocity (0 to 40 seconds): Black center-line (True)
vs colored solid-line (measured)

0 5 10 15 20 25 30 35 40
-1

-0.5

0

0.5

1

Fig. 3. Sample of vector measurements (y1): Black center-line (True) vs
colored solid-line (measured)

Let us select the design parameters arbitrary as follows:
kob = 1, koσ = 1, γb = 1, Γb = 2I3, Γσ = 2I3,
kc1 = 10, kc2 = 2, kd = 10, and γ = 0.01. Number of
neurons associated with bias and noise are selected to be
both equal to three. Let the initial estimates of NN weights,
disturbances, and attitude be set to Ŵb|0 = Ŵb[0] = 03×1

and Ŵσ|0 = Ŵσ[0] = 03×3, d̂0 = d̂[0] = 03×1, and R̂(0) =

R̂0 = I3 ∈ SO (3), respectively. To validate the robustness
of the proposed approach against high level of uncertainties
contributed by the low-cost inertial measurement unit, consider
the measured angular velocity to be corrupted with unknown
weighted bias Wb = 0.03[1, 0.5, 0.7]> (rad/sec) and normally
distributed random noise n = N (0, 0.05) (rad/sec) (zero
mean and standard deviation of 0.05), see (9). Consider
the following two observations in {I}: r1 = 1√

3
[1, 1,−1]>

and r2 = [0, 0, 1]>. Consider {B} measurements to be
corrupted by unknown bias b1 = 0.05[0.2, 0.1,−0.8]> and
b2 = 0.05[0.5,−0.6, 0.4]> as well as normally distributed
random noise n1 = n2 = N (0, 0.05), visit (7). Let the
unknown disturbance be d = 0.1[1, 3, 2]> and the rigid-body’s
inertia matrix be J = diag(0.016, 0.015, 0.03). To test the
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Fig. 4. Right portion demonstrates the evolution trajectories of Euler angles (desired marked as a black solid-line, true plotted as a blue dashed-line, and
estimated depicted as a red center-line). Left portion illustrates the error convergence of attitude (estimation error marked as a blue solid-line and control error
plotted as a red dashed-line), angular velocity (red dashed-line), and disturbance (red dashed-line) using 3 neurons.

algorithm in presence of a very large initialization error in
attitude estimation and control, let the initial value of the true
attitude R be

R[0] =

 −0.7060 0.0956 0.7018
0.1274 −0.9576 0.2585
0.6967 0.2719 0.6638

 ∈ SO (3)

and the initial value of the true angular velocity be Ω(0) =
[0.2, 0.3, 0.3]> (rad/sec). Hence, one finds ||R̃o(0)||I =
1
4Tr{I3 − R>0 R̂0} ≈ 0.999 and ||R̃c(0)||I = 1

4Tr{I3 −
R0R

>
d|0} ≈ 0.999 very close to the unstable equilibrium +1.

Let us select hyperbolic tangent activation function ϕ(α) =
exp(α)−exp(−α)
exp(α)+exp(−α) ∀ α ∈ R (see Algorithm 1, step 4).

Fig. 2 contrasts the angular velocity measurements cor-
rupted by high level of bias and noise with the true values.
Likewise, Fig. 3 presents high level of uncertainties corrupting
body-frame measurements versus the true data (y1). The left
portion of Fig. 4 depicts the output performance of the true
Euler angles (roll (φ), pitch (θ), yaw (ψ)), the estimated
angles (φ̂, θ̂, and ψ̂), and the desired angles (φd, θd, ψd).
Fig. 4 shows rapid and accurate tracking performance of the
presented approach. The right portion of Fig. 4 reveals the
robustness of the proposed filter-based controller in terms of
error convergence of: attitude (||R̃o||I = 1

4Tr{I3−R>R̂} and
||R̃c||I = 1

4Tr{I3 − RR>d }), angular velocity ||Ω− Ωd||, and
disturbance ||d− d̂||. As illustrated in Fig 4, the initially very
large error components converged very close to the origin.
Fig. 5 presents boundedness of Ŵb and Ŵσ NN weights
plotted with respect to the Euclidean and Frobenius norm,
respectively. Finally, Fig. 6 shows the robustness of NN
approximation in terms of transient response and steady-state
of normalized Euclidean attitude error. Although increasing
the number of neurons results in reduced steady-state error,
three neurons where sufficient to achieve impressive tracking
performance. Table I presents statistical details of mean and
standard deviation of the steady-state error values starting from
4 up to 50 seconds relative to neuron number.

0 10 20 30 40 50 60 70 80

0.2

0.4

0.6

0.8

1

1.2

0 10 20 30 40 50 60 70 80

0.02

0.04

0.06

0.08

0.1

Fig. 5. Boundedness of Ŵb and Ŵσ NN weight estimates using 3 neurons.
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0.9
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1
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5
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10
-3

Fig. 6. Normalized Euclidean error ||R̃o||I = 1
4
Tr{I3 − R>k R̂k}

considering 3, 10, and 50 neurons.

TABLE I
STEADY-STATE ERROR OF ||R̃o||I VERSUS DIFFERENT NUMBER OF

NEURONS.

Output results of ||R̃o||I = 1
4
Tr{I3 −R>k R̂k} from 4 to 50 sec

Neurons # 3 10 50

Mean 2.7× 10−3 2.1× 10−3 1.6× 10−3

STD 1.5× 10−3 1.2× 10−3 9.2× 10−4
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Table I shows that greater number of neurons leads to better
steady-state error convergence.

VIII. CONCLUSION

This paper presented a novel neural network (NN) stochastic
filter-based controller for the attitude problem of a rigid-
body rotating in three dimensional space. The proposed ap-
proach is posed on the Lie Group of the Special Orthogonal
Group SO(3). Firstly, an NN-based stochastic filter design
able to operate directly using measurements supplied by a
local unit attached to the rigid-body has been developed. It
has been demonstrated through numerical simulation that the
proposed filter produces accurate estimation given measure-
ments obtained from a low-cost inertial measurement unit.
The proposed filter relies on online tuning of NN weights
which are extracted using Lyapunov stability. The closed loop
error signals of the proposed filter have been shown to be
SGUUB. Next, a novel control law on SO(3) reliant on
the estimated states and uncertain measurements supplied by
a low-cost onboard measurement unit has been developed.
The overall stability of the filter-based controller has been
confirmed and the closed loop error signals have been shown to
be SGUUB. Numerical results illustrate the robustness and the
fast adaptability of the proposed approach. In the future, the
novel neural network (NN) stochastic filter-based controller
can be reformulated to address colored noise uncertainties.
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Appendix

Neuro-adaptive Filter-based Controller Quaternion
Representation

Let us define the three-sphere S3 by

S3 = {Q ∈ R4
∣∣ ||Q|| = √q2

0 + q>q = 1}

with Q = [q0, q
>]> ∈ S3 being a unit-quaternion vector

composed of two components: q0 ∈ R and q ∈ R3. The
equivalent mapping RQ : S3 → SO (3) is defined by

RQ = (q2
0 − ||q||2)I3 + 2qq> + 2q0 [q]× ∈ SO (3) (63)

see [40]. Let Q̂ = [q̂0, q̂
>]> ∈ S3 denote the estimate of

Q = [q0, q
>]> ∈ S3 and Qd = [qd0, q

>
d ]> ∈ S3 as the

desired unit-quaternion. The quaternion representation of the
NN-based nonlinear stochastic filter in (31) is given below:

C =
(

Γ>b I3 + Ψ2

4Ψ1
(Γ>b Γb)

−1Γ>b Ŵσ

)
ϕ(Υo)

˙̂
Wb = γb(Ψ1Γbϕ(Υo)− kobŴb)
˙̂
Wσ = Ψ2

4 Γσϕ(Υo)ϕ(Υo)
> − koσΓσŴσ

h = Ωm − Ŵb − C

H =

[
0 −h>

h −[h]×

]
˙̂
Q = 1

2HQ̂

(64)

where
||MyR̃o||I = 1

4Tr{
∑N
i=1 siyi(yi − ŷi)

>}
Υo =

∑N
i=1

si
2 ŷi × yi

Ψ1 = (||MyR̃o||I + 1) exp(||MyR̃o||I)
Ψ2 = (||MyR̃o||I + 2) exp(||MyR̃o||I)

(65)

The equivalent quaternion representation of the control law in
(47) is given as follows:


Υc =

∑N
i=1 siRdyi × ri

T = JΩ̇d − [J(Ωm − Ŵb)]×Ωd − d̂− wc
wc = kc1R>d Υc + kc2(Ωm − Ŵb − Ωd)
˙̂
d = kd

kc1
(Ωm − Ŵb − Ωd)− γdkdd̂

(66)

where Rd = (q2
d0 − ||qd||2)I3 + 2qdq

>
d + 2qd0[qd]× ∈ SO (3).
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