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Particle Swarm Optimization with Moving
Particles on Scale-Free Networks
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Abstract—PSO is a nature-inspired optimization algorithm widely applied in many fields. In this paper, we present a variant named
MP-PSQO, in which some particles are allowed to move on a scale-free network and change the interaction pattern during the search
course. In contrast to traditional PSOs with fixed interaction sources, MP-PSO shows better flexibility and diversity, where the structure
of the particle swarm could change adaptively and balance exploration and exploitation to a large extent. Experiments on benchmark
functions show that MP-PSO outperforms other PSO variants on solution quality and success rate, especially for multimodal functions.
We further investigate effects of the moving strategy from a microscopic view, finding that the cooperation mechanism of particles
located on hub and non-hub nodes plays a crucial role during the optimization process. In particular, owing to the movement of particles
on non-hub nodes, the exploration can be guaranteed to some extent even in the final stage, which may be benefit for optimization. We
demonstrate the applicability of MP-PSO by using it to solve an important optimization problem, arrival sequencing and scheduling, in
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the field of air traffic control.

Index Terms—Network structure, particle swarm optimization, scale-free network, swarm structure, moving strategy

1 INTRODUCTION

PTIMIZATION plays an important role in many real-

world problems in the field of science and engineering
[1], [2], [3]. The target of a typical optimization problem can
be simply abstracted as seeking for the global optimal solu-
tion of one objective function. With the development of
technology and the increasing difficulty of the problems,
traditional optimization methods, including conjugate gra-
dient method, linear programming and Lagrange multiplier
method [4], [5], has gradually failed to meet people’s
demands or available results. To solve these complicated
problems, many intelligent optimization methods were pro-
posed in past decades, including particle swarm optimiza-
tion (PSO) [6], [7].

Inspired by bird flocks and fish schools and first pre-
sented by Kennedy and Eberhart, PSO is a widespread opti-
mization algorithm dealing with complex practical matters
in many fields [8], [9], [10]. In PSO, a flock of particles fly in
the searching space during the optimization process and try
to find out the optimal solution cooperatively. Each particle
has its certain position in the space, which is evaluated by
fitness value. During iterations, the velocity and position of
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a particle are updated according to the best position discov-
ered before by both itself and other interacted particles.
Generally, a PSO process terminates with a predefined itera-
tion or a predefined goal of fitness value.

For its simplicity and high efficiency, PSO has attracted
many researchers since its appearance, and many variants of
PSO have been proposed to better balance exploration and
exploitation [11], [12], [13]. Some earlier researches commonly
focus on parameter selection [11], [14], [15], [16]. Shi and
Eberhart introduced the inertia weight coefficient to control
the scope of the search and managed to balance global and
local searching [11], [15]. Clerc and Kennedy proposed a vari-
ant with constriction coefficient and proved its similar alge-
braic effects as the variant with the inertia weight coefficient
[16]. Apart from model coefficients, some innovative learning
strategies are adopted in some studies [12], [17], [18], [19].
Mendes et al. noticed the excessive dependence on the best-
performed neighbor of each particle, and introduced the fully
informed particle swarm (FIPS) [19], where all neighbors of a
particle contribute to its velocity updating. Liang et al. pro-
posed comprehensive learning particle swarm optimizer
(CLPSO) [12], in which particles learn from different neigh-
bors on each dimension separately, to make the swarm avoid
getting trapped into local optima to some extent. Considering
concepts of quantum mechanics, Sun et al. and Yang et al.
introduced quantum behavior into particle swarm optimiza-
tion algorithm [20], [21], showing the advantages and leading
many further research studies [22], [23], [24]. The topology
structure is another important aspect [6], [13], [25], [26], [27],
[28], [29], [30], since it determines the interaction pattern of
the swarm in PSO. As is widely known, the canonical version
of PSO, introduced by Kennedy and Eberhart, adopts a fully-
connected topology structure (Fig. 1a) [6], where each particle
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(a) fully-connected (b) ring

Fig. 1. Representative topology structures adopted in PSO.

(c) scale-free

could directly interact with any other particles in the whole
swarm. Although canonical PSO converges fast, it tends to be
easily trapped in local optima because of the lack of time for a
comprehensive searching in the solution space. To address
such a defect, Kennedy later proposed PSO with ring (circle)
structure (Fig. 1b) [13], where each particle can only interact
with two neighbor particles rather than with all particles
directly. Admittedly, particles within the ring structure could
explore the searching space more carefully to avoid local
optima and find out more promising regions, but the conver-
gence speed is hard to be guaranteed. Some other regular
structures such as wheel, star and von Neumann were dem-
onstrated to be able to make good results when solving some
specific problems [27]. Moreover, with the development of
network science, especially the proposal of small-world and
scale-free model in 1998 and 1999 respectively [31], [32], peo-
ple got more inspirations on the population structure of PSO.
Gong and Zhang proposed small-world PSO which permits
particles to occasionally interact with non-neighbor particles
by small-world randomization [30].

An important property of real networks is scale-free-ness,
i.e., the node degree follows a power law [32]. The degree het-
erogeneity of scale-free networks (Fig. 1c) allows the hub
nodes (whose degrees are larger than a certain threshold) to
guide the system for exploitation and the non-hub nodes
(whose degrees are less than the threshold) to explore the
solution space. Employing scale-free networks, Liu et al.
introduced PSO with scale-free interactions (SFPSO) [29],
where scale-free structure makes the algorithm achieve a
good tradeoff between exploration and exploitation during
the optimization process. Also adopting scale-free network,
selectively-informed PSO (SIPSO) proposed by Gao et al. [28]
showed that when structural hub particles and non-hub par-
ticles employ different strategies, where hub particles get
information from all neighbors while non-hub particles only
learn from the best-performed neighbor, the system achieves
a better cooperation and a promising overall performance.

However, particles in most of the variants mentioned
above are with fixed interaction patterns during the optimi-
zation process. Particles can only learn from the neighbors
on the static topology structure, which limits the informa-
tion interaction in the swarm. On the basis of scale-free
structure whose advantages have been widely proved, a
PSO variant is expected to make particles flexibly change
interaction sources to better handle different situations dur-
ing the optimization process. Consequently, we propose a
particle swarm optimization with moving particles on
scale-free networks (MP-PSO), where particles are consis-
tently restricted in a static scale-free base network but are
partly free to adaptively change the swarm network with
the moving strategy during iterations. In MP-PSO, the adap-
tive moving strategy helps the particle swarm cope with

varies of complicated and uncertain situations, and particles
are more likely to get useful information during each itera-
tion. Numerical experiments show that MP-PSO has a supe-
rior performance, especially on multimodal problems.

The rest of this paper is organized as follows. Section 2
introduces MP-PSO in detail and gives some premised infor-
mation. Section 3 compares the results of six PSOs, demon-
strates some discussions mainly concerning the property of
the algorithm macroscopically and microscopically. Section 4
applies MP-PSO to solve the arrival sequencing and schedul-
ing problem to demonstrate its applicability. Section 5 makes
a conclusion.

2 MATERIAL AND METHODS

2.1 Canonical PSO

First, we give a brief introduction of the canonical PSO with
constriction coefficient [6], [16]. Suppose the dimension of the
searching space is D and the size of particle population is N,
and the ith particle has its position z; = (z},2?,...,2P) and
its velocity v; = (v}, 17, ...,v?). During iterations, the velocity
and position of each particle are updated on the basis of the
following methods:

U?HX*(v;-iJrcl*n*(pffxf)Jch*rg*(pgfwf)) 1
ad 28 4ol (2)

where x controls the speed of convergence, c¢; and ¢; are accel-
eration coefficients, and r; and ry are independent random
numbers in range [0, 1]. In the methods above, p; = [p}, ...,
pd,...,pP] refers to the best position particle i has reached
ever beforeand p, = [p}, ..., p, ..., p. ] refers to the best posi-
tion all particles discovered in a fully-connected structure.

During the whole optimization process, each particle has
a dynamic fitness value corresponding with its current posi-
tion. p; and p, of each particle are also updated during each
iteration if a better fitness value is available. This process
iterates continuously until a certain number of time or a cer-
tain goal of fitness value is met.

2.2 MP-PSO

Base Network. In the initial stage, a base scale-free network
with Np nodes is established adopting BA scale-free model
(Fig. 2a), which is proposed by Barabasi and Albert in 1999
[32]. With my initial interconnected nodes, the network adds
nodes one after another separately. When new nodes are
added, each connects to m (m < my) different existing nodes
and the probability of building connection with node ¢, F;, is
related to the degree of node i (k;) and of other existing nodes
as follows:

Pi=ki/> ki ®3)
J

where j traverses all existing nodes. In other words, new
nodes are more likely to connect with high-degree hubs,
and the number of edges among all nodes approximately
follow power law property in the end.

Swarm Network. In MP-PSO, Ng (Ng < Np) particles are
randomly assigned in the base network (Fig. 2b). Particles,
as well as edges between them, make up the swarm net-
work (Fig. 2c). Obviously, the structure of swarm network
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(a) base network

(b) base network with particles

(c) swarm network

Fig. 2. Networks in MP-PSO. Light edges represent edges in the base network, and bold edges represent edges in the swarm network. White nodes
represent vacant nodes, and red nodes represent nodes occupied by particles. In (c) dashed nodes are not involved in the swarm network.

determines the information spread pattern during the opti-
mization process. The velocity update method of each parti-
cle in MP-PSO is as follows:

fo X*(v;j+c1 *rl*(pffmf)Jch*rQ*(pfi ij)), 4)
where p,; refers to the best position discovered by the ith
particle and its neighbors in the swarm network, and the
position update method is the same as Equation (2).

Since there are two networks in our MP-PSO, namely
base network and swarm network, here we define two con-
cepts concerning degree, kg and kg. kg of a node refers to its
degree in the base network, while kg is the degree in the
swarm network. For example, in Fig. 2, kp of node i and j is
7 and 4 respectively (Fig. 2a), and their kg are 0 and 2
(Fig. 2c). Note that kp of each node is constant during the
optimization process since the base network is static, while
kg can be varied during iterations with the moving strategy,
which will be discussed detailedly in the next part.

Moving Strategy. The key point of MP-PSO is the moving
strategy, according to which the swarm network adaptively
changes. First, we define a time counter ¢; for each particle 4,
which denotes the number of generations that its p; ceases
improving. If ¢; reaches a preset value Ty, particle 7 is quali-
fied. A qualified particle can move to a vacant neighbor node
if there is at least one vacant position in its base network
neighbors, carrying its position and velocity information as
well as p; and p,;. Consequently, the structure of swarm net-
work is changed, as is shown in Fig. 3. Note that the destina-
tion of a particle is chosen randomly if more than one vacant
neighbor nodes are available, and if a particle cannot move
because of the lack of a vacant neighbor node, it remains on
the current topology position and ¢; will keep increasing with-
out a reset, until it moves successfully to a vacant neighbor
node in further iterations or its p; is updated. The movement
of particles can lead to two effects: converging and diverging.
Figs. 3a and 3b show the converging effect, where the move-
ment can make the swarm network denser and the informa-
tion can spread more fluently, corresponding to the facility of
exploitation. Conversely, Figs. 3c and 3d show the diverging
effect, where the movement can make the swarm network
sparser. Obviously, the diverging effect is beneficial for explo-
ration. During the optimization process, the interaction pat-
tern will change due to the particles” movements and it may
make a good tradeoff between exploration and exploitation.

Parameter Setting. According to common practices, we
adopt x =0.7298 and ¢; = ¢» = 2.05 to update the velocity
and position of each particle during the optimization process
[8],[19], [29], [34], [35]. To build up the scale-free base network
in MP-PSO, we adopt parameters my =5 and m =2.

Obviously, the filling ratio (the ratio of the swarm network
size Ng to the base network size Np) may affect the optimiza-
tion performance of MP-PSO. If the filling ratio is too high, the
moving range of particles is so limited that the swarm net-
work is similar with the static topology structure in SFPSO; if
the filling ratio is too low, the swarm network is so sparse
that particles can hardly interact with others, leading to a ran-
dom search process. After extensive experiments, we select
Np = 80 as the base network size and Ng = 50 as the swarm
network size respectively. All experiment results are aver-
aged by 50 times after 5000 iterations. T}, represents the
movement threshold, and higher values of T}, make particles
hard to move. After massive experiments, we set T}, = 4. All
these values are as default in the rest of this paper.

2.3 Benchmark Functions
To test the performance of MP-PSO, 16 benchmark func-
tions are used in this paper (Table 1), including 5 unimodal
functions (fi-f;), 6 multimodal functions (fs-f11) and 5
rotated multimodal functions (f12- f16) [12], [20], [28], [33].
Specifically, f; is an easy problem for most algorithms to
solve, while f; is relative difficult and is sometimes treated
as a multimodal function when with a high D [12], [36]. f3 is

Convergence effect

Divergence effect

\

(c) (d)

Fig. 3. Moving process and two effects of the moving strategy in MP-PSO.
(a)-(b) show the converging effect where particle i moves to a vacant
neighbor node. (c)-(d) show the diverging effect as j's movement.
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TABLE 1
Optimization Benchmark Functions
Searching Dimen- Goal
Name Formula S .
pace sion Value
Unimodal functions
Sphere[33] filz) =2 z? [~100, 100]” 30 0.01
Rosenbrock[33] folz) = 271 100(20 1 — 22 + (2 — 1)° [—30,30]” 30 100
Schwefel’s P2.22[28] fa(@) =2 Ja] + T12, |l [~10,10]” 30 0.01
De Jong[20] falx) =0 ix? [—1.28,1.28]” 30 0.05
Quartic[28] fs(x) =7 ix! + random[0, 1) [—1.28,1.28]” 30 0.05
Multimodal functions
2
Yy (sin /71 292) ~0.5 —100,100]” 2 0.00001
Shaffer[20] fo(x) = 0.5+ T0.001 (21242377 [ ,100]
Rastrigin[33] fo(x) =2 22 — 10 cos (272;) + 10 [-5.12,5.12]” 30 100
Griewank([33] fo(@) = g oy @ =TI cos %+ 1 [—600, 600]” 30 0.05
Ackley[33] fo(z) = —20exp(—0.24 /%Zil ;) — exp(3 SP | cos2ma;) + 20 4 e [—32,32])” 30 0.01
Schwefel[33] fio(x) = 418.9829 x D + P a;sin |z, %) [-500, 500]” 30 2000
Weierstrass[33] fulz) =2 kmaz 1ok cos (2708 (2; + 0.5))]) — D x SF19 [0k cog (rb® —0.5,0.5]” 30 0.01
i=1 k=0 k=0
a=0.5,b=3,kmax =20
Rotated Multimodal functions
Rotated Rastrigin[33] fia(@) = 2 42 — 10 cos (2my;) + 10 [-5.12,5.12]” 30 100
Rotated Griewank[33] fia(@) = g5 o vt =TI cos+1 [—600, 600]” 30 0.05
Rotated Ackley[33] fia(z) = —20exp(—0.24/L5°2 4,2) —exp(A 2 cos2my;) 4+ 20 + € —32,32] 30 0.01
y D i=1 Y D i=1 Y
) 1
Rotated Schwefel[33] fis(x) =418.9829 x D+ P 2 2 = { yisin (|yi[?) , ly:] < 500 [~500, 500" 30 2000
0.001(|yi| — 500)* |yi| > 500
y =M x (z —420.96) + 420.96
Rotated Weierstrass[33]  fig(z) = 327, (321" [a* cos (27" (y; + 0.5))]) — D x S04 [aF cos (7b*)]  [-0.5,0.5]" 30 1

a=0.5,b =3, kmax

=20

similar with f; but with non-differentiable points, and f;
adds a random interference on the basis of f;. Most multi-
modal problems are much more difficult. fy has some minor
local optima. fs, f7 and fiy involve a large number of deep
local optima and fs makes linkages among variables, while
only a set of points in f;; are differentiable [12]. For rotated
multimodal functions, algorithms cannot solve the prob-
lems by dealing with each dimension separately. To estab-
lish a rotated function in this paper, an orthogonal matrix
M is generated using Salomon’s method [37], and the posi-
tion of each particle z is left multiplied by M to get the
rotated position y (except for fi5), which is used to calculate
the fitness value. The rotated functions have similar shapes
of the original functions, but the problems are more difficult
for algorithms to solve [12].

3 RESULTS AND DISCUSSIONS

The performance of MP-PSO is compared with three PSOs
with static interaction patterns: fully-connected (FPSO), ring
(RPSO) and scale-free (SFPSO), and two PSOs with different
learning strategies: selectively-informed (SIPSO) and quan-
tum behavior (QPSO). Note that two important parameters
are set as reasonable values k. =5 and g = 0.96 in SIPSO
and QPSO respectively [20], [28], and the number of par-
ticles in all PSOs is set to 50 in the following experiments.
We first examine the result of solution quality R (Table 2).

As all selected benchmark functions are minimization prob-
lems, smaller results reflect better performance. Here the
best sets are marked in bold. FPSO performs better on 3 of 5
unimodal functions due to its high speed on information
spreading. MP-PSO can obtain best results on 6 of 11 multi-
modal and rotated multimodal problems (including 3 multi-
modal functions and 3 rotated multimodal functions),
remarkably outperforming other algorithms. It can be attrib-
uted to the flexible moving strategy, which may make the
algorithm jump out of local optima via the cooperation of
converging and diverging effects. Fig. 4 depicts the number
of times that each algorithm performs top-Z among all the
16 benchmark functions [38]. It can be observed that the
curve of MP-PSO is never beneath that of any other PSO
algorithms, and it first reaches 16 at Z = 5, which shows its
outstanding performance in this aspect.

Table 3 shows the results of the convergence speed ()
(iteration times required to meet the goal value), where ‘—’
indicates that the algorithm fails to reach the goal value
even once. MP-PSO only fails on fi5, while FPSO/RPSO/
SFPSO/SIPSO/QPSO cannot reach the goal value on 4/3/
3/2/2 functions respectively. As for the success rate
(Table 4), MP-PSO ranks first on 10 functions and second on
5 functions, while other PSOs perform poorly on some func-
tions more or less. Obviously, MP-PSO performs overall the
best concerning results of the three criterions.
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TABLE 2
Optimization Performance Results on Criterion R
Function FPSOI6] RPSOI13] SFPSO[29] SIPSOI28] QPSO[20] MP-PSO
Unimodal functions

fi 3.35F — 99 9.52F — 45 3.52F — 60 3.11E — 109 2.96F — 90 6.09F — 62
+1.83F — 98 +1.34F — 44 +1.83E — 59 +1.37F — 108 +1.47F — 89 +9.69F — 62

fo 1.17E 4+ 01 2.10F + 01 2.33E + 01 1.67F + 01 6.52F + 01 2.88F + 01
+1.81F + 01 +2.20F + 01 +3.90F + 01 +4.70E + 00 +1.48F + 02 +2.47F + 01

I3 7.88F — 27 8.60F — 27 4.54F — 25 7.80F — 60 1.56F — 67 1.01E — 36
+4.32F — 26 +5.65F — 27 +2.32F — 24 +4.53F — 59 +8.28F — 67 +1.16FE — 36

f1 2.12E — 159 1.98F — 67 8.89F — 93 1.46F — 111 2.63E — 100 1.31E —94
+1.46F — 158 +5.94F — 67 +6.28F — 92 +7.29F — 111 +1.42F — 99 +7.92F — 97

s 2.89F — 03 9.92F — 03 7.56F — 03 3.86E — 03 3.62F — 03 3.39F — 03
+1.10F — 03 +3.24F — 03 +2.40F — 03 +1.41F — 03 +1.74F — 03 +9.02F — 04

Multimodal functions

fe 1.41E—-03 1.94F — 04 1.94F — 04 5.23F — 10 1.54F — 03 040
+3.40F — 03 +1.37E — 03 +1.37E — 03 +2.61F — 09 +3.63F — 03

fr 7.16E + 01 6.59F + 01 5.44F + 01 1.88E + 01 2.20F 4+ 01 4.28F + 01
+1.48F + 01 +1.30F + 01 +1.70E + 01 +1.47E + 01 +6.71F + 00 +9.96 F + 00

fs 2.73FE — 02 247FE — 04 1.73E — 02 7.12FE — 03 1.56 E — 02 6.32F — 03
+3.64F — 02 +1.41F — 03 +2.79F — 02 +4.25FE — 03 +1.90F — 02 +8.85F — 03

fo 1.23E + 00 799FE — 15 8.86F — 01 9.15E — 15 1.06E — 14 7.76E — 15
+7.81F — 01 +0 +8.56E — 01 +5.24F — 15 +3.45F — 15 +9.01F — 16

f10 3.53F 4+ 03 3.44F + 03 3.67TF + 03 4.02FE + 03 2.27F + 03 3.24F + 03
+6.68F + 02 +5.55E 4+ 02 +6.55E + 02 +6.45F + 02 +5.06E + 02 +7.98E + 02

i 4.03E + 00 6.63F + 00 4.07E + 00 1.63F + 00 1.35F + 00 1.13E + 00
+1.88F + 00 +2.87F + 00 +1.70E + 00 +1.04F + 00 +1.86F + 00 +1.03E + 00

Rotated multimodal functions

f12 1.80F + 02 1.76 E + 02 1.67TE + 02 1.54F + 02 1.99F + 02 1.42F + 02
+2.82F 4 01 +1.40F + 01 +2.36E + 01 +2.73F 4+ 01 +1.90F + 01 +1.98E + 01

fi3 9.37TE — 02 040 7.03F — 02 4.20F — 03 1.67E —01 1.06E — 03
+1.68F — 01 +1.48FE — 01 +1.62F — 02 +2.63F — 01 +5.52F — 03

fia 9.91F — 02 7.99F — 15 9.89F — 14 8.82F — 15 1.14FE — 14 7.99F — 15
+3.16F — 01 +0 +3.20E — 15 +2.22FE — 15 +3.59F — 15 +1.47F — 15

f15 5.86F 4 03 5.23F + 03 5.24F 4+ 03 5.81F 4 03 5.76F + 03 4.93F + 03
+5.91F + 02 +6.21F + 02 +8.31E + 02 +6.67FE + 02 +8.09F + 02 +8.09F + 02

fi6 1.92F + 01 1.06 £ + 01 1.24F + 01 5.30E — 02 2.93F + 01 3.11E + 00
+8.49F + 00 +1.12E + 01 +9.73E + 00 1.28E — 01 +1.01F + 01 +5.05E + 00

To investigate the underlying mechanism of the excellent
performance of MP-PSO, we analyze the optimization pro-
cess from a network science view. Here a representative
multimodal function Rastrigin (f7) is chosen in all following
experiments.

//7

number of functions
(o]
T

6L @ FPSO -
RPSO
4r "— SFPSO |
—4— SIPSO
2r ¥ —»— QPSO
—e— MP-PSO
0 -
1 1 1 1 1 1
1 2 3 4 5 6

Fig. 4. The top-Z curves of the algorithms among the 16 benchmark
functions, where Z = 1,2,... 6.

As can be learned from Fig. 3, the base network in MP-PSO
is static, while the swarm network changes with the particle
movements. In general, the denser the swarm network is, the

TABLE 3
Optimization Performance Results on Criterion Q
Func. FPSO RPSO SFPSO SIPSO QPSO MP-PSO
Unimodal functions
fi 317 698 518 283 363 508
fo 515 806 940 258 586 733
f3 478 763 669 325 300 562
fu 103 233 176 63 526 169
fs 361 1097 736 108 708 531
Multimodal functions
f6 533 584 694 351 601 293
fr 163 437 365 179 164 300
fs 304 682 490 325 342 481
fo 409 896 704 327 462 599
fio — — 528 - 464 455
fi — - - 847 631 1084
Rotated multimodal functions

Ji2 - - - 2576 — 3937
fis 1817 773 863 745 906 602
fuua 755 939 726 389 562 592
fis — 1644 — - — —
fi6 1647 2808 1752 1760 1191 938
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TABLE 4
Success Rate after 5000 lterations
Func. FPSO RPSO SFPSO SIPSO QPSO MP-PSO
Unimodal functions
f 1.00 1.00 1.00 1.00 1.00 1.00
fa 0.98 1.00 0.96 1.00 1.00 1.00
f3 1.00 1.00 1.00 1.00 1.00 1.00
1 1.00 1.00 1.00 1.00 1.00 1.00
f5 1.00 1.00 1.00 0.98 1.00 1.00
Multimodal functions
fe 0.86 0.98 0.94 1.00 0.74 0.94
fr 0.98 1.00 1.00 1.00 1.00 1.00
fs 0.92 1.00 0.90 1.00 0.98 1.00
fo 0.30 1.00 0.38 1.00 1.00 0.96
f10 0.00 0.00 0.02 0.00 0.28 0.02
fi1 0.00 0.00 0.00 0.06 0.12 0.30
Rotated multimodal functions

fi2 0.00 0.00 0.00 0.36 0.00 0.18
f13 1.00 1.00 0.84 0.96 0.68 0.98
f1a 0.86 1.00 1.00 1.00 1.00 1.00
fis 0.00 0.06 0.00 0.00 0.00 0.00
fi6 0.02 0.50 0.24 0.52 0.04 0.88

faster the information spreads. Fig. 5a shows the variation of
ks during the optimization process. It is found that kg contin-
uously increases, indicating that the swarm network concen-
trates with iterations. From Fig. 5b, we can observe that there
are 5 or 6 connected components of the swarm network in the
initial state but only about 2 components after the evolution,
showing the same concentrating trend as in Fig. 5a. Although
the swarm network gets denser during the optimization pro-
cess, however, the curve of N,, in Fig. 5c indicates that it does

not concentrate blindly, which may induce premature.
Instead, there are even more moving particles in the last
period (please see Fig. 5¢). The increasing number of moving
particles presents some possibilities of exploration.

Fig. 6 shows four snapshots of the base network with par-
ticlesatt = 0,¢ = 5,¢ = 2000 and ¢ = 5000 respectively. Obvi-
ously, with 4 connected components, a random beginning
(Fig. 6a), the swarm network converges rapidly to one single
component once the particle moving is first permitted at ¢ = 5
(Fig. 6b). During the later period of optimization process, the
giant component still exists, but more particles occasionally
separate from the giant component and explore by themselves,
making the swarm explore the searching space and may find
more promising regions (Figs. 6c and 6d).

As can be found in Fig. 6, particles located on hub nodes
are always within the giant component, while particles sep-
arating from the giant component are mainly located on
non-hub nodes. It seems that the structural properties of
nodes have significant impacts on the behaviors of particles
located on them during iterations. Hence, we further inves-
tigate the effects of kp, the node degree in the base network,
on particle moving behaviors.

Fig. 7a shows the frequency that the node is occupied by
a particle. Obviously, nodes with larger kg obtain higher
foce, indicating that hub nodes are more possibly to be
occupied. In the scale-free network, the degree distribution
is heterogeneous. Once a hub node with large kp becomes
vacant, numerous particles on its neighbor nodes will occupy
it. In Fig. 7b, the curve of move desire fo4 decreases with the
increase of kg, showing that particles on hub nodes are more
inert to move. For particles located on hub nodes, they can col-
lect information from more sources, and thus can get more
high-quality information to update their p;. Conversely, the
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Fig. 5. (a) Variation of ks, which denotes the average kg for all nodes in the swarm network. (b) Variation of 7., which denotes the average number of
connected components in the swarm network. (c) Variation of N,,, which denotes the number of moving particles during each iteration.

(c) 2000

(d) t=5000

Fig. 6. Snapshots during an optimization process. The size of the colored nodes is positively correlated to kg, and the different colors represent dis-
tinct components in the swarm network (red components denote the giant components).
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Fig. 7. (a) focc = tocc /5000 denotes the frequency that the node is occupied by a particle in 5000 iterations, where tocc is the occupied times of the
node during the whole process. (b) foua = toua/tocc denotes the frequency that the particle located on the node is qualified, where ¢4 is the quali-
fied times that a particle i meets t; > T;,,, and fiov = traov/tocc denotes the frequency that the particle moves away from the node, where t 0y is

the iteration times that the particle located on the node moves away.

move frequency fior shows a just opposite trend (Fig. 7b). We
can conclude that moving behaviors of particles on hub and
non-hub nodes are quite different. For a hub particle (such as
particle s in Fig. 3d), the move desire and the move frequency
are almost the same, indicating that it can move once it wants
to move. This is guaranteed by its large neighbor sets in the
base network. However, particles on non-hub nodes present
strong move desires but much lower move frequency. For a
non-hub particle (such as particle / in Fig. 3b), its p; can hardly
update due to the poor information sources. Although the
move desire can be very strong, it cannot move if there does
not exist a vacant node in its neighbor set. Furthermore, even if
a non-hub particle is allowed to move (such as particle j in
Fig. 30), since the neighboring hub nodes are always occupied,
it will possibly leave the giant component to explore by itself
(Fig. 3d). As a result, the particles on hub nodes take on the
main responsibility of the optimization, while particles on
non-hub nodes guarantee an appropriate exploration ability of
the swarm during the evolution. The cooperation between par-
ticles on hub and non-hub nodes achieves an overall better
performance.

4 A CASE STUDY ON THE ARRIVAL SEQUENCING
AND SCHEDULING (ASS) PROBLEM

To demonstrate the applicability of MP-PSO, we use it to
solve the arrival sequencing and scheduling (ASS) prob-
lem, which has attracted considerable discussion in the
field of Air Traffic Control (ATC) during past decades
[39], [40], [41].

4.1 Problem Description

The ASS problem can be simplified as generating efficient
landing sequences and landing times of a certain number of
arriving flights, to minimize both the total delay of all arriv-
ing flights (T4, and the total time of the entire process
(Tyengtn) [41]. For the sake of safety, the minimum permissi-
ble time between two successive landing flights is restricted
by the landing time interval (LTI), depending on the feature
of the two aircrafts [41], [42].

The goal of ASS problem is usually to minimize
Tielay, and Tjepg, is also sometimes adopted as the index
for optimization [41]. In our experiment, we adopt Tiea,
and the objective function can be simply defined as
follows:

D
min Tdelay = ZtA(X(l) - tP(Xd)v (5)
d=1
s.t.

tA(Xd) = max(tp(Xd), tA(X,j,l) + S(Xd,th)), (6)

where X is the dth landing flight in the optimized sequence,
S(X4-1,X4) indicates the LTI between flight X,;_; and Xj,
while t4(X,) and tp(X) are the actual and predicted landing
time of the corresponding flight.

To perform ASS, the simplest method is first-come-first-
serve (FCFS), which shares the same order based on the pre-
dicted landing time. Although the schedule it establishes is
relative fair and safe, some useful information is ignored
[41], and thus optimization methods are required to solve
the problem better.

4.2 Data Sets

In our following experiments, the total number of flights is set
to Np = 50. For simplicity, we choose four types of common
commercial aircraft (A, B, C and D) and the LTI between them
are shown in Table 5 [41]. For a landing sequence data, tp is
the predicted landing time, whose elements obey uniform dis-
tribution in range of (0,5000), and type is the type of aircraft,
and the ratio of the four types of aircraft is 5:3:1:1.

4.3 Simulation Results

The performance of MP-PSO is compared with other PSO algo-
rithms by optimizing the original landing sequence, as well as
with FCFS method. To simply illustrate how FCFS method and
optimization algorithms work, Table 6 gives the predicted
landing sequence and optimization results in a single test.
Note that 7., of each method and algorithm is calculated and

TABLE 5
Minimum LTI between Four Types of Common
Commercial Aircraft

type of the following aircraft j

S(i,7)(s) A B C D
A 96 200 181 228
type of the leading B 72 80 70 110
aircraft i C 72 100 70 130
D 72 80 70 90
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TABLE 6
Predicted Landing Sequence and Results of FCFS Method and Algorithms in a Single Test
Predicted FCFS FPSO RPSO SFPSO SIPSO QPSO MP-PSO
No. Type tp(s) No. ta(s) No. ta(s) No. ta(s) No. ¢4(s) No. t4(s) No. ta(s) No. ta (s)
1 B 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
2 A 258 2 258 2 258 2 258 2 258 2 258 2 258 2 258
3 B 474 3 474 3 474 3 474 3 474 3 474 3 474 3 474
4 A 480 4 546 4 546 4 546 4 546 4 546 4 546 4 546
5 A 1039 5 1039 5 1039 5 1039 5 1039 5 1039 5 1039 5 1039
6 A 1097 6 1135 6 1135 6 1135 6 1135 6 1135 6 1135 6 1135
7 A 1169 7 1231 8 1231 7 1231 7 1231 8 1231 7 1231 8 1231
8 A 1171 8 1327 7 1327 8 1327 8 1327 7 1327 8 1327 7 1327
9 B 1174 9 1527 9 1527 9 1527 9 1527 9 1527 9 1527 9 1527
10 D 1315 10 1637 12 1607 12 1607 12 1607 12 1607 10 1637 12 1607
11 A 1467 11 1709 13 1687 13 1687 13 1687 13 1717 16 1727 13 1687
12 B 1547 12 1909 10 1797 17 1797 16 1797 16 1807 17 1817 10 1797
13 B 1616 13 1989 16 1887 10 1887 17 1887 17 1887 13 1897 17 1887
14 A 1627 14 2061 17 1977 16 1977 18 1967 10 1997 18 1977 16 1977
15 A 1630 15 2157 20 2057 18 2057 20 2048 18 2077 20 2057 20 2057
16 D 1691 16 2385 18 2137 20 2137 15 2120 20 2157 12 2137 18 2137
17 D 1734 17 2475 19 2209 14 2209 19 2216 19 2229 14 2209 15 2209
18 B 1783 18 2555 15 2305 11 2305 11 2312 14 2325 11 2305 14 2305
19 A 1923 19 2627 11 2401 15 2401 14 2408 11 2421 19 2401 21 2401
20 B 2048 20 2827 21 2497 21 2497 21 2504 21 2517 15 2497 19 2497
21 A 2283 21 2899 14 2593 22 2697 22 2704 15 2613 21 2593 11 2593
22 B 2616 22 3099 22 2793 24 2777 24 2784 23 2709 23 2689 23 2689
23 A 2643 23 3171 24 2873 26 2847 29 2864 25 2805 28 2785 25 2785
24 B 2694 24 3371 29 2953 25 2919 27 2974 28 2986 25 2881 28 2881
25 A 2705 25 3443 27 3063 28 3015 10 3064 26 3058 26 3062 26 3062
26 C 2717 26 3624 26 3133 19 3111 26 3134 24 3258 24 3162 24 3162
27 D 2733 27 3754 23 3205 23 3207 30 3206 22 3338 29 3242 22 3242
28 A 2763 28 3826 30 3301 30 3303 28 3302 29 3418 22 3322 29 3322
29 B 2785 29 4026 28 3397 29 3503 25 3398 27 3528 31 3403 31 3403
30 A 3010 30 4098 25 3493 31 3583 32 3494 30 3600 27 3513 27 3513
31 B 3403 31 4298 32 3589 27 3693 23 3590 32 3696 32 3585 32 3585
32 A 3465 32 4370 33 3702 32 3765 31 3790 33 3792 30 3681 30 3681
33 A 3702 33 4466 34 3798 33 3861 35 3860 34 3888 36 3777 36 3777
34 A 3738 34 4562 36 3894 38 3957 37 3930 31 4088 33 3873 33 3873
35 C 3743 35 4743 38 3990 37 4138 38 4002 39 4168 34 3969 38 3969
36 A 3777 36 4815 37 4171 35 4208 33 4098 41 4238 38 4065 34 4065
37 C 3785 37 4996 41 4241 41 4278 34 4194 35 4308 40 4161 40 4161
38 A 3848 38 5068 35 4311 39 4378 36 4290 37 4378 43 4257 43 4257
39 B 4052 39 5268 31 4411 42 4488 44 4386 38 4450 37 4438 35 4438
40 A 4121 40 5340 39 4491 44 4560 40 4482 40 4546 41 4508 37 4508
41 C 4140 41 5521 42 4601 40 4656 45 4578 43 4642 45 4580 41 4578
42 D 4160 42 5651 44 4673 45 4752 41 4759 36 4738 46 4761 46 4648
43 A 4162 43 5723 43 4769 43 4848 46 4829 45 4834 39 4861 44 4720
44 A 4286 44 5819 40 4865 50 4959 39 4929 44 4930 47 4941 45 4816
45 A 4465 45 5915 45 4961 48 5159 47 5009 46 5111 49 5021 47 5016
46 C 4648 46 6096 48 5161 49 5239 49 5089 47 5211 48 5101 49 5096
47 B 4788 47 6196 49 5241 47 5319 42 5199 48 5291 42 5211 48 5176
48 B 4903 48 6276 47 5321 46 5389 48 5279 49 5371 35 5281 39 5256
49 B 4942 49 6356 46 5391 36 5461 50 5351 42 5481 44 5353 42 5366
50 A 4959 50 6428 50 5463 34 5557 43 5447 50 5553 50 5449 50 5438
Tielay 39807 16667 18446 16826 16399 16444 15895
presented at the bottom of Table 6. Obviously, T4, of MP-PSO
TABLE 7 is less than that of FCFS method and other algorithms.
Simulation Results on ASS Problem Table 7 shows the statistic results for 50 individual runs,

indicating 7,y of FCFS method and all optimization algo-
Method Mean (s) SD (s) Best (s) Worst (s) rithms. In Table 7 the best sets are marked in bold, where
FCFS 39807 - - - one can see that MP-PSO performs better than other PSO
EIID’SS(C)) ;Sgggég :1),324113(5) 122% g%gg? algorithms. The overall performances demonstrate the
SFPSO 21607 14 366750 16826 34900 applicability of MP-PSO when solving real-world problems.
SIPSO 18602.32 2030.79 16399 25040
QPSO 17704.52 1108.74 16444 20435 5 CONCLUSION
MP-PSO 17631.82 957.20 15895 19379 In this paper we propose MP-PSO, a variant version of scale-

free networked PSO with a moving strategy. In MP-PSO,
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particles are permitted to adaptively move in a static scale-
free base network, to change their interacted neighbors for
more useful information. We select 16 widely-used bench-
mark functions to test the performance of MP-PSO and it
shows better results than other five PSOs with fixed interac-
tion sources or different interaction modes to a large extent,
especially on multimodal functions. Our analysis presents
that the swarm in MP-PSO generally gets denser during the
optimization process, which benefits for information spread-
ing, while particles are significantly more active in the final
stage adopting the moving strategy, indicating some possibili-
ties of exploration. We further study the moving behavior of
particles, demonstrating that particles on hub and non-hub
nodes play different but cooperative roles. In particular, the
particles on hub nodes take the main responsibility of the opti-
mization, while particles on non-hub nodes guarantee an
appropriate exploration ability of the swarm. The cooperation
between particles on hub and non-hub nodes helps to achieve
an overall better performance. The applicability of MP-PSO to
real-world optimization problems is demonstrated by solving
the arrival sequencing and scheduling problem at the end of
the paper.
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