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Cognitive Popularity based AI Service Sharing for
Software-Defined Information-Centric Networks
Siyi Liao, Jun Wu, Jianhua Li, Ali Kashif Bashir, Shahid Mumtaz, Alireza Jolfaei, and Nida Kvedaraite

Abstract—As an important architecture of next-generation
network, Software-Defined Information-Centric Networking (SD-
ICN) enables flexible and fast content sharing in beyond the
fifth-generation (B5G). The clear advantages of SD-ICN in fast
and efficient content distribution and flexible control make it
a perfect platform for solving the rapid sharing and cognitive
caching of AI services, including data samples sharing and
pre-trained models transferring. With the explosive growth of
decentralized artificial intelligence (AI) services, the training and
sharing efficiency of edge AI is affected. Various applications
usually request the same AI samples and training models, but
the efficient and cognitive sharing of AI services remain unsolved.
To address these issues, we propose a cognitive popularity-
based AI service distribution architecture based on SD-ICN.
First, an SD-ICN enabled edge training scheme is proposed to
generate accurate AI service models over decentralized big data
samples. Second, Pure Birth Process (PBP) and error correction-
based AI service caching and distribution schemes are proposed,
which provides user request-oriented cognitive popularity model
for caching and distribution optimization. Simulation results
indicate the superiority of the proposed architecture, and the
proposed cognitive SD-ICN scheme has 62.11% improved to the
conventional methods.

Index Terms—cognitive popularity, decentralized big data,
Software Defined Information-Centric Network (SD-ICN), service
sharing.

I. INTRODUCTION

RECENTLY, Software-Defined Networking (SDN) and
Information-Centric Networking (ICN) have been exten-

sively studied as the mainstream architectures of the next-
generation network. When SDN meets ICN, they will greatly
enhance network management, such as traffic engineering,
routing and service chaining [?]. The separation of control
and forwarding of SDN and the well-developed OpenFlow
protocol can be combined with the characteristics of dynamic
naming and efficient content distribution of ICN. Therefore, as
an integration of them, Software-Defined Information-Centric
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Networking (SD-ICN) has become an important content shar-
ing and distributing network architecture in the beyond fifth-
generation (B5G) [?]. It offers centralized control and in-
network caching which makes it more ideal for a wide range
of network devices. In the in-network caching and content
distribution scheme of SD-ICN, every intermediate SD-ICN
switch can provide interest or data on behalf of the original
producer, reducing the so-called flash crowd situation [?].
Recent studies pointed out that content sharing service scales
better in an SD-ICN architecture than the traditional host-
centric IP model [?]. The clear advantages of SD-ICN in
fast and efficient data transmission, content distribution and
reliability assurance make it a very promising network model
for AI service sharing, including data samples sharing and
pre-trained models transferring [?].

Recognizing, discovering and extracting potential patterns
from massive data is the core utility of big data analytics as
it results in higher levels of insights for decision making and
trend prediction [?]. Therefore, massive data capturing devices
and sensors are deployed and distributed to gather continuous
data for edge learning applications. Thanks to the recent
advancement in fast computing, efficient storage and novel
machine learning algorithms, more attention has been drawn
in the area of big data analytics and knowledge extraction for
diverse applications. Fast and efficient connectivity of these
smart devices enables many valuable and remarkable appli-
cations like smart home, intelligent transport, e-health, smart
grid, and smart cities [?]. Decentralized big data and machine
learning tasks are fully integrated, bringing intelligence and
cognition to the network.

However, the widespread deployment of edge learning also
brings new problems that are not met by existing models (ie.
homogenous learning models are repeatedly trained, models
with smaller data volumes are easily over-fitting, etc.). The
users will inevitably produce similar machine learning tasks,
they need the same type of data, and even expect the same
training results. For example, with the development of transfer
learning, some models must be further trained on the existing
initial model. This will also place higher demands on the
sharing and distribution of the AI model. Without an effective
sharing and fast distribution scheme, a large number of tasks
will be repeatedly trained at the IoT edge and the same type
of data cannot be aggregated and used as well. Whats more,
a smaller amount of data samples will also lead to over-
fitting of the model. Therefore, invalid and meaningless model
training will be widespread, resulting in a waste of resources
and a decline in Quality of Service (QoS). How to integrate
decentralized data of the network for the training of AI models



remains to be resolved. Therefore, both the decentralized big 
data resources and the machine learning models are in need 
of effective management and cognitive sharing scheme.

To address these issues, We make full use of the advantages 
of SD-ICN to enable the network devices with the ability to 
cognize the popularity of the AI service. The contributions of 
our work are summarized as follows.
• An SD-ICN based architecture that enables the efficient

sharing and fast distribution of AI service is proposed,
including data samples sharing and pre-trained models
transferring. We have hierarchically defined the functions
and relationships between the various functional models.
Different packets in the proposed architecture are illus-
trated in detail.

• A novel scheme for effective edge training with decentral-
ized big data is proposed. In order to solve the problem
of repeat training and decline in model accuracy, similar
AI services with the same type of samples and training
results are aggregated and trained in the proposed SD-
ICN architecture by using the decentralized big data.

• We propose a cognitive popularity model for the opti-
mization of SD-ICN caching and distributing. We present
a detailed mathematical model to optimize the cache
space of the SD-ICN nodes and increase cache hit ratio
based on Pure Birth Process (PBP) and error correction.
Through the prediction and ranking of the request, we
implemented a dynamic update of the cache.

The remainder of this paper is organized as follows. The
related work is given In section II and the strengths of the
proposed scheme are described. Our system model of scheme
is presented in Section III. Both the basic implementation
of the architecture and design principles analysis in detail
are provided in Section IV. Simulation results are shown in
Section V to estimate the performance of the scheme. Final
conclusions are drawn in Section VI.

II. RELATED WORK

Related methods, including blockchain, AI and have been
extensively studied so as to provide the network with faster
and safer services [?] [?]. The development and expansion
of IoT makes it one of the major sources of big data, as it
connect a myrid of sensors and smart devices together to share
their captured status of the environments [?]. This also enables
the huge potential of edge AI and its related technologies,
including applications in transportation, medical, and security
[?] [?]. Voluminous amounts of data have been produced
and used, since the past decade as the miniaturization and
universalization of IoT devices [?]. Authors of [?] proposed a
heuristic approach in the edge-cloud-hybrid system for IoT so
as to increase the efficiency of big data service deployment.
By the monitoring of multiple factors, an innovative system is
presented for the detection and support of Obtrusive Sleep
Apnea (OSA) of elderly people using the available open
data [?]. A novel price forecasting model for Smart Grid is
introduced in [?] by the integration of Differential Evolution
(DE) and Support Vector Machine (SVM) classifier. Authors
of [?] presented and discussed a scalable and flexible Deep

Learning (DL) framework based on Apache Spark for mobile
big data, which enables the orchestration of DL models with a
large number of hidden layers and parameters on a computing
cluster.

On the other hand, the architecture of the next-generation
network has been widely discussed [?]. Based on the Software
Defined Network (SDN) technology, authors of [?] proposed a
content popularity prediction based on deep learning to achieve
the popularity prediction. It uses the computing resource and
link of SDN to build a distributed and reconfigurable deep
learning network. As an content-centric approach, ICN have
been recently regarded as an alternative to the traditional host-
centric network paradigm [?]. Obvious benefits of ICN in
terms of improved interest/content sharing scheme and better
reliability has already raised ICN as highly promising net-
working techeology for environments such as IoT [?]. A novel
cognitive ocean network (CONet) architecture is proposed as
well as its important and useful demonstration applications [?].
Authors of [?] proposed an ICN-IoT architecture in which ICN
nodes provide IoT gateways capabilities and ICN in-network
caching. In order to improve the energy efficiency of IoT, the
in-network caching of ICN is leveraged by authors of [?] to
propose a novel cooperative caching scheme based on the IoT
data lifetime and user request rate. Based on NDN, MR-IoT
defines schemes to execute MapReduce tasks on IoT includ-
ing computational tree construction and computational task
dissemination [?]. With IoT and ICN combined all together
with the Edge Computing concept, the cability of merging DL
models is discussed and studied in [?], such as Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN),
and Reinforcement Learning (RL). Although the research on
ICN and IoT has been extensive, few works have focus on
applying ICN to the sharing of AI services and data locations
in IoT. Efficient decentralized big data-based AI services are
in urgent need.

III. BASIC ARCHITECTURE

A. Proposed Artificial Intelligence Service Sharing

AI-capable devices are widely deployed at the edge of
the network and are deeply integrated with smart cities. The
aggregation of massive decentralized data and the richness of
edge computing resources at the edge of the network have s-
timulated a wide variety of artificial intelligence-based services
and applications. However, in heterogeneous IoT networks,
computing resources and edge data are often unbalanced, and
it is almost impossible to train models based on every demand
of user service. On the other hand, the extensive similar service
has been repeatedly requested by various applications and
users.

As shown in Fig.??, we regard the fog server as the
basic unit of content caching and distribution, and form an
information-centric network that connects massive IoT devices
and enable the sharing of various AI-based services. In the pro-
posed scheme, pre-trained Machine Learning (ML) models and
decentralized big data are cached in the fog node. When a user
requests a certain type of AI service, it first queries whether
the service model has been cached in the local fog node. If



Fig. 1: Scenarios of AI service sharing using SD-ICN.

the model is not available locally, the fog node broadcasts an
interest packet to other nodes in the network, waiting for the
returned information. If there is no ML model required by the
service in the network, the local fog node determines whether
to request the same type of data from other nodes according to
the service precision requirement and the local data amount.
If there is a large amount of relevant data locally, the fog
node calculates the model locally or requests nodes with
strong computing power nearby to complete the computing
task. When there is not enough data locally to support the
model training, the fog node broadcasts an interest packet
and waiting for feedback from other nodes. The fog server
therefore searches for workers as an edge master for AI model
training in an Edge MapReduce (EMR) approach so as to make
full use of computing resources at the edge of the network
and achieve rapid model training. EMR implements reliability
by distributing training of AI services to each available agent
in Fog, and the agents periodically return the latest states of
model training. With the advantage of SD-ICN, decentralized
big data based artificial intelligence services can be efficiently
and quickly distributed and cached at the edge of the network,
alleviating the imbalance of computing resources and edge
data. With the SD-ICN, the application of decentralized big
data applications and AI service management is enhanced,
providing a natural platform for edge intelligence.

Fig. 2: Architecture of integrated decentralized big data and
SD-ICN for AI service sharing.

B. Basic Architecture of the SD-ICN for AI Sharing

Because of the advantages of ML in forecasting, decision
making, perception and recognition, ML-based artificial intel-
ligence services have penetrated into all areas of smart cities,
including Industrial Internet of Things (IIoT), e-health, smart
home, Intelligent Transportation Systems (ITS) and education.
Due to the large scale of the aforementioned application
scenarios, the same type of service is often requested by
geographically distributed users. However, the existing tradi-
tional IP-centric networks are not efficient enough for high-
speed content distribution [?]. When a certain user needs to
continuously request a large amount of data, the traditional
network is not sensitive to the specific content of the request.
This has been significantly improved in the content-centric
SD-ICN architecture. Frequent task requests and efficient
content distribution need to be implemented by the caching
and forwarding mechanism of SD-ICN.

In the proposed architecture shown in Fig.??, SD-ICN



directly interfaces with the needs of upper-level users. For 
the upper Service Layer, ML-based models and edge data are 
hierarchically named according to the service requests of users 
and applications. The name act as the vital part of interest 
packets and data packets in order to request relevant content 
from the SD-ICN. All nodes in the SD-ICN network follow 
the same set of naming and matching rules. The model that 
needs the data matches the corresponding packet name in the 
fog node, so the same type of data packet can be used for 
training of multiple models.

The SD-ICN Layer is the core for the implementation of 
AI sharing and distributing. When the fog node receives an 
interest packet of a certain kind of data or service, it first 
queries whether there is a corresponding content that can 
be matched in the local cache to be returned. If there is 
no matching local-cached content in the cache, the Pending 
Interest Table (PIT) is queried, and if it exists in the PIT, 
the PIT is updated and the packet is discarded. If the interest 
package PIT is not matched, continue to query the Forwarding 
Information Base (FIB). If the request can be matched in the 
FIB, the interest packet is forwarded to the destination node 
according to the defined f orwarding r ule a nd t he interface, 
and the content of the PIT is updated. Otherwise, the interest 
packet is discarded. On the other hand, when the fog node 
receives the data packet, it also first q ueries t he l ocal cache. 
The packet is dropped if the packet already exists in the cache. 
Otherwise, continue to query the PIT. If the packet is matched 
in the PIT, the packet is cached and forwarded to all matching 
interfaces in the PIT, and the entry is subsequently removed 
from the PIT. If no match is found in the PIT, which means 
the data packet is irrelevant to the service or potential service 
of the node, and the data packet is discarded.

The Cognitive Caching ayer mainly implements model 
training and popularity-based cache. Massive edge data is 
aggregated in the fog node and preprocessed, structured, and 
secured. In addition to the current edge functions such as 
edge computing and device management, the fog nodes mainly 
act as the platform to manage the cached content and pre-
processing of the data in the proposed architecture. The fog 
node can pre-process the data, perceive the local potential 
service, and name the data in the same hierarchical way as 
the service layer. For locally generated ML tasks, the fog node 
provides services to local users in the order of: 1) local model 
cache 2) broadcast model request 3) local data training 4) 
request data for training.

C. Packet Definition in Proposed Architecture

The traditional ICN has only two kinds of packets, namely,
interest packets and data packets. In order to adapt to the AI
service sharing model proposed in this paper, this paper further
subdivides the function of the data packet. Fig.?? shows the
four kinds of packets in the proposed architecture: Service
Interest Packet (SIP), Data Interest Packet (DIP), Service
Model Packet (SMP) and Data Packet (DP). We have defined
the meaning of the fields in the packets as shown in Fig.??.
Different from the traditional ICN, the cache space is divided
into a data cache and a service model cache. They optimize

Fig. 3: Training, caching and distribution for AI service
sharing by cognitive SD-ICN.

the cache based on the content popularity to ensure a higher
cache hit rate. The fog node records the historical data of the
request and response by the access log, and uses this as a basis
to optimize the limited cache space. Each node optimizes its
own cache based on its calculated popularity, to ensure that
higher-popular content is more likely to be returned.

The specific functions of each type of data packet are as
follows:

1) Service Interest Packet (SIP): SIP is used to issue a
request for a specific AI model. SIP includes requirements for
service provider preferences, algorithm types, and the most
recent update time of the model.

2) Data Interest Packet (DIP): DIP is used to request
a certain type of data for training the model. DIP mainly
emphasizes various aspects of the requested data, including
data type, format, provider, security, etc.

3) Service Model Packet (SMP): The function of SMP is
to return the pre-trained AI model. Different aspects of the
information with the AI service are included in the header,
including the source provider of the model, the updater, the
update time, and the corresponding data type.

4) Data Packet (DP): DP returns the specified type of
data after preprocessing. The information in the DP header
is mainly used to match the requirements of the DIP.



D. Decentralized Big Data Management and Training

As the Edge Master (EM), the fog server distributes big data
tasks to Edge Workers (EW) in a MapReduce way, thereby
making full use of the idle resources at the IoT edge. Based
on the computing power of the EWs, the EM dynamically
allocates data and computational tasks to the EWs and sum-
marizes the parameters after the calculation is complete. It is
worthwhile to consider that, even for models that have already
been cached, further improvement in model accuracy is still
needed. Therefore, the data-model matching and the staged
training of the pre-trained models proposed below are also
deployed in the fog node. Therefore, we have established an
interaction mechanism for the cached decentralized big data
and the AI model. In general, the performance of the ML
model will improve as the amount of training data increases.
So the model cached in SD-ICN should also be improved
by corresponding data continuously, which is called Staged
Training. As shown in Fig.??, each fog node has a model
cache space and a data cache space, respectively. The pre-
trained models and the data generated and acquired by the
fog node are cached here. Through the model-data matching
mechanism, packets are matched with the names in the model
cache before being discarded or after being cached. When the
cache model of a fog node matches the data, the existing model
will be further trained with local data to make the model. In
this way, the accuracy of the model will be improved in stages.
On the other hand, before the node drops a useless data packet,
it also matches the packet with the existing model cache for
the update of models.

IV. PROBLEM FORMULATION AND PROPOSED ALGORITHM

A. Problem Formulation of Cognitive Cache Popularity

Edge fog nodes have limited cache space and can only store
a limited number of service models. Therefore, we need to
reasonably allocate the cache of the fog node based on the
historical request data to provide timely service for more likely
service requests. So we can think of the edge cache problem
as a problem based on historical request and service data to
determine the allocation of cache space at the current time or
in the future.

We assume that a service model is cached in the fog node
at time T0 for service sharing. At the current time T , the
total service time of the model is t = T − T0. For the service
request model of the fog node, we first consider the proportion
of different types of service requests. Taking into account the
time-varying data throughput, communication resources and
requests of each node, it is inevitable that the number of
requests as a measure of popularity will bring some errors.
So we define the following Request Index (RI).

Definition 1: We define the RI of service i as the ratio of
the request number of i − th request to the total n service
requests in the past period of time.

Ri(t) =

∑
t∈∆t ri,t∑

t∈∆t

∑n
j=1 rj,t · δj,t

(1)

TABLE I: Main symbols and explanations

Symbols Explains
T Current time

t = T − T0 the total service time
RI Request Index
Ri(t) The ratio of the i− th service request

number to the total n requests
N(ti) Number of requests at time ti
P (·) The probability of a certain state
E[·] The expectation of a certain state
λ The birth rate of PBP

r(ti) A set of discrete RI values
X The increment from r(ti−1) to r(ti)

Ψ(ti) equivalent birth rate contribution of RI
R Expectation of cumulative RI

RPE Difference between the expected RI and RI
RPC Corrected error value
Rc,x final request index of service x

A popularity-based cache optimization method can be ob-
tained by predicting the RI of all service requests received by
the fog node.

B. Pure Birth Process of Cache Popularity

The Pure Birth Process (PBP) is a special Markov Chain
(MC) that is widely used in growth prediction, data analysis,
and fault replacement [?] [?]. The core idea of cache optimiza-
tion is to make a reasonable allocation of future caches based
on historical request data, which is consistent with the basic
idea of PBP. Therefore, we can treat the historical request data
of a service received by the fog node as a PBP and predict
the request for a certain period of time, thereby optimizing
the fog node cache space. A non-decreasing, non-negative,
integer form of continuous-time Markovian process can be
called a PBP if it satisfies the following equation. For the
PBP in the fog node cache optimization, it can be denote
as {N(ti) | i ∈ [0, n]} and we use the following equations to
represent the process:

P {N(ti+1)−N(ti) = 1 | N(ti = k)}
λk(ti+1 − ti) + ok(ti+1 − ti)

P {N(ti+1)−N(ti) = 0 | N(ti = k)}
1− λk(ti+1 − ti) + ok(ti+1 − ti)

N(0) = 0

(2)

where P (·) represents the probability of a certain state,
P {N(ti+1)−N(ti) = 0 | N(ti = k)} in the above equation
represents the probability of N(ti) growth and λk is the birth
rate of PBP. N(0) = 0 is the initial condition of the caching
process, indicating that there is no cache of the content in the



fog node at the beginning. Through the initial conditions of 
PBP we can get the following difference equations for this 
process.


dP0(ti)
dt = P ′0(ti) = −λk · P0(ti)

dPk(ti)
dt = P ′m(ti) = −λk · Pk(ti) + λk−1 · Pk−1(ti)

(3)

Eq.(3) is the differentiation of Eq.(2) to t. Solve the above
difference equation, we can get:

Pk(ti) = λk−1e
−λkti

∫ ti

0

eλmxPk−1(x)dx (4)

It is worth noting that although we get a general solution
to the growth probability here, this is not for the final cache
optimization prediction. λk is the birth rate parameter in PBP.
Since λk is unknown, we need to further calculate it based
on the historical data of the cache request. In addition, since
Eq. (1) is calculated not by an integer but by a percentage. So
we keep the result of Ri(t) with a 4-digit significant digit and
multiply it by 104. Therefore, Ri(t) can be used as an integer
in the PBP.

C. Popularity Prediction Based Cache Optimization

To solve the above problem and combine our popularity
prediction with PBP, we abstract the popularity prediction
problem into a linear PBP. The empirical distribution of the RI
indicates that the contribution of the historical cache content
growth rate λ to the current time prediction is not constant,
but changes over time. The contribution of our birth rate to
popularity is regarded as a function of the total service time t
of the model, making this process a linear PBP. We describe
this process as follows.

A series {r(ti) | i ∈ [0, n]} is a set of discrete RI values
that vary with time as measured by the fog node. This series
is considered to be a linear PBP, and the birth rate λr(ti) can
be expressed as λr(ti) = r(ti)ψ(ti). With Eq.(3), Eq.(4) and
λr(ti) = r(ti)ψ(ti), the differential equation of Liner PBP can
be rewritten into the following form.


dPr(ti−1)(ti)/dt = −r(ti−1)ψ(ti)Pr(ti−1)(ti)

dPr(ti−1+X)(ti)/dt = P ′r(ti−1+X)(ti) =

−(r(ti−1 +X)ψ(ti)Pr(ti−1+X)(ti)
+(r(ti−1 +X − 1)ψ(ti)Pr(ti−1+X−1)(ti)

(5)

where X is the increment from r(ti−1) to r(ti) and ψ(ti)
is the contribution of historical RI to the birth rate at time ti.
By the general form Eq. (5) of the solution of the difference
equation, the above differential equation has the following
solution.

Pr(ti)(ti) = Pr(ti−1+X)(ti) =

(
r(ti−1) +X − 1

X

)
·

e−r(ti−1)ψ(ti)(ti−ti−1)(1− e−ψ(ti)(ti−ti−1))X
(6)

Through the above solution, we can get the expected
situation of the request index of the specific content over

a period of time, that is, the expression of the probability
distribution Pr(ti)(ti) of the request index RI within the
period of time ti−1 to ti. By observing Eq.(7) we find that
Pr(ti)(ti) satisfies the conditions of the Pascal distribution. The
Pascal distribution is a positive integer form of the negative
binomial distribution, which describes the probability that the
nth success occurs at the xth time and is a statistically discrete
probability distribution. For this Pascal distribution Pr(ti)(ti),
we can get its conditional expectation E[r(ti) | r(ti−1)] as
follows.

Rti,ti−1 = E[r(ti) | r(ti−1)]

= r(ti−1) · eψ(ti)(ti−ti−1)
(7)

Through Eq.(8) we can get the popularity expectation
Rti,ti−1

at time t. According to the initial conditions of
the cache and the conditional probability, we can get the
cumulative request index value R = E[r(ti)] at time t.

R = E[r(ti)] = r(ti) · eΨ(ti)(ti−ti−1) (8)

where Ψ(ti) is used to represent the equivalent birth rate
contribution of the cumulative request index RI requested at
time ti. We finally need to get the value of E[X] = E[r(ti)−
r(ti−1)], which is the expected request index RI from time ti
to ti−1.

E[X] = E[r(ti)− r(ti−1)] =

r(ti−1) · [eΨ(ti)/eΨ(ti−1) − 1]
(9)

Next, we only need to solve for Ψ(ti) to get the RI we
need by the historic service request data.

The request index at a given service time t is proportional to
its probability at that time. In statistics, the probability P (ti)
may be the ratio of the time request index to the total request
index. So we can calculate P (ti) in the following way

P (ti) = lim
T→∞

ET [r(ti)] · α−ti/
tmax∑
k=1

ET [rk · α−k] (10)

where ET is the request index at of service time ti at time T
and α is the discount factor in time dimension. tmax stands
for the recorded longest service time. ET [r(ti)] can be express
as:

ET [r(ti)] = [
∑

k|k∈ΩT
ti

rk(ti)/n
T
ti ] (11)

where Ωti denotes the request set of service time ti at time
T and n is the number of total service request. From the
above expressions, it is not difficult to see that P (ti) and
E[r(ti)]α

−ti are clearly proportional to each other. So we can
write other items as constant C. Therefore, the sum of request
index for a service can be expressed as the following form in
a statistical perspective.

E[r(ti)] = r(tr) + C

ti∑
k=tr

αj · P (k) (12)



Algorithm 1 Cache Optimization Algorithm based on Pure
Birth Process
Input: Historical data set of request, time t to be predicted,

size of cache space k
Output: Cache strategy

1: Count the total number N of request types
2: Calculate the request index Ri(t) for all requests
3: Determine the time factor α
4: Count the total number of request items c
5: if c > k do
6: for each kind of request Ri i = 0, · · · , N do
7: Establish a PBP differential equation
8: Find the solution Pr(ti)(ti) of the Eq.(6)
9: Calculate expect cumulative RI R = E[r(ti)]

10: Calculate E[r(ti)] and Ψ(ti)by data statistics
11: Calculate the estimated value of RI by Eq.(10)
12: Error correction by Eq.(16)-Eq.(18)
13: end

for i = 0, · · · , N do
14: Sort by predicted Rc,x value
15: Select the first k items as the cache for the next

moment
16: else
17: Cache all the selected content
18: Update cache policy

We make Eq.(9) equal to Eq.(13) and get the following
equation. That is, the expectation of the cumulative RI value
obtained from the statistical point of view is equal to the
expected RI value from the perspective of the random process.

r(ti) · eΨ(ti)(ti−ti−1) = r(tr) + C

ti∑
k=tr

αj · P (k) (13)

We can solve Ψ(ti) from the above equation as long as we
set a appropriate alpha. Therefore, Ψ(ti) can be rewritten as:

Ψ(ti) = ln(C

ti∑
k=tr

αj · P (j)/r(tr + 1))/(ti − ti−1) (14)

Definition 2: Request Prediction Error (RPE) refers to the
difference between the expected request index obtained by
applying the above PBP-based method and the real request
index, which can be expressed by Eq.(16).

RPE =
Rx,ti∑n

j=1Rj,ti · ξj,ti
− Rx,ti∑m

k=1Rk,ti
(15)

However, in the prediction process, there is a certain degree
of error in the predicted value due to the influence of the initial
value and the predicted time. In this paper, the correction value
of the service request error is calculated by using equation (4).

RPCt =

∑
t−t∆−1<t′<t θ

t−t′ ·RPEt′
t∆ − 1

−∑
t−t∆−1<t′<t θ

t−t′ ·RPEt′ −RPEt′−1

t∆ − 2

(16)

Where RPEt′ is the prediction error at time t′, t is the time
to be predicted, and t∆ is the size of the observation time
window. a is the error affecting the attenuation factor, which
reflects that the influence of the prediction error on the final
prediction result is attenuated as the distance from the current
time increases. The two parts of Eq.(17) correspond to the
two components of the correction value RPCt′ of the request
error: 1) error-weighted average of the overall level of error
within the time window and 2) a weighted average of the error
change values of the error trend in the time window. Based
on the above error correction, the final request index Rc,x of
service x can be expressed as

Rc,x = RPEt,x −RPCt,x (17)

By ranking the correction value of request index Rc,x of
the service x recorded in the request log, the fog node can
reasonably optimize the cache space.

D. Proposed Cache Optimization Algorithm

The principle of cache optimization is to provide a more
prioritized cache for AI service requests that are more likely
to arrive. Therefore, our proposed algorithm aims to predict
the possibility of each coming service based on historical data,
and use this as a popularity for cache optimization. We assume
that the number of requests is within a reasonable range, and
not in special cases (e.g. when Fog nodes encounter a DDoS
attack). In this algorithm, we believe that each Fog node has
a limited cache space for caching AI models and related data.
According to the request index prediction based on PBP and
error correction, we can get the above optimization algorithm.
The cache space of each node is limited. When the cache
space is not fully occupied, the node caches all the received
pre-trained models and decentralized big data. When the cache
resource is tight, the node predicts and calculates each received
request according to the historical data, and ranks the cache
priority according to the request index. In addition, since the
storage of the request history data also needs to occupy a
certain storage resource, We also set a time window for the
access log.

V. SIMULATION AND DISCUSSION

The efficiencies and reasonable explanations of the proposed
scheme is given in this section by a series of comparisons
including: local cache hit ratio, global cache hit ratio, typical
machine learning algorithm convergence time comparison,
data set impact on model training, etc.

The proposed Stage Training scheme and cache optimiza-
tion algorithms are simulated respectively. We establish SD-
ICN network and nodes, simulate the behaviors and func-
tions of SD-ICN and AI model training, service sharing and
distributing. We simulated an SD-ICN network consisting of
multiple fog nodes. Each fog node can cache decentralized
big data and pre-trained models and train the matched data
and models. The demands of edge users for the pre-trained
models are then randomly generated at the edge of the SD-
ICN, and the model receive requests from the users. We set
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Fig. 4: Comparison of cache hit ratio under different cache optimization methods
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Fig. 5: Comparison of model accuracy for AI service sharing

up an access log for each fog node and set a time window to
record historical data for requests to the models. In order to
better match the actual situation of the network, the demand
for a certain model is set to the process of rising first and then
falling.

We first simulated the SD-ICN cache optimization. In this
set of experiments, our proposed algorithm is compared by
the 1) Least Recently Used (LRU) and 2) First In First Out
(FIFO). As shown in Fig.??(a), We simulated the impact of
the size of the recorded access log on popularity prediction.
It is obvious that the cache hit rate of the fog node increases
as the number of access log records increases. This is because
all three algorithms have certain requirements for historical
data. However, due to the efficient use of historical data, our
proposed algorithm performs best in the three algorithms. In
addition, we can also find that the cache hit rate grows slower
as the size of the access log increases. This shows that we don’t
actually need to take up too much storage resources to access
the logs. Fig.??(b) shows the change in cache hit ratio as the
size of the cache space grows. The increase in cache space
will undoubtedly lead to an increase in cache hit ratio. The
cache hit ratio of our algorithm is higher than LRU and FIFO.
Fig.??(c) compares the cache hit ratios of the three algorithms
locally and globally. If a pre-training model exists in the local

cache, then we call it locally available. If the resource is not in
the local cache, but we are able to obtain the model through
the SD-ICN, the model is globally available. As shown in
Fig.??(c), the proposed cache optimization algorithm based
on popularity prediction is significantly higher in local cache
hit ratio than LRU and FIFO. A higher local cache hit rate
helps ease network throughput pressure and improve Quality
of Experience (QoE) of users. However, in the global cache
hit ratio, the FIFO and LRU are only slightly lower than the
algorithm proposed in this paper. This shows that the SD-ICN-
based AI service sharing mechanism can achieve efficient and
fast service caching and distribution.

For the specific algorithms under the proposed scheme, we
simulated the case of staged training of a series of typical
machine learning algorithms implemented by SD-ICN, in-
cluding Multi-Layer Perception (MLP), Convolutional Neural
Networks (CNN) and eXtreme Gradient Boosting (XGBoost).
We validated our scheme using a dataset from Kaggle. We
assume that different data samples are continuously generated
by users at the edge of the network. When a node requesting
samples receives new data samples, the existing AI model
will be further trained, thereby improving the accuracy of the
model. Fig.??(a), shows the accuracy of the MLP model as it
changes over time in the SD-ICN. When the model is initially
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Fig. 6: The effectiveness of the proposed Cognitive SD-ICN
scheme based AI service sharing

requested, since it does not exist in the network, the fog node
requests data to train the MLP model. The accuracy of the
model rises at an early stage, but most services have high
requirements for model accuracy. Therefore, as the model ages
in the SD-ICN, the accuracy of the model increases with the
staged training. We also found the same rule in CNN and
XGBoost, and the accuracy of the model increases with time.
The specific accuracy-time diagrams are shown in Fig.??(b)
and Fig.??(c), respectively.

In addition to the above simulations, we also investigated
whether the proposed SD-ICN mechanism can be improved
over traditional methods. Firstly, we simulated the impact
of training data on the algorithm. As decentralized big data
continues to emerge, models cached in SD-ICN nodes will
also be refined by decentralized big data. As shown in Fig.??a,
we can see the accuracy improvement of the three AI service
models with the increase in the size of the decentralized big
data samples. This is consistent with the trend shown in Fig.??.

Fewer model training samples can easily cause problems such
as over-fitting and affect the scope of application of the model.
Secondly, we further simulated whether the proposed scheme
could obtain the required data samples faster. As shown in
Fig.??b, we generate data samples in the same network nodes
under the same network topology, and compare the speed
of Cognitive SD-ICN method with traditional broadcast in
obtaining data samples. Under the same initial conditions, the
Cognitive SD-ICN method can obviously obtain data samples
faster. From the perspective of the final results, the proposed
Cognitive SD-ICN method is 62.11% faster than the traditional
method.

VI. CONCLUSION

To realize the intelligent service sharing and task processing,
this paper focused on the distribution and caching of efficient
AI services in SD-ICN. An AI service distribution architecture
for IoT based on integrated decentralized big data and SD-ICN
is proposed to share the decentralized big data and pre-trained
AI models. In order to provide user request-oriented service
popularity model for caching and distribution optimization, we
implemented PBP-based popularity prediction by requesting
historical data of the service demand of to optimize the cache
policy and improve QoS. By the transition from decentralized
big data to SD-ICN, the efficient training, distribution, caching
and sharing of various AI services are realized at the edge
of the network. Simulation results indicate that the proposed
cognitive SD-ICN scheme has 62.11% improved to the con-
ventional methods.
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