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Abstract—Distributed learning algorithms aim to leverage distributed
and diverse data stored at users’ devices to learn a global phenomena
by performing training amongst participating devices and periodically
aggregating their local models’ parameters into a global model. Fed-
erated learning is a promising paradigm that allows for extending local
training among the participant devices before aggregating the param-
eters, offering better communication efficiency. However, in the cases
where the participants’ data are strongly skewed (i.e., non-IID), the local
models can overfit local data, leading to low performing global model. In
this paper, we first show that a major cause of the performance drop is
the weighted distance between the distribution over classes on users’
devices and the global distribution. Then, to face this challenge, we
leverage the edge computing paradigm to design a hierarchical learning
system that performs Federated Gradient Descent on the user-edge
layer and Federated Averaging on the edge-cloud layer. In this hierarchi-
cal architecture, we formalize and optimize this user-edge assignment
problem such that edge-level data distributions turn to be similar (i.e.,
close to IID), which enhances the Federated Averaging performance.
Our experiments on multiple real-world datasets show that the proposed
optimized assignment is tractable and leads to faster convergence of
models towards a better accuracy value.

Index Terms—Federated learning, Edge computing, Hierarchical feder-
ated learning, user-edge assignment, Imbalanced data.

1 INTRODUCTION

Despite the increasing trend towards learning-assisted ap-
plications, the realization of these applications on end-user
devices and data still poses significant challenges. Such
challenges include the communication overhead required
to move data to learning servers, in addition to privacy
concerns associated with such movement [1]. Motivated by
these challenges, local data storage and processing with
global coordination is envisioned to be a promising ap-
proach in the future of computing [2]. Federated Learning
(FL) is a manifestation of this approach that aims to enable
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end devices to learn highly-performing models without
outsourcing their data or requiring high computational
power [3]. In FL, end devices execute parts of the learning
algorithms on their local data, reaching a local model. The
local models are then sent and synchronized (aggregated)
in a cloud server, before being sent back to local devices.
This process repeats until models converge, and contains
multiple parameters, such as the number of local steps and
the synchronization algorithm, which are usually tuned to
maintain data privacy, avoid communication overhead, and
reach overall higher accuracy models [4].

The paradigm of processing massive data generated
by end devices is formalized in the networking commu-
nity through the Edge Computing (EC) architectures, where
edge nodes such as home gateways, small-cells, or micro
servers are equipped with storage and computation ca-
pabilities. Edge nodes communicate efficiently with end-
user equipments (UEs), and they work with the remote
cloud to perform large-scale distributed tasks that involve
both local processing and remote coordination/execution
[5]. While EC is a general-purpose architecture that enables
a form of hierarchical multi-layer processing, it can be used
for learning tasks, leading to the Hierarchical Federated
Learning (HFL) paradigm [6]. In HFL, each UE performs
local learning tasks leveraging its own dataset. The learned
models are then periodically synchronized through an edge
node, reaching an edge-level model. In turn, the edge nodes
also periodically synchronize their models with the cloud
server to reach the global model (i.e., cloud-level model).

In FL and HFL settings, the most widely used model syn-
chronization algorithm is FedAvg [3]. FedAvg uses stochas-
tic gradient descent (SGD) as the learning algorithm. Hence,
each UE performs several steps of SGD on its own data
locally. Then, the local models are synchronized through cal-
culating the average of model parameters, weighted by the
size of their datasets. FedAvg proved effective in multiple
learning scenarios, and in fact, is already used in production
[1]. However, its performance degrades severely when the
local datasets are highly imbalanced (i.e., skewed samples
in each group of UEs) [7]. This is because gradient-based
algorithms operate on the main assumption that data is in-
dependent and identically distributed (widely known as the
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i.i.d assumption). This assumption is violated in FL settings
since each end device usually contains/generates skewed
data depending on its task, specification, and characteristics
[1]. Formally, the distribution over classes differs significantly
from a UE to another. Thus, each local dataset is often not a
good representative of the global population and is a highly
biased estimator of that population. In HFL, this challenge
transfers to two levels: the distribution difference between
UEs’ datasets allocated to an edge node, and the distribution
difference between the edge nodes’ themselves [6], [8].

There is limited room for improvement in solving the
imbalance issue in the regular FL settings due to the inability
to modify or share (parts of) users’ data among themselves
in order to reduce the distribution difference between users.
However, such restrictions can be worked-around in the
HFL settings; In many cases, UEs have access to more than
one edge server; this is mainly due to network densification
and the increased mobility of user devices. Such flexibility
provides us with a vital control knob that we can leverage,
which is deciding UE-edge assignments in such a way that
minimizes the distribution difference between edge nodes
(i.e., balances data under each edge). Such a network control
problem is inline with the Reconfigurable Wireless Net-
works (RWNs) paradigm, which enables networks software,
hardware, or protocols to be reconfigured to maximize a
specific utility [9]. For example, the optimization of edge-
user assignments can be realized through reconfiguring
routes for nodes’ traffic to go through specific edges, en-
suring balanced edge-level datasets for faster and more
accurate learning. The formulation, and solution attempts,
of edge-user assignment problem for data balancing are
of utmost importance for the era of edge computing and
learning-assisted applications.

In this paper, we investigate the Hierarchical Federated
Learning (HFL) architecture to get insights about its perfor-
mance bounds and, more importantly, identify controllable
parameters that affect the learning performance (i.e., learn-
ing speed and accuracy). As these parameters are shown
to be mainly due to user-edge assignment, we optimize this
assignment to enhance the distributed learning performance
of UEs.

The main contributions are summarized as follows:

• Analyzing the deviation of the learning parameters
in the case of HFL with non-IID data from the pa-
rameters in the centralized benchmark case.

• Formalizing the problem of user assignment to edge
nodes in HFL guided by the theoretical insights from
the presented analysis.

• Proposing tractable solutions through the lineariza-
tion of the problem with provable optimality in
specific instances, and performant heuristics in the
general case.

• Developing simulations based on real-world datasets
and baseline neural architectures to demonstrate the
effectiveness of the proposed optimized assignment
approaches.

The rest of this paper is organized as follows: Section
2 explores related studies and positions the work among
the FL optimization for non-i.i.d data literature. Section 3
describes the general system model, and provide necessary

theoretical background/insights for the problem formula-
tion, which is introduced in section 4. Section 5 proposes our
solutions for this problem, which are empirically evaluated
and discussed in 6, before concluding in Section 7.

2 RELATED WORK

The Federated Learning paradigm includes multiple sub-
problems that are being actively investigated in the litera-
ture. For instance, Authors in [10] focused on optimizing
the global synchronization (aggregation) frequency based
on the resources of the learning devices. Secure synchroniza-
tion techniques are explored in [11], where cryptographic
multi-party computation is used to limit the server’s ability
to infer users’ data from the models. The authors in [12]
proposed methods to select only a subset of users for the
synchronization process and demonstrated the advantages
of such techniques on the learning speed and performance,
especially in the presence of resource-constrained nodes.
The authors in [13] formulated a multi-objective optimiza-
tion of minimizing energy cost and learning time for wire-
less devices given a target model accuracy, and possibly
heterogeneous computational and communication capabil-
ities. However, the aforementioned studies do not directly
propose methods to alleviate the effects of non-i.i.d data.
Thus they are orthogonal to our work in this paper.

Some works identified and primarily addressed the non-
i.i.d issue in FL. For example, Zhao et al. [14] determined,
theoretically and empirically, the effect of local data skew-
ness on the global learning model. Since exchanging data
between users is not possible, the authors proposed to
use a central proxy iid dataset, which is distributed over
clients. Mixing this data with the local user’s data will
make it less biased and potentially a better estimator of the
overall dataset. Although the experiments demonstrated the
effectiveness of this proxy dataset, obtaining such a dataset
is not always feasible. Furthermore, the communication
overhead of downloading parts of this data to each user is a
considerable disadvantage. This line of work was improved
upon by [15], where the authors avoided needing proxy data
through carefully selecting users participating in each syn-
chronization round. The selection process is done through
inferring the distribution over labels at each user’s dataset,
and then selecting a group of clients that are as diverse as
possible, which results in a better learning performance due
to the better quality data samples. Alternatively, [16] focused
on the aggregation technique itself. The authors proposed
to replace the averaging with a compression-based aggre-
gation, which alleviates the weights divergence effects that
would otherwise be more pronounced in the averaging.
These studies have shown the effect of data distribution on
the obtained performance. However, they neither consider
the communication overhead nor the HFL architecture and
its associated user-edge assignment problem.

There are few studies that jointly consider HFL for non-
iid data. A notable example is [6]. In this paper, the authors
extended the results of [10] and generalized it to HFL. They
analytically linked learning performances (as modeled by
the gap between the federated model and centralized virtual
model) with both: the client-edge distribution difference and
the edge-cloud distribution difference. This line of work
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was further improved in [17] with enhanced probabilistic
client selection that is set to avoid failed/slow devices and
their potential impact on the learning process (e.g., halting).
While Important insights about user selection/grouping
were obtained from the theoretical analysis of these studies,
an optimization formalism was not provided. In contrast,
the client selection proposed in [18] considered the distribu-
tion distance as a part of an optimization problem. However,
the distance is optimized through adjusting the local batch
size, which might lead to the underutilization of data in
strongly skewed users. In [19]. A hierarchical architecture
that includes mediators, which can be considered as edge
nodes, is proposed. Also, an assignment scheme that aims
to minimize the KL divergence (a distribution distance
measure) of edges distributions is utilized. Our work differs
in that the used measure for distribution distance is the
absolute value of the distribution difference (also known as
Earth Moving Distance) since it is the one that shows in the
theoretical analysis. The authors did explicitly consider the
mediator-client assignment constraints as mediators were
assumed to always be available. Lastly, sequential gradient
descent was proposed in the user-mediator layer, which
necessitates a potentially expensive data augmentation to
balance individual user’s contributions to the global model
[20]. To the best of our knowledge, formulating and op-
timizing UEs’ assignment to edge servers for hierarchical
federated learning based on both statistical properties of
local datasets, and communication constraints have not been
addressed in the literature.

Different from distributed optimization on mobile de-
vices, distributed optimization is also done on servers at
data centers. It was demonstrated in [10] and [21] that syn-
chronous distributed gradient descent algorithms for dis-
tributed optimization (also referred to as FedSGD [3]) deliv-
ers identical performance to an SGD optimization done on
a virtually aggregated local datasets. FedSGD is a gradient-
based algorithm equivalent to federated learning when the
global aggregation occurs at every step, and every local step
is a full deterministic gradient. FedSGD is robust to non-iid
data distribution. However, this comes at the cost of more
communications rounds since aggregation is done after
each local gradient step. Thus, more communication rounds
are needed. Nonetheless, as indicated in [22], synchronous
distributed gradient descent can be exploited whenever the
communication links allow (e.g., in data centers).

In this paper, we design an optimized hierarchical learn-
ing system considering both the statistical properties of
local datasets and wireless communication connectivity. Our
work focuses on the scenario where edge nodes are close
to UEs and thus have low communication cost and delay.
Hence, we adopt FedSGD in the UE-Edge layer. On the other
hand, edge-cloud communication is delay-prone. Therefore,
we adopt FedAvg, which performs a higher number of
local steps before the cloud aggregation. In this context, we
optimize the UE-edge assignment in order to minimize the
communication rounds between edge nodes and the cloud.
The overall objective of our optimization problem is to
achieve high accuracy with the minimum delay as majorly
influenced by the edge cloud communication rounds.

Edge 0

Fed
SGD

Edge 1 Edge 2

FedAvg

Fed
SGD

Fed
SGD

����������� ����������� �����������

Fig. 1. The hierarchical learning architecture. UEs are assigned to an
edge node for learning the edge-specific model. Edge nodes collectively
learn the global model with the help of a cloud server. The shapes on the
UEs represent the class of that UE’s data (assuming an extreme case
of one class per UE).

3 SYSTEM MODEL

3.1 HFL architecture

We consider a hierarchical User-Edge-Cloud learning sys-
tem architecture shown in Fig. 1. The UE data is represented
by the matrix U (C×U) where C is the number of classes in
the learning problem, U is the total number of UEs, and an
entry U c,u ∈ N is the number of instances of class c in the
data of user u. The Network Topology Constraints (NTCs)
refer to the connectivity constraints between the UEs and the
edge nodes. NTCs are represented by R(N×U), where the
number of edge nodes is N , and an entry Rn,u ∈ {0,−1}
represents whether edge n is in the communication range
of user u (entry value of 0), or n is not in reach of u (entry
value of −1).

Upon a specific assignment, we refer to the dataset of
each UE by D(n,u), which is the u-th column of U . The
virtual dataset of an edge n is D(n) = ∪uD(n,u), and
the virtual global aggregated dataset as D = ∪n,uD(n,u).
Note that we use “virtual” since these datasets do not get
physically stored on the edge or the cloud. However, we
define them for analysis. Each UE group performs FedSGD
learning with its edge node. Under this learning scheme,
each UE maintains a set of learning parameters (UE weights)
w(n,u) that are optimized based on the dataset D(n,u). The
UE weights are aggregated at every communication round
to form the edge node parameters w(n). Then, edge nodes
synchronize their parameters at the cloud through the Fe-
dAvg learning scheme (i.e., aggregation at a pre-determined
frequency). The process repeats until convergence.

3.2 Mathematical demonstration

In this section, we present the formulas that define the
learning process. We use the widely adopted cross-entropy
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loss function:

L(w) =Ey∼p(y),x∼q(x|y) [−1y=i log di(x;w)]

=
C∑
i=1

−p(i)Ex∼q(x|y=i) [log di(x;w)] (1)

Where x is a feature vector of a data point, p(·) is the
global classes distribution (global distribution), q(·|·) is the
likelihood function, and di(x,w) is the probability of the
i-th class for input x under parameters w. The objective of
the overall learning process is to reach a set of parameters
w that minimizes the loss across virtual global dataset:

Minimize
w

C∑
i=1

−p(i)Ex∼q(x|y=i) [log di(x;w)] (2)

The loss function in (1) can be minimized using the regular
gradient descent update:

wt = wt−1 − δ∇wL(w) (3)

We refer to the parameters in (3) as the centralized model.
Since the data is distributed across different end-users, the
loss function in (3) cannot be evaluated directly. Instead,
each end-user device u locally computes the loss function
over its own data samples, forming a set of local parameters
w(n,u), which are optimized through the gradients steps:

w
(n,u)
t = w

(n,u)
t−1 − δ∇w(n,u)L(u)(w(n,u)) (4)

L(u)(w) =Ey∼p(u)(y),x∼q(x|y) [−1y=i log di(x;w)]

=
C∑
i=1

−p(u)(i)Ex∼q(x|y=i) [log di(x;w)] (5)

Where p(u)(·) is the user-specific classes distribution, which
is different across users due to the different classes propor-
tions and different dataset sizes as well. In the hierarchical
learning settings, the synchronization (i.e., aggregation) of
learners’ weights is periodically done by taking the average
of the parameters weighted by the local dataset’s size.
The learners use the averaged parameters until the next
aggregation round. Specifically, in HFL, the weights are
synchronized across all users belonging to a specific edge
every T ′ local gradients steps, and then synchronized across
all edges every (T ′ × T ) steps. Hence The parameters of an
edge node at the m-th edge aggregation are:

w
(n)
m×T ′ =

U∑
u=1

r(n,u)w
(n,u)
m×T ′ (6)

where

r(n,u) =
|D(n,u)|
| ∪u D(n,u)|

(7)

Similarly, at each m− th cloud aggregation, with aggregation
frequency T , the weights are averaged across all users in all
edges:

wf
m(T ′×T ) =

N∑
n=1

r(n)w
(n)
m(T ′×T ) (8)

where:

r(n) =
|D(n)|
| ∪n D(n)|

(9)

wf
m(T ′×T ) are the parameters averaged across all edges.

These are referred to as the federated weights, and they
represent the final model that is learned and used by UEs.

Generally, we are interested in the term shown in (10),
which represents the divergence between the federated
weights and the central weights. Note that the central
weights represent the parameters reached in the hypothet-
ical case wherein the datasets of all UEs are aggregated at
a central node, and the conventional centralized gradient
descent is used. We define these weights for analysis only
(i.e., in order to quantify the deviation between FL’s weights
and central weights).

‖wf
m(T×T ′) −wm(T×T ′)‖ (10)

The divergence expression in (10) represents the deviation
caused due to the distribution of the datasets and perform-
ing learning locally. Lower values are desired since they
represent a closer model to the centralized one.

4 PROBLEM FORMULATION

In order to minimize the divergence in (10), we need an ex-
pression that links it with controllable knobs (i.e., decisions
variables that we can optimize). To that end, we first present
theoretical lemmas that help us reach the target expression
and provides us with insight on factors that affect this
divergence. Then, we optimize these factors with the aim
of minimizing the divergence.
Lemma 1. Given an edge node n and a set of learning UEs

assigned to it Un. Then, if the synchronization period
T ′ is set to one, the federated weights reached after t-
th aggregation, w(n)

m , are equal to the weights reached
by using centralized gradient descent on the virtual
aggregated dataset. D(n).∑
u∈Un

r(n,u)w
(n,u)
t = w

(n)
t−1 − δ∇L(n)(w

(n)
t−1),∀t, n (11)

Proof: The expression on the left-hand side represents
the FedSGD aggregation rule. The lemma holds due to the
linearity of the gradient operator. The details are provided
in Appendix A.

Lemma-1 states that when we perform edge aggregation
after every local gradient step, the distributed SGD is equiv-
alent to the centralized gradient descent, where the latter
assumes that all data samples are available at a centralized
location and the global loss function and its gradient can be
calculated directly. The role of this lemma is to demonstrate
that in the hierarchical architecture illustrated earlier in Fig.
1 there will be no user-edge parameter divergence, and the
parameters divergence will be entirely due to the averaging
of w(n) (i.e., edge-cloud divergence). Setting T ′ = 1 is
possible when the distance between the edge nodes and
mobile devices is small, and the expected delay is limited,
which is the case focused on in this paper.

Unlike user-edge communication, edge-cloud commu-
nication is expensive in terms of delay. Thus, each edge
node should perform several steps of local updates before
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communicating, aggregating only every T steps. Such an
aggregation period induces a divergence between the ag-
gregated (federated) weights, and their centralized virtual
counterparts. The next lemma provides an expression for
such divergence.
Lemma 2. Given N edge nodes, each with a distribution

p(n) over C classes in a federated learning setting with
a synchronization period T . Then, assuming that Ji(w)
is Li-Lipschitz, the following inequality represents an
upper bound on the divergence between the federated
weights, and the virtual central weights after the m-th
synchronization:

‖wf
mT −wmT ‖ ≤

m∑
v=0

(
N∑
n=1

r(n)(P (n))T
)v

×δ
N∑
n=1

r(n)
T−2∑
h=0

(P (n))h+1Jmax(w(m−v)T−2−h)×‖D(n)‖1

where

P (n) = 1 + δ
C∑
i=1

p(n)(i)× Li (12)

D(n) = {‖p(i)− p(n)(i)‖}Ci=1 (13)
Ji(w) = ∇wEx∼q(x|y=i) [log di(x;w)] (14)
Jmax(w) = max

i∈1,...,C
‖Ji(w)‖ (15)

(12) is a positive constant that represents the dot product
between each edge’s classes’ distribution vector and the
classes’ Lipchitz-constants vector, plus 1. (13) is the distance
vector for edge n, where the i-th element is the distance be-
tween the probability of the class i per edge n’s distribution
and the probability of that class per the global distribution,
(14) is the negative gradient of the loss function, and (15) is
the greatest norm across all gradient vectors. This is used to
bound all the terms that contain the gradient vector Ji(·),
which repeatedly appear in the analysis.

Proof: The proof is provided in Appendix B. We
follow stages similar to those in [14] for regular FL, which is
based on distributed SGD analysis. However, we adapt it to
HFL settings and extend it to be written entirely in terms of
D(n), which is necessary for our optimization formulation.

Lemma-2 provides the eventual weight divergence in-
duced due to the federation of the learning process (i.e., due
to performing local steps on each edge node and aggregat-
ing the weights each T steps). It also gives an upper bound,
hereafter referred to as (β), in terms of variables that we can
control; Namely, the proportion of each edge dataset to the
global dataset r(n), and its class distribution distance from
the global aggregated dataset ‖D(n)‖1. Given that β is a
sum of positive terms, each of which is multiplied by r(n)

and ‖D(n)‖1, we have the remark that

β ∝
N∑
n=1

r(n) × ‖D(n)‖1 (16)

r(n) and ‖D(n)‖1 are controllable knobs since we can
allocate users to different edge nodes, which would result
in different class distributions (hence different values of

TABLE 1
Notation

Notation Meaning

D(n) A vector of classes’ probability distances
between edge n and the global population

r(n) The proportion of edge n dataset size to the
global dataset size

C Number of classes
N Number of edge nodes
U Number of end users
O Number of user groups

E(C×N) Classes distributions per edge
U (C×U) Classes distributions per user
O(C×O) Classes distributions per group
P (C×1) The global Classes distribution
X(U×N) User-edge assignments
Y (O×N) Group-edge assignments

R(N×U) the edge-user communication range indicator
matrix

Q(N×O) the edge-group communication range indicator
matrix

‖D(n)‖1) and different edge dataset sizes (hence different
values of r(n)) according to our assignment. Thus, we aim
to find an assignment that minimizes the term in (16), to
tighten the divergence of the federated weights from the
virtual central weights.

In order to calculate ‖D(n)‖1, the data distribution at
users is needed. While this does reveal some information
about the user, the core FL requirement of not moving
users’ data is still met. Nonetheless, the optimizing server
may assume, approximate, or learn the distribution of users
who opt-out of sharing this information. Overall, we are
interested in minimizing the divergence bound given (an
approximation of) data distributions.

4.1 Optimization Formulation
Using the notation in Table 1, we formulate an optimization
problem whose decision variables are UE-edge assignments
with the objective of minimizing the upper bound of weight
divergence in (16).

Since X is a matrix of binary decision variables (when-
ever Xu,n = 1, user u is assigned to edge n). The multi-
plication UX assigns each edge to a specific distribution of
classes. In addition, 1(UX) gives the total number of data
points in every edge, since 1 is a row vector of ones which
sums the rows of the multiplied matrix. diag−1(1(UX)) is
a matrix whose n-th diagonal element is the total number of
data points in the n-th edge, where diag−1(·) is an operator
which takes a vector and returns a diagonal matrix whose
diagonal is the reciprocal of the elements in that vector. We
can then define the matrix E = UX × diag−1(1(UX)),
which represents the proportion of each class c in each
edge n (i.e., Ec,n = p(n)(c)). This is because the presented
expression for E divides the total number of each class’s
instances in edge n on the total number of data points in
that edge. Using these structures, we can write

D ={‖D(n)‖1}Nn=1

=
(
1× |UX × diag−1(1(UX))− PN |

)
(17)
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where PN is obtained by replicating the column vector P
into N columns. Thus, our objective function can be written
as:

θ =
N∑
n=1

r(n) × ‖D(n)‖1 (18)

=(1(UX))×
(
1× |UX × diag−1(1(UX))− PN |

)>
Hence, our optimization problem can be formulated as:

Po : Minimize
X

θ

Subject to
∑
n

Xu,n = 1,∀u (19)

XR ≥ 0 (20)
Xu,n ∈ {0, 1} (21)

The constraint in (19) ensures a user is allocated to
a single edge node, and constraint (20) ensures that the
users are allocated to the edges in their communication
range. (21) is used to express a binary decision variable.
The above problem is a non-linear integer program [23],
which is known to be an NP-hard problem (the problem
is akin to the Generalized Assignment Problem [24]). The
non-linearity is because E depends on X in a non-linear
way due to the decision variables X appearing in the
numerator and denominator of E entries. To tackle this
problem, we propose two solution approaches. The first so-
lution is based on transforming the formulated problem into
a linear integer program. While this transformation does
not solve the NP-Hardness of the problem, it enables us to
utilize several known approximations that are only feasible
in the linear case. The second approach is an equalization
heuristic, which is based on the observation that it provides
an optimal solution in a particular case, as will be seen in
the next section.

5 PROPOSED SOLUTIONS

This section presents the proposed two approaches for
solving our optimization problem that aims to minimize the
distribution difference between edge nodes and the global
one given a set of connectivity constraints. The optimization
is performed by the cloud server, and the resulting solution,
i.e., the edge-user assignments, are communicated by the
servers to the user devices so that they determine their edge
node prior to starting the training. Note that it is possible
that while the training is being executed, a change in the
system occurs. For example, a new edge node joins, or a
new NTC arises. In such a case, the optimization can be
done again, depending on the change’s expected effect. The
recurrence of the optimization can be determined based on
the complexity of the learning problem as it influences the
learning duration.

5.1 Problem transformation
To tackle the NP-Hardness of the formulated problem, we
leverage the following transformations and assumptions.
First, users who have similar local datasets (i.e., class dis-
tribution) and in the proximity of the same edge nodes are

grouped into one group of a specific size. This enables us
to replace the user-state matrix U by the group-state matrix
O whose entries Oc,o are the number of class c instances
in group o. We define the vector G whose elements, Go
are the number of users within group o (the size of the
group). Accordingly, X is replaced by Y ,Y o,n ∈ N. Note
that the dimension of Y is smaller than that of X (as the
group contains more than one user). Hence, this assumption
reduces the search space of the decision variable. Also, the
products UX and OY still have the same dimension. The
NTCs matrix is also redefined to be per group Q(N×O).

The second step is to linearize the objective function
through introducing the following constraint:∑

c

(OY )c,n = S, ∀n (22)

which implies that the sizes of edge’s datasets are equal.
One case that satisfies this assumption is when the local
dataset sizes are equal, and the number of users allocated
to every edge is also equal. It follows from the assumption
that:

1OY = [S, S, . . . , S](1×N) = S (23)

OY × diag−1(1OY ) =
1

S
OY . (24)

(Note that the decision variable Y is removed from the
denominator of (24)). By replacing the product UX by OY
and substituting (23) and (24) in the original optimization
problem, we obtain the following objective function

θ̂ = S

(
1× | 1

S
OY − PN |

)>
(25)

Thus, our optimization problem is transformed into:

P1 : Minimize
Y

θ̂ (26)

Subject to
∑
n

Y o,n ≤ Go,∀o (27)∑
c

(OY )c,n = S,∀n (28)

Y Q ≥ 0 (29)
Y o,n ∈ N (30)

Constraint (27) ensures that the users’ assignment from
each group does not exceed the group’s size. Constraint (28)
ensures the equal total number of data samples allocated to
each edge, which is the assumption that enabled us to lin-
earize the problem. Constraint (29) is ensuring that users are
allocated to edges in their communication ranges. Finally,
constraint (30) represents the integer decision variables.
Since P1 was obtained by introducing a linear constraint
to P0, a feasible solution for P1 is also feasible for P0

1.
For solving the problem P1, which is a Least Abso-

lute Deviation (LAD) problem, we leverage the epigraph
technique with a change of variables [25]. Indeed, a slack
decision variable µ is defined to allow for transforming P1

into an equivalent linear program, as follows:

1. Since the decision variable is changed from X to Y , this statement
holds when a one-to-one mapping between them is provided (in our
case, each user in X can be mapped into an independent group in Y
whose size is one)
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Transformation into linear program:

P2 :Minimize
µ,Y

Sµ> (31)

Subject to µ ≤ 1

(
1

S
OY − PN

)
(32)

−µ ≤ 1

(
1

S
OY − PN

)
(33)

(27), (28), (30), (29)

The introduced constraints in (32) and (33) are necessary
for the transformation and come from the removal of the
absolute value from the objective function. Although the
problem P2 is still an integer program whose complexity
is NP-hard, it can be approximately solved in an efficient
way compared to the original problem P0. This is due to
the program’s linearity, which enables solution heuristics,
such as relaxing the integrality and rounding the solu-
tions (stochastic, or deterministic rounding), or solving the
problem directly through Branch and Bound search but
with improved bounding [26]. If the latter is used, then
the bounding is done through leveraging the continuous
version of the linear program, which can be solved easily,
to calculate the lower bound of each node, enhancing the
search process compared to the regular Branch and Bound
algorithm. These linear programming techniques are readily
available in most of the current solvers.

5.2 Heuristic

Algorithm 1 Equal assignment
Input: O The groups’ distribution matrix, G The groups’

sizes.
Output: Y : The assignment decisions.

1: for each group o do
2: N = {n|Qn,o = 0}
3: ρ = |N |
4: if Go mod ρ = 0:
5: Y o,n = Go

ρ ,∀n
6: else if Go > ρ:
7: Y o,n = bGo/ρc,∀n
8: Add (Go mod ρ) to Y o,|N |
9: else if Go < ρ:

10: Y o,n = 1,∀n ≤ Go
11: Y o,n = 0,∀n > Go

The optimization formulation in P1 can provide us
with optimal solutions for problems of small size, which
is useful for performance comparison. However, to solve
large real-world instances of P0, a more efficient method is
desired to avoid the exponential solution space of integer
programs. We design a solution algorithm based on the
simple observation that, in some instances, the problem P0

can be solved optimally. Specifically, when the number of
available groups of users can be equally divided among
edge nodes in their communication range. In this context,
we propose the greedy algorithm shown in Algorithm 1. It
aims to distribute users’ groups equally among the edges
in their communication range. If an equal assignment is
possible (line 4), the optimal solution for P1 and P0 will

be guaranteed (as will be shown in the evaluation). If a
group’s size is not divisible by the number of edges (line
6), the group is divided equally among edge nodes, while
the remainder is assigned to a remaining edge node. Lastly,
in the case where the size of a user group is less than the
number of edges, the available users can be assigned to any
subset of the edge nodes.
Lemma 3. If ρ divides Go, then the following solution is

optimal:

Y ∗o,n =
1

ρ
Go,∀n (34)

This lemma states that if the users’ group sizes are divisible
by the number of edges, and users can be assigned to any of
the edge nodes, then the equal assignment is optimal.

Proof: Constraints satisfaction: Y ∗ satisfies constraint
(27) since ρ ≥ 1. It also satisfies constraint (28) since

S =
∑
c

(OY )c,n

=
∑
c

(∑
o

Oc,o ×
1

ρ
Go

)
which is the same for all nodes. Constraints (29) and (30) are
satisfied by the construction function.

Function value:

1

S
OY c,n =

∑
oOc,o × 1

ρGo∑
c

(∑
oOc,o × 1

ρGo
)

=

∑
oOc,o ×Go∑

c(
∑
oOc,o ×Go)

= p(c) (35)

We can then write

1

S
OY =

p(0) . . . p(0)
...

...
...

p(C) . . . p(C)

 = PN (36)

the substitution of (36) in (24) results in a function value of
zero, which is the optimal distance value.

The conditions described in Lemma 3 are quite restric-
tive. However, they reveal that distributing user groups
equally can achieve low function values, which is the idea
behind the heuristic in Algorithm 1. If the allocated users
are not equally distributed over the edges, the optimal-
ity condition will not be guaranteed. However, as long
as our solution is close enough to the equal assignment,
the proposed algorithm will still maintain a near-optimal
performance, as will be shown in our evaluation.

6 PERFORMANCE EVALUATION

In this section, we evaluate both, the optimization performance
and the learning performance of the optimized assignment. In
sub-section 6.1, we evaluate the assignments configuration
found by the different optimization approaches as measured
by the resulting objective value. Then, in sub-section 6.2, the
assignment resulting from Algorithm 1 is implemented and
tested on several real-world data sets in a federated learning
setting to measure the improvement in the learning speed
and accuracy metrics.
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6.1 Optimization performance

To investigate the performance of the proposed optimization
technique and the heuristic solution, we test these methods
in a setup that contains 5 edge servers and a varying
number of groups whose sizes (i.e., number of users per
group) are randomly generated in the range 0 − 10. We
test two scenarios: In the first one, the distribution over
classes within each group is uniformly randomly generated
(0− 10 instances for each class), and these users are initially
assigned to edge nodes randomly, resulting in an i.i.d data
within each node. In the second case, The content of each
group is generated such that the data within each group
contains only 20% of the total classes, and these users are
initially assigned to edge nodes such that each edge contains
only 20% of the classes, making the data across edge nodes
non-i.i.d.

We use 10-class balanced datasets (i.e., p(c = i) =
0.1,∀i). Thus, in the non-i.i.d case, the users belonging to
each node will contain 2 classes only. The objective values
are shown in Fig. 2 for multiple assignment policies. The
random policy allocates users to edge devices according to
a uniform distribution. The optimized policy is the result of
Branch and Bound solution to P2 after exploring 107 nodes,
and the heuristic policy is the assignment resulting from
Algorithm 1. For this experiment only, we assume that users
can be assigned to any of the edge nodes.

In the i.i.d case, the initial value of the weighted average
distribution distance (i.e., θ) is already close to the optimal.
Furthermore, the random reassignment expectedly does not
change the value much, as the data was non-i.i.d (shuffled)
in the first place. Nonetheless, the optimized techniques still
deliver better performance. In the designed non-i.i.d case,
the initial θ is much higher, approximately 1.6. This number
comes from substituting the following values in (18): r(n) =
0.2 (i.e., same data size for each edge), and ‖D(n)‖1 = (0.5−
0.1)+ (0.5− 0.1)+×8× (0− 0.1) = 1.6,∀n (each node has
instances of 2 classes out of the 10) . The number might not
be exactly 1.6 since the size of the proportion of data for
each edge is not exactly 0.2.

It can be seen that the random assignment already
achieves a low total distribution distance. This is expected
since users’ uniform assignment will assign each edge with
different users having samples from each class, resulting in
an i.i.d data allocation. The proposed optimized approach
still offers a lower value. This better performance is mainly
because the randomization does not take into account the
classes’ distribution within each user and might allocate a
user to any edge. However, the optimization search con-
siders imbalances and allocates users in a way that is not
necessarily uniform but guaranteed to have better probabil-
ity distances (e.g., assigning users with an imbalanced and
high number of samples of a specific class to edges with a
deficit in that class). The proposed heuristic approach is an
approximation of the optimization that delivers close per-
formance. While it does not perform the expensive search,
it greedily attempts equalization, aiming to provide each
edge with all classes instances. This performs better than
the random assignment (i.e., baseline). It is also identical to
the optimal solution in cases where the classes are balanced,
and the groups are divisible on the edges (as illustrated in

Fig. 2. Function values for different optimization techniques with initial
i.i.d distribution (up), and non-i.i.d (down).

Lemma 3). In the general case, however, such assignments
obtain a performance close to the optimal solution.

6.2 Learning performance

We provide comprehensive experiments to evaluate the
learning performance under the proposed optimized assign-
ments using three public datasets: MNIST [27], FashionM-
NIST [28], and CIFAR-10 [29]. The neural architectures used
for each dataset are provided in Appendix C. Although
the neural networks’ loss function does not satisfy the
convexity assumption in lemma-2, they are considered for
the empirical evaluation as the literature shows the benefits
of balanced data even in non-convex optimization [10], [14],
[6]. Herein, we consider 10 edge nodes, each with 300 users
that we group into 10 groups (each group with the same
classes’ distribution). The dataset is distributed such that
each edge node only contains 2 classes.

Model accuracy vs. edge-cloud communication rounds
is plotted in Fig. 3; For each dataset, we plot 5 models.
The centralized model provides a benchmark for the per-
formance since it is trained on the aggregated dataset of
all users across all edges. The original assignment model
performs the learning directly with the skewed user-edge
assignment. The optimized assignment schemes perform
the assignment according to Algorithm 1, assuming each
user is in the proximity of ρ edge nodes, before starting
the learning process. The FL parameters are as follows: local
epochs: 1, local batch size: 10, and learning rate 0.01. For the
centralized benchmark, the batch size is 100. This is because
the local batch size should be multiplied by the number
of edge nodes so that at each communication round in the
federated settings, the same number of data points are used
for both the central and federated model [14], [3]

Across all datasets, the performance achieved by the
optimized assignment when ρ = 10 and the centralized
benchmark are almost identical. This is because a full distri-
bution of each group to all edge nodes is possible, resulting
in an i.i.d data in each node. Hence, the initial weight
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Fig. 3. Training performance per communication round for different NTCs using MNIST (left), FashionMNIST (middle), and CIFAR-10 (right) datasets.

TABLE 2
Leaning performance indicators for different values of ρ

Accuracy improvement Speed improvement

ρ MNIST F.
MNIST CIFAR MNIST F.

MNIST CIFAR

2 12.53% 14.64% 30.53% 88% 96% 87%
3 14.75% 16.42% 41.90% 93% 98% 89.5%
10 17.03% 16.74% 56.06% 99% 98% 93%

divergence is expected to be close to zero, resulting in a
similar performance to the centralized model, which keeps
improving thereafter until convergence. Note that while
ρ = 10 is not necessarily practical, this experiment provides
us with a validation to our expectation that when the dis-
tribution distance is close to 0, a performance similar to the
centralized gradient descent is expected. On the other hand,
the original assignment model is slower to reach any specific
accuracy and converges on a lower accuracy value. This is
in line with what is found in the literature and is mainly
due to the initial weight divergence and the overfitting of
each edge to its local skewed distributions. The difference
in the accuracy is most pronounced in the CIFAR dataset.
CIFAR is known to be a more challenging classification
problem compared to the other two, which explains the
wider performance gap. Note that these accuracies do not
represent the state-of-the-art. However, our focus in this
paper is on the divergence between the federated models
and their centralized version rather than achieving the most
accurate centralized model. Hence, the neural architectures
described earlier are sufficient for our purposes.

Table 2 summarizes two important performance metrics:
The relative improvement in accuracy of the optimized as-
signments after model convergence compared to the initial
assignment, and the communication round at which the
optimized assignment reaches the same accuracy converged
to by the original assignment. Regarding accuracy improve-
ment, it can be seen that, in general, the performance
improvements are the largest for CIFAR-10 dataset. Also,
the majority of the improvement for all datasets is achieved
for ρ = 2. The difference in the performance gains across
the dataset is due to the fact that we used the same FL
parameters. Tuning neural architectures and other federated
learning parameters per dataset is likely to affect the benefits
of the optimized assignments. Regarding learning speed, all
optimized models achieve non-i.i.d performance at much

earlier communication rounds, demonstrating faster learn-
ing. For example, in CIFAR (Fig. 3, right) the original
allocation converges to an accuracy of ∼ 41% at episode
200, while the optimized models reach the same (or first
higher) value of accuracy at episodes 26 for ρ = 2, 21
for ρ = 3, and 14 for ρ = 10, yielding the improvements
listed in the speed improvement column. The overall better
performance metrics of the optimized assignment are due
to each edge node having better representative samples of
the global aggregated dataset, making their local gradients
close, and hence their federated averaging more similar
to the centralized one, as was discussed previously in the
problem description.

The proposed optimized assignment scheme is practical
since it starts providing noticeable improvements with con-
servative values of ρ (i.e., users need not be in the communi-
cation range of more than two edge nodes). The same trend
of improved performance continues for the higher values
of ρ, but with less performance gains over ρ = 2. To study
the effect of ρ, we plot the total distribution distance after
executing Algorithm 1 for different values of ρ in Fig. 4 (left).

When ρ = 1 (i.e., no reassignment is possible), the value
of the weighted distribution distance starts with 1.6, as
initially derived in the previous sub-section, then, increasing
values of ρ decreases the distribution distance for each
node since nodes will see instances from new classes that
it did not have before, reducing these classes’ probability
distance to the global population. The reduction continues
until reaching 0 for ρ = 5, which occurs because an equal
assignment of all groups, and hence class instances, for
each node possible. The distance then increases again due
to the imbalance resulting from the first ρ nodes having
more instances of some classes. Finally, a value of ρ = 10
also satisfies the conditions presented in lemma-3, so an
optimal value is feasible. Despite this irregular behavior for
higher values of ρ, we are more concerned with the perfor-
mance behavior for small values of ρ since they represent
a practical scenario (UEs are in proximity of 1 or a small
number of edges), for which consistent decrease in the total
distribution distance, and hence performance improvement,
can be expected.

We then plot the eventual accuracy obtained in our
experiments on the three datasets for each value of θ in
Fig. 4 (right). Both plots in Fig. 4 explain the increased
performance gains in the experiments with higher values of
ρ; Higher values of ρ enable lower objective function value
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Fig. 4. The heuristic optimization performance for different values of ρ
(left), and the eventual accuracy obtained for different objective function
values (right).

(for small values of ρ), and the accuracy is highest for such
lower objective values. While the performance deterioration
continues with higher values of θ, it does that at a faster
rate. This is because neural networks are sensitive to initial
weights and the early training stages (first few epochs) since
they determine the trajectory of training after that [30].

6.3 Discussion/Limitations

The proposed optimization focused on the edge-cloud com-
munication round minimization as it is the main delay cause
in HFL architecture. The edge-client network was assumed
to provide a negligible communication delay. Thus, we did
not consider the user-edge communication round. However,
In some cases, the user-edge communication can contribute
considerably to the delay, which requires federated learning,
with extended local computation, also on the user-edge
layer. In such a case, a conflicting dual-objective optimiza-
tion arises: Assigning heterogeneous users to an edge will
increase the user-edge distribution distance, but it will de-
crease the edge-cloud distribution distance since each edge
is likely to contain all classes. Conversely, assigning similar
users’ to an edge will decrease the user-edge distribution
distance, and increase the edge-cloud one. The solution to
this dual-objective optimization is an entire Pareto front,
of which a certain point is considered optimal after deter-
mining the weight of each of the objectives (weight for the
user-edge distribution distance minimization objective, and
another for the edge cloud distribution distance minimiza-
tion objective). This weight can be determined depending
on multiple factors, such as the delay caused by each
layer’s topology and the energy constraints in each layer
for user devices. The problem introduced in this paper can
be considered as an instance of this dual-objective with
no weight on the user-edge divergence. Interested readers
may consider the concurrent works in [31], which proposes
P2P communication at the users’ layer, and the convergence
analysis in [32] which studies the convergence rate of HFL
considering FedAvg at both layers. In facts, the work in
[32] also suggests that careful “grouping” strategies of UEs
may enhance HFL performance, which is the subject of this
paper.

While tackling multi-objective optimization in HFL is
beyond the scope of this paper, it is a promising extension
that generalizes the formulation and results found here.

7 CONCLUSION

In this paper, we studied the hierarchical federated learning
paradigm, which leverages edge servers to synchronize
users’ models, and a cloud server to synchronize edges’
models. The objective is to obtain accurate models with
minimum edge-cloud communication rounds as they are
the dominant source of delay in these systems. Toward this
end, we first derived an expression for the upper bound
of deviation of the federated model from the centralized
one, which was shown to be proportional to the weighted
distance between each node’s distribution and the global
one. Guided by this insight, we formalized an optimization
problem that assigns users to edge nodes in their communi-
cation range to minimize the distribution distance between
edge devices. However, the formulated problem is turned
to be an NP-Hard problem.

We then proposed two approaches to solve our prob-
lem. The first is a branch and bound-based solution to a
simplified linear version of the problem that assumes equal
assignments between edges. The second is a heuristic-based
approach that greedily attempts to equalize class distribu-
tions among edge devices. Under certain conditions, we
demonstrated that the two solution approaches yield the
same optimal assignments. In the general case, both yield
close sub-optimal solutions. We then tested the heuristic
solution using three public datasets with results showing
significant performance improvement when considering the
users are in proximity of only two edge nodes. Eventually,
we argue that both the communication properties of user
devices and the statistical properties of their datasets should
be considered in the design of future distributed and mobile
learning systems. To that end, promising future research can
look at online algorithms to select participating clients based
on their communication channels and quality of data as well
as advanced aggregation algorithms (other than FedAvg)
that are inherently robust to non-IID data (e.g., weighting
based on factors other than the dataset size).
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APPENDIX A
LEMMA-1

Proof:

w
(n)
t =

∑
u∈Un

r(n,u)w
(n,u)
t

=
∑
u∈Un

r(n,u) ×
(
w

(n,u)
t−1 − δ∇L(u)(w

(n,u)
t−1 )

)
=
∑
u∈Un

r(n,u) ×w(n,u)
t−1 −

∑
u∈Un

r(n,u) × δ∇L(u)(w
(n,u)
t−1 )

(37)

The first term:∑
u∈Un

r(n,u) ×w(n,u)
t−1 =

∑
u∈Un

r(n,u) ×w(n)
t−1 (due to synch.)

= w
(n)
t−1 (38)

The second term:∑
u∈Un

r(n,u) × δ∇L(u)(w
(n,u)
t−1 ) = δ∇

∑
u∈Un

r(n,u)L(u)(w
(n)
t−1)

= δ∇L(n)(w
(n)
t−1) (39)

Where (39) holds because

L(n)(w)
.
=

1

| ∪u Dn,u|
∑
u∈Un

|Dn,u|L(u)

=
∑
u∈Un

|Dn,u|
| ∪u Dn,u|

L(u)

=
∑
u∈Un

r(n,u)L(u) (40)

Substituting (38) and (39) in (37), we obtain:

w
(n)
t = w

(n)
t−1 − δ∇L(n)(w

(n)
t−1)︸ ︷︷ ︸

centralized GD using the loss on the virtual aggregated dataset

(41)

APPENDIX B
LEMMA-2
As mentioned earlier, the proof is based on steps similar to
those in [14]. However, we modify part-1 to accommodate
HFL settings and add part-3 to write the divergence entirely
in terms of D(n), which is necessary for our optimization
formulation.

Proof:

http://arxiv.org/abs/1806.00582
http://arxiv.org/abs/2007.14374
http://arxiv.org/abs/1811.11479
https://arxiv.org/abs/1604.00981
https://pytorch.org/tutorials/beginner/blitz/cifar10_tutorial.html
https://pytorch.org/tutorials/beginner/blitz/cifar10_tutorial.html
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B.1 Part 1

In part 1, we write ‖wf −w‖ in terms of ‖w(n) −w‖.

‖wf
mT −wmT ‖ = ‖

N∑
n=1

r(n)w
(n)
mT −wmT ‖

= ‖
N∑
n=1

r(n)
(
w

(n)
mT−1 − δ∇w(n)L(n)(w

(n)
mT−1)

)
− (wmT−1 − δ∇wL(wmT−1))‖

= ‖
N∑
n=1

r(n)
(
w

(n)
mT−1 − δ

C∑
i=1

−p(n)(i)Ji(w(n)
mT−1)

)

−
(
wmT−1 − δ

C∑
i=1

N∑
n=1

−r(n)p(n)(i)Ji(wmT−1)

)
‖ (42)

(42) holds by substituting the loss functions, L(·) and
L(n)(·) by their definitions in (Eq. 1 in the main paper) and
(40), and using following equalities (from the probability
multiplication rule):

p(i) =
N∑
n=1

r(n)p(n)(i) (43)

and ∑
u∈Un

r(n,u)p(u)(i) = p(n)(i) (44)

By triangular inequality:

(42) ≤ ‖
N∑
n=1

r(n)w
(n)
mT−1 −wmT−1‖+ (45)

δ‖
N∑
n=1

r(n)
C∑
i=1

p(n)(i)
(
Ji(w

(n)
mT−1)− Ji(wmT−1)

)
‖ (46)

The term in (45) = ‖
∑N
n=1 r

(n)w
(n)
mT−1 −∑N

n=1 r
(n)wmT−1‖ since it is a weighted sum of a

wmT−1 with weights that sum to one wmT−1. The
gradient subtraction term is (46) is upper bounded
by Li × ‖w(n)

mT−1 − wmT−1‖ due to the Li−Lipschitz
assumption of Ji. The inequality becomes:

‖wf
mT −wmT ‖ ≤

N∑
n=1

r(n)‖w(n)
mT−1 −wmT−1‖+

δ
N∑
n=1

r(n)
C∑
i=1

p(n)(i)Li × ‖w(n)
mT−1 −wmT−1‖ (47)

‖wf
mT −wmT ‖ ≤

N∑
n=1

r(n)‖w(n)
mT−1−wmT−1‖×P (n) (48)

wehre P (n) = 1 + δ
∑C
i=1 p

(n)(i)× Li

B.2 Part 2

In part 2, we derive an upper bound on ‖w(n)
mT−1−wmT−1‖:

‖w(n)
mT−1 −wmT−1‖ ≤

‖w(n)
mT−2 − δ

C∑
i=1

p(n)(i)Ji(w
(n)
mT−2)−(

wmT−2 − δ
C∑
i=1

p(i)Ji(wmT−2)

)
‖

≤ ‖w(n)
mT−2 −wmT−2‖+

δ‖
C∑
i=1

p(i)Ji(wmT−2)−
C∑
i=1

p(n)(i)Ji(w
(n)
mT−1)‖

Regarding the second term of the inequality, we have that:

δ‖
C∑
i=1

p(i)Ji(wmT−2)−
C∑
i=1

p(n)(i)Ji(w
(n)
mT−2)‖

≤ δ‖
C∑
i=1

p(i)Ji(wmT−2)−
C∑
i=1

p(n)(i)Ji(w
(n)
mT−2)

+
C∑
i=1

p(n)(i)Ji(wmT−2)−
C∑
i=1

p(n)(i)Ji(wmT−2)‖

≤ δ‖
C∑
i=1

(
p(i)− p(n)(i)

)
Ji(wmT−2)+

δ
C∑
i=1

p(n)(i)
(
Ji(wmT−2)− Ji(w(n)

mT−2)
)
‖

≤ δ‖
C∑
i=1

(
p(i)− p(n)(i)

)
Jmax(wmT−2)‖+

‖
C∑
i=1

p(n)(i)L(wmT−1 −w(n)
mT−1)‖

The inequality (in part 2) becomes:

‖w(n)
mT−1 −wmT−1‖ ≤ ‖w(n)

mT−2 −wmT−2‖

+ δ‖
C∑
i=1

(
p(i)− p(n)(i)

)
Jmax(wmT−2)‖

+ ‖
C∑
i=1

p(n)(i)L(wmT−1 −w(n)
mT−1)‖

≤
(
1 + δ

C∑
i=1

p(n)(i)Li

)
‖w(n)

mT−2 −wmT−2‖+

δJmax(wmT−2)
C∑
i=1

‖
(
p(i)− p(n)(i)

)
︸ ︷︷ ︸

‖D(n)‖1

‖

‖w(n)
mT−1 −wmT−1‖ ≤ P (n) × ‖w(n)

mT−2 −wmT−2‖
+ δJmax(wmT−2)× ‖D(n)‖1)‖ (49)

We perform backward induction until the previous syn-
chronization (m− 1)T
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‖w(n)
mT−1 −wmT−1‖

≤ P (n) × ‖w(n)
mT−2 −wmT−2‖

+ δJmax(wmT−2)× ‖D(n)‖1)‖ (50)

≤ (P (n))2 × ‖w(n)
mT−3 −wmT−3‖

+ δ
(
Jmax(wmT−3) + P (n)Jmax(wmT−2)

)
× ‖D(n)‖1

≤ (P (n))T−1 × ‖w(n)
(m−1)T −w(m−1)T ‖

+ δ
T−2∑
h=0

(
(P (n))hJmax(wmT−h−2)

)
× ‖D(n)‖1 (51)

Noting thatw(n)
(m−1)T = w

(f)
(m−1)T due to the synchroniza-

tion, and substituting the the result of part 2 (i.e., (51)) in the
inequality of part 1 (i.e., (48)) yields:

‖wf
mT −wmT ‖ ≤
N∑
n=1

r(n)
(
(P (n))T−1 × ‖wf

(m−1)T −w(m−1)T ‖+

δ
T−2∑
h=0

(P (n))hJmax(wmT−h−2)× ‖D(n)‖1
)
× P (n)

Which yields the bound:

‖wf
mT −wmT ‖ ≤

N∑
n=1

r(n)PT ‖wf
(m−1)T −w(m−1)T ‖

+ δ
N∑
n=1

r(n)
T−2∑
h=0

(
(P (n))h+1Jmax(wmT−h−2)

)
×‖D(n)‖1

(52)

B.3 Part 3

In part 3, we write the upper bound of ‖wf
mT − wmT ‖ in

terms of ‖D(n)‖1. Note that the bound derived in (52) has
two terms, a recursive term, and a term that depends on
‖D(n)‖1. In this part, we use back induction to write the
bound as one term depending on ‖D(n)‖1, which will give
insights about their relationship.

By substituting ‖wf
(m−1)T − w(m−1)T ‖ by its upper

bound, (52) can be written as:

‖wf
mT −wmT ‖

≤
N∑
n=1

r(n)(P (n))T ×
∥∥ N∑
n=1

r(n)(P (n))T ‖wf
(m−2)T −w(m−2)T ‖

+ δ
N∑
n=1

r(n)
T−2∑
h=0

(P (n))h+1Jmax(w(m−1)T−h−2)× ‖D(n)‖1
∥∥

+ δ
N∑
n=1

r(n)
T−2∑
h=0

(P (n))h+1Jmax(wmT−h−2)× ‖D(n)‖1

By similar backward induction until the initial weights
(i.e., m = 0), and assuming that the weights were equally
initialized (i.e., wf

0 = w0 )

‖wf
mT −wmT ‖ ≤

m∑
v=0

(
N∑
n=1

r(n)(P (n))T
)v

×δ
N∑
n=1

r(n)
T−2∑
h=0

(P (n))h+1Jmax(w(m−v)T−h−2)×‖D(n)‖1

APPENDIX C
Neural networks architecture used for each dataset are
shown below. ReLU activation is used after fully connected
and pooling layers.

C.1 MNIST
Fully connected (784 × 200)→ Dropout (p = 0.5)→ Fully
connected (200, 10)→ Softmax

C.2 F-MNIST
(Using the convention (in channels, out channels), ker-
nel) For convolutional layers.)

The CNN model is: Convolutional: (1, 8), kernel (3, 3)
→ MaxPool (3, 3) → Convolutional 8, 16 kernel (2, 2) →
MaxPool (3, 3) → Fully connected (576 × 120) → Dropout
(p = 0.25) → Fully connected (120, 60) → Fully connected
(60, 10)→ Softmax

C.3 CIFAR
The CNN model is: Convolutional: (3, 6), kernel (5, 5) →
MaxPool (2, 2) → Convolutional (6, 16) kernel (5, 5) →
MaxPool (2, 2) → Fully connected (400 × 120) → Dropout
(p = 0.5)→ Fully connected (120, 84)→ Dropout (p = 0.5)
→ Fully connected (84, 10)→ Softmax

(Similar to the architecture in the PyTorch tutorial [33]
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