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Abstract—This paper addresses a distributed connectivity
control problem in networked multi-agent systems. The system
communication topology is controlled through the algebraic
connectivity measure, the second smallest eigenvalue of the
communication graph Laplacian. The algebraic connectivity is
estimated locally in a decentralized manner through a trust-
based consensus algorithm, in which the agents communicate the
perceived quality of the communication links in the system with
their set of neighbors. In the presented approach, link qualities
represent the weights of the communication graph from which
the adjacency matrix is estimated. The Laplacian matrix and its
eigenvalues, including the algebraic connectivity, are then
calculated from this local estimate of the global adjacency
matrix. A method for network topology control is proposed,
which creates and deletes communication links based on the
Albert-Barab�asi probabilistic model, depending on the estimated
and referenced connectivity level. The proposed algebraic
connectivity estimation and connectivity maintenance strategy
have been validated both in simulation and on a physical robot
swarm, demonstrating the method performance under varying
initial topology of the communication graph, different multi-
agent system sizes, in various deployment scenarios, and in the
case of agent failure.

Index Terms—Coordination, distributed control, multi-agent
systems, trust-based consensus.

I. INTRODUCTION

A LARGE research interest in the field of multi-agent sys-

tems, exploiting the scalability, robustness, and efficiency

of such systems, is not surprising. One of the prominent

applications is in modeling robotic teams as multi-agent sys-

tems, which enables solving a wide variety of real-world prob-

lems in different domains. Promising results are already

obtained in the exploration of unknown environments [1],

manipulation [2], [3], transportation [4], surveillance [5],

search-and-rescue [6] and interaction with animal societies [7]–

[9]. One of the core challenges is enabling such assemblies

towards realizing a common objective despite their limited com-

munication, sensing, computing, and actuating capabilities. Var-

ious decentralized control algorithms have been developed over

years, such as protocol for rendezvous [10], formation con-

trol [11], [12] and consensus [13]–[15]. Most of these algo-

rithms, however, assume ideal conditions, such as continuous

availability of communication. Networking and topology con-

trol methods have emerged in an attempt to answer conditions

more likely to happen in real applications that encompass vari-

ous disturbances, such as deterioration of the communication

quality, obstacles, agent failures, malicious agents, and similar.

Recognizing the similarities of the multi-robot systems with

the network systems has provided useful insights for achieving

more resilient robot coordination. For example, it has been

shown that information exchange between robots has a direct

impact on the system performance, including convergence

speed and effectiveness of cooperation [16], [17]. However, a

broad information exchange requires increasing the number of

communication links, which can lead to deteriorated control, for

example in case of delays due to token exchange. In other cases,

increasing the number of communication links is not even possi-

ble, with a given communication network. Additionally, the

effects that outside and inside disturbances and shocks have on

the system performance should be considered if a particular

method strives to be implemented in a real-world scenario.

The communication network of the multi-robot system can,

in many cases, be described by an undirected graph, where

each link in the network represents a communication channel

between two robots. In that case, graph theory mathematical

formalism can be used to provide insights into the global prop-

erties of the underlying network topology, an approach

exploited in this work. Furthermore, this enables adaptation of

the system communication topology to retain the desired func-

tionality even under disturbances.

A. Literature Overview

In the research of distributed connectivity control for

robotic systems, most early control laws were incorporated
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within the motion controllers [18]–[22], similar to the

approach in the sensor networks, regarding sensor communi-

cation radius control [23]. Such Euclidean distance-based

approaches are quite restrictive in applicability because of

unpredictable variations in wireless networks performance. In

these approaches, connectivity control focuses on preserving

initially created topology, without considering real phenom-

ena in wireless protocols, such as fading and shadowing. A

comprehensive overview of real wireless networks for multi-

agent systems is presented in [24]. In contrast to these

approaches, the method proposed here does not rely on dis-

tance measures, but considers the communication channel

quality instead.

By definition, resilience as a property of a technical system

encompasses concepts related to the ability of the system to

rebound from trauma and to return to an equilibrium state.

The traumas considered here are mostly related to faults and/

or malfunctions of parts of the system [25]. In the case of a

multi-agent system network architecture, resilience can be

seen as the sustained system’s ability to adapt to failures

caused by either intrinsic source (e.g. malfunction of a com-

munication link), or outside source (e.g. adversarial attack on

a communication link). The measures of network resilience,

among others, include probabilistic measures of network fault

tolerance (probability of a node failure) [26], disruption propa-

gation time, and the time required to return to the equilibrium

state (connectivity level prior to the disruption) [27]. The

focus of this paper is not to quantitatively measure the network

resilience - in our case resilience can be seen as a boolean

value, i.e. a network that encompasses the method presented

herein is resilient (able to return to the equilibrium state,

defined through the Fiedler value, after trauma, represented by

an agent failure). If the network cannot return to the equilib-

rium state after trauma, then it is not resilient.

A large body of literature exists that addresses resilience in

terms of underlying communication networks in multi-agent

systems. Generally, two questions arise: i) how to determine,

and ii) how to maintain the structure/connectivity of the net-

work. Answers to these questions should provide techniques

applicable for real-time deployment, in a decentralized/distrib-

uted manner. The most commonly used methods are thus

based on various variations of consensus algorithm [28]. For

example, in [29], the authors designed a consensus protocol

based on the redundancy of information exchanged within the

local neighborhood, and used this redundancy as a property

for analyzing the behavior of the algorithm. Other examples

include discarding of faulty measurements, described in [30],

or in the case of robotic systems, a dynamic topology adjust-

ment through robot motion control, presented in [31]. These

methods use a consensus algorithm in connectivity control,

i.e. they answer to the question of connectivity maintenance,

whereas in our work, the consensus is used for the estimation

of the communication graph structure, i.e. as an answer to the

question of how to determine the connectivity. Another nov-

elty is in using the trust-based consensus algorithm variant.

Among other methods for connectivity determination, a recent

one can be found in [32], where authors combine a switching

signal that determines the network topology with the consen-

sus algorithm in order to exclude spoofed nodes and achieve

agreement. Another interesting approach is suggested in [33].

Authors used frequency response of Wiener filters to pinpoint

spurious links in the network, and assure algorithm conver-

gence using only valid links in linear consensus. It is impor-

tant to mention that the convergence speed is directly related

to the number of links in the graph, [13], [34], usually mea-

sured with algebraic connectivity, that will be formally intro-

duced in the next section.

The above-mentioned methods only consider keeping the

underlying communication graph connected, without taking

into account the cost of maintaining such connectivity. In the

case of wireless networks, the cost comes in the form of

energy required to communicate, and the computation time

for algorithm execution. Clearly, the notions of cost and con-

nectivity level introduce contradictory objectives in the net-

work connectivity control. In order to increase the network

resilience (decrease the time required to return to the connec-

tivity level prior to disruption), the number of links should be

increased. On the other hand, an increased number of links

would in general increase the cost. Hence, the topology

design, conciliating the algebraic connectivity maximization,

and network cost minimization, can be considered as a convex

optimization problem, [35], [36]. This work does not attempt

to find a solution to this optimization problem, since the opti-

mal criteria depend on the actual use case. Instead, a higher-

level control module is assumed to define the desired graph

structure and to reference it to the connectivity maintenance

method in the form of desired Fiedler value. Our method then

aims to realize a communication graph configuration with the

desired connectivity. Some examples of these higher-level

optimization solutions are given in the remainder of this

section.

In [37] authors proposed Mixed Integer Semidefinite Pro-

gram (MISDP) to find the optimal network design, where the

specified performance is met with minimized communication

cost, compared to a complete communication graph. The cost

considerations lead to the optimization method presented

in [38], where the power transmitted by each node of a net-

work was adapted in order to maximize the network connec-

tivity. The goal was to allow each node to estimate and track

the algebraic connectivity of the underlying expected graph,

which is in line with the objective of the method that we pro-

pose herein. The main drawback of the approach described

in [38] is the assumption that transmitted power was the same

for all nodes in the network. Some of the recently obtained

results consider robot-to-robot interactions, as shown in [39].

The objective of the presented reconfiguration strategy is to

compute an optimal k-connectivity graph that would mini-

mally constrain pairwise robot motion (defined by the edges

of the graph) required by the original task.

B. Paper Contributions

Within this work, a novel communication graph connectiv-

ity control method is proposed for a multi-agent system, using
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the algebraic connectivity (Fiedler value) as the measure of

graph connectivity. Fiedler value of the underlying communi-

cation graph is obtained from the adjacency matrix that is esti-

mated in a decentralized manner, through a trust-based

consensus algorithm. In contrast to existing work, we propose

a method that takes into account the actual quality of commu-

nication links and is able to re-establish graph connectivity in

case of an agent failure. Furthermore, based on the estimation

of the algebraic connectivity, a distributed connectivity feed-

back control method is proposed. The method does not require

for the initial underlying communication graph to be known to

the agents in the group - local information about the neighbor-

hood only is sufficient. We propose a modification of the

Albert-Barab�asi probabilistic model [40] for communication

links creation and deletion. Since we assume that each com-

munication link introduces additional energy and computation

cost, the method aims to ensure desired performance (in terms

of algebraic connectivity) by balancing the number of realized

links among those physically feasible. Finally, as we show in

the results section, the proposed method is successfully vali-

dated in the simulation and through real-world experiments

with a swarm of underwater robots. To summarize, the contri-

butions of this paper are:

1) A trust-based consensus algorithm for estimation of the

Fiedler value of the communication graph in multi-

agent systems.

2) A distributed connectivity control law for maintaining

the desired algebraic connectivity.

3) A modified Albert-Barab�asi probabilistic model that

determines the procedure of managing the number of

agent links.

C. Paper Structure

The remainder of this paper is structured as follows. First, in

Section II we give basic notations and preliminaries on graph

theory, followed by Section III dedicated to details of a multi-

agent system and formulation of the distributed connectivity

control problem. In Section IV, we present the distributed con-

nectivity control method for a multi-agent system. Section V

is dedicated to a description of the decentralized trust-based

algorithm for algebraic connectivity estimation, along with a

nonlinear observation function representing the quality of a

communication link. Verification of the proposed method, in

different scenarios in simulation and in the real world, is given

in Sections VI and VII. Final remarks and conclusions are dis-

cussed in concluding Section VIII.

II. PRELIMINARIES ON GRAPH THEORY

Herein we introduce graph theory notations and basic con-

cepts used in this paper. A graph G ¼ ðV; EÞ consists of a set of
vertices V ¼ f1; 2; . . . ; ng, where n is the total number of verti-

ces in the graph, and a set of edges E � V � V represents con-

nections between vertices. In general, a graph can be directed

or undirected, depending on the assigned direction on its edges.

The vertices that are adjacent to vertex i are called the neigh-

bors of i and this set is denoted asN i ¼ fvj 2 V : eij 2 Eg.

The adjacency matrix A 2 Rn�n defines the connections of

the vertices in the graph. If vertex i is adjacent to vertex j,
then adjacency matrix element aij is equal to 1, otherwise

aij ¼ 0. The adjacency matrix is symmetric aij ¼ aji for an
undirected graph. If a graph G is weighted (which is the case

investigated in this paper), then adjacency elements aij � 0;2
R if eij 2 E. The degree matrix D ¼ diagðd1; . . . ; dnÞ is a

diagonal matrix, where di denotes the degree of vertex i, and
is calculated as di ¼

Pn
j¼1 aij. The Laplacian matrix is

defined as

L ¼ D�A; (1)

with lii ¼ di and lij ¼ lji ¼ �aij.
Some of the properties of the Laplacian matrix are particu-

larly interesting from the graph connectivity perspective. For

an undirected weighted graph G with non-negative weights,

1) all eigenvalues of L have real non-negative values,

2) L is a positive semi-definite matrix.

Furthermore, for the column vector 1, with all elements
equal to 1, and null vector 0, the following equality holds:
L1 ¼ 0. Thus, one eigenvalue of the Laplacian matrix is
equal to zero and can be denoted by �1 ¼ 0. For an undi-
rected graph, the Laplacian matrix L is symmetric with real
eigenvalues �i that can be ordered in a non-descending
order:

�1 � �2 � . . . � �n:

The second smallest eigenvalue of the Laplacian matrix, �2,

is called the Fiedler value or algebraic connectivity and repre-

sents a measure of connectivity of the associated graph. So,

the graph is connected if and only if �2 > 0 [41].
For some well know graph families, such as star, cycle or

complete graphs, the algebraic connectivity can be determined

by exact expressions. For example, the algebraic connectivity

of the complete graph Kn is equal to the number of vertices in

the graph, �2 ¼ n. Since, in general, connectivity increases

with an increase in �2, it is useful to know the maximum Fie-

dler value �2max. For the complete graph �2max ¼ n, but in
the cases G 6¼ Kn, the upper bound of algebraic connectivity

�2 depends not only on the number of vertices, but also on

other parameters of the graph, including the number of edges

and minimal degree of the graph, as shown in Table I (there

are other graph parameters that impact the algebraic connec-

tivity, but those are beyond the scope of this paper). For

instance, Table II shows an insight into the correlation of the

number of vertices with the algebraic connectivity for a star,

cycle, and complete graphs. Additionally, a variation between

TABLE I
BOUNDS TO ALGEBRAIC CONNECTIVITY RELATED TO BASIC GRAPH’S

PARAMETERS
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the algebraic connectivity and the number of edges for differ-

ent topologies can be observed. A comprehensive overview of

the graph’s spectral properties can be found in [41].

III. PROBLEM DESCRIPTION

Let n denote the number of agents in the system, whose

communication network topology can be described with a

time-varying weighted undirected graph G. We consider the

system where the weights of the edges represent the quality of

the communication links between agents. It is assumed that

each agent can exchange information only with agents that

belong to its set of neighbors. When the agents are mobile,

which is the case for example in many cooperative multi-robot

systems, the communication network topology is typically

influenced by robots’ positions. Additionally, the quality of

the communication links can be affected by failures, attacks,

noise, and obstacles, which can vary in time as well. In

extreme cases, the quality can drop to values so low, that a

particular communication link can be considered lost.

As mentioned, in a multi-agent system where a consensus

algorithm is used to reach an agreement, the speed of conver-

gence of the consensus protocol, b, in the worst case, is deter-

mined with algebraic connectivity �2 of the communication

graph. More specifically [42]:

b ¼ �n þ �2

�n � �2
: (2)

We will return to notion of the consensus convergence time

later in Section V-A.

When the spectral property of a graph is applied to a multi-

agent system, then the algebraic connectivity plays a funda-

mental performance measure of the system. Therefore, in

many networked multi-agent systems, a strategy to keep the

algebraic connectivity at a certain level is necessary in order

to achieve the desired global objective of the system. How-

ever, maximizing the algebraic connectivity in weighted undi-

rected graphs, where weights represent relations between

neighboring agents, is an optimization problem that is chal-

lenging to solve due to the limited computational and power

capabilities of a single agent participating in decentralized

multi-agent applications.

On the other hand, keeping the algebraic connectivity in the

multi-agent system at a maximal level does not necessarily

contribute to the quality of control, due to delays and redun-

dancy of messages that such policies can cause. Hence, the

goal of graph connectivity control is to keep �2 at a certain

level.

In distributed and decentralized multi-agent systems, con-

nectivity control is a non-trivial problem, since each agent is

only aware of the connections with its neighbors and thus

unable to directly determine the overall topology of the com-

munication graph. In other words, information on the commu-

nication links should somehow be propagated through the

network, so that each agent can estimate the underlying com-

munication graph topology, and determine its Fiedler value.

Formally, each agent l, at the discrete communication interval

k, should calculate its local estimate AlðkÞ of the adjacency

matrix. Since each agent is able to communicate with its

neighbors only, local estimates AlðkÞ should be shared with

all the agents in the group, so that eventually all the group

members determine a common adjacency matrix of the graph,

AlðkÞ ¼ A; 8l; k ! 1: (3)

How to ensure the convergence of (3) is the first problem that

we address in this paper.

Once A is determined, each agent can calculate �2, and,

depending on the �2 tracking error to the reference value, act

accordingly. Here, we consider two actions - establishing and

deleting communication links. These actions effectively

change the underlying communication graph topology, and

hence the value of �2 accordingly. It should be noted that

within this work, we assume that the process of creation and

deletion of arcs in the underlying graph is much slower than

the proposed consensus protocol that is initiated every time a

new set of arcs is added (deleted). Which of these actions

(addition or deletion) should be taken, and when, is the second

problem that we discuss herein.

In the remainder of the paper, we will first discuss the sec-

ond presented problem, namely the connectivity control prob-

lem. This problem assumes that A is known (through

whichever method), and that reference �2ref is given. Then,

we explain the proposed consensus-based algorithm for

obtaining the A.

IV. CONNECTIVITY MAINTENANCE

The main objective of connectivity maintenance is to con-

trol the algebraic connectivity of the underlying communica-

tion graph of a multi-agent system during operation. This

could be done by changing the number of vertices and/or

edges. Since we are considering the system where vertices

represent agents, and edges represent communication links,

the changes in the graph connectivity will be done by adding

or removing edges, i.e. communication links.

Following the well-known conservative property of the

algebraic connectivity with respect to the change of the num-

ber of links in the graph, we can assume that if a new graph is

obtained by adding a link, then the new value of the algebraic

connectivity will be equal to or greater than the �2 value for

the original graph. The same logic can be drawn for a new

graph obtained by removing a link - the new value of the alge-

braic connectivity will be equal to or less than the value of the

TABLE II
THE ALGEBRAIC CONNECTIVITY OF STAR, CYCLE AND COMPLETE GRAPHS

RELATED TO NUMBER OF VERTICES
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original graph. Even though our approach to connectivity

maintenance - increasing and decreasing the algebraic connec-

tivity - is based on these assumptions, it should be clear that

the exact value of algebraic connectivity depends on other

parameters as well, most significantly on the graph topology.

Similar dependency holds for the rate of change of the alge-

braic connectivity when adding or removing a link.

In order to demonstrate this dependency, we return to the

lower and upper bounds of the algebraic connectivity defined

with respect to the minimal degree of the graph, dmin, (shown

in Table I):

2dmin � nþ 2 � �2 � n

n� 1
dmin: (4)

Boundaries defined in (4) imply that in order to achieve the

desired value of algebraic connectivity, �2ref , the minimal

degree of the graph must be

d�min � n� 1

n
�2ref : (5)

In other words, if a node, representing agent l, has a degree

that is less than the minimum degree d�min required by the

desired connectivity �2ref , then, establishing a new communi-

cation link, i.e. adding a link to the graph, has no effect on the

algebraic connectivity, if this new link is added to any other

node but the node with the minimum degree.

In an example of the graph with 5 nodes, as shown in Fig. 1,

we have chosen two different links, represented with dashed

lines, that have been added to the original graph. The values

of algebraic connectivity for the original graph, and for the

graphs obtained after links a13 and a54 have been added, are

given in Table III. Results clearly demonstrate that adding a

single link can have a drastically different effect on the alge-

braic connectivity - while in the case of new link a54 the value
of �2 did not change, adding link a13 almost doubled the alge-

braic connectivity.

A. Connectivity Controller

Now we proceed with the description of the proposed

method for adding and removing communication links.

Firstly, it relies on an estimate of the adjacency matrix. As

stated, we propose an approach where each agent l calculates
its local estimate of the adjacency matrix at time step k,
AlðkÞ, using the algorithm that we describe later in Section V.

Then, each agent determines �l
2ðkÞ and calculates the differ-

ence between the desired and the current (estimated) value of

the algebraic connectivity

el�2ðkÞ ¼ �2ref � �l
2ðkÞ: (6)

Due to the discontinuous nature of the graph connectivity (�2

does not change continuously with the number of edges in the

graph), as well as due to unknown relation between �2 and the

number of edgesm (the example shown in Fig. 1 demonstrated

that graphs with the same number of edges have different �2),

implementation of formal design methods for a linear control-

ler for the tracking error el�2ðkÞ is not possible (usually heuristic
approaches are applied). Instead, we propose a classical

approach based on the nonlinear feedback control theory.

Firstly, since d�2=dm � 0, by increasing the number of edges

m, the Fiedler value �2 will increase or remain the same. Then,

if the tracking error el�2ðkÞ is greater than user-defined value

K�2, an edge should be added to the graph, while in case the

difference is below�K�2, an edge should be removed from the

graph. This approach corresponds with the typical three-level

relay controller. The pseudo-code of the proposed feedback

connectivity control strategy is given in the Procedure 1.

The proposed relay controller has a single parameter

K�2 > 0 that should be determined so that

jel�2ðkÞj < K�2; k ! 1: (7)

Again, due to the discontinuous nature of the graph connec-

tivity, setting K�2 too small could cause cyclic addition and

removal of edges, that will, in turn, produce oscillations of �2.

Lemma 4.1 (Lower bound of K�2): For (7) to hold, relay

parameter should satisfy

Fig. 1. An example of the graph topology with two added links causing
different change of the algebraic connectivity value.

TABLE III
THE ALGEBRAIC CONNECTIVITY OF DIFFERENT GRAPH’S TOPOLOGY

WITH 5 NODES

Procedure 1. The Pseudo-Code of the Proposed Connectivity

Maintenance Procedure Running on Agent l.
Initialize adjacency matrix estimate Al with known local

connections.

InitializeK�2 according to Lemma IV.1.

while True do

Exchange communication link qualities alij with neighbors.
Update the adjacency matrix estimate Al. (See Section V.)

Calculate �l
2.

Calculate el�2 using (6).
ifel�2 > K�2 then

Add a link.

end

ifel�2 < �K�2 then

Remove a link.

end

end
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K�2 > min
i;j

ðfi � fjÞ2; ðfi � fjÞ 6¼ 0; (8)

where fi and fj are i-th and j-th elements of normalized Fie-

dler vector f corresponding to �2.

Proof: To determine lower bound of K�2 (to avoid oscilla-

tions of �2) we use normalized Fiedler vector f, i.e. an eigen-

vector of Laplacian matrix that corresponds to �2,

Lf ¼ �2f: (9)

From perturbation theory of symmetric matrices we have

@�2

@lij
¼ fT

@L

@lij
f: (10)

Since

fTLf ¼
X
i;j

lijðfi � fjÞ2; (11)

we get

@�2

@lij
¼ ðfi � fjÞ2; (12)

which states that change of algebraic connectivity due to change

in lij (that is actually same to change in aij - see (1)) is equal to
difference of corresponding Fiedler vector components. Hence,

by finding the minimal difference (not equal to zero) between

pairs of all entries of f, we will determine the minimal change

in �2 caused by addition/removal of a single link,

D�2 min ¼ min
i;j

ðfi � fjÞ2; (13)

So, to avoid oscillations in algebraic connectivity caused by

addition/removal of links, i.e. to guarantee that (7) is satisfied,

the relay controller parameter K�2 should be greater than

D�2 min. &

In Lemma IV.1 only the lower bound of the controller parame-

ter is considered since an upper bound ofK�2 does not influence

the system dynamics but only the static error of the algebraic con-

nectivity (largerK�2, larger the gap from the reference value).

Further reference to Table I gives an interesting insight on

K�2. Namely, the third row in the table relates �2 and the num-

ber of edgesm. Since this dependency is represented by a square

root function, d�2=dm will have a hyperbolic form, which

means that when the graph has a relatively small number of

edges, adding a single edge could significantly change the con-

nectivity, while adding an edge when the graph has a relatively

large number of edges would not significantly change �2.

B. Adding/Removing Communication Links

Once the agent l decides to remove or add a link, the ques-

tion is which link should be removed or established. From the

energy point of view, the most appropriate network topology

for multi-agent systems would be the one that achieves the

desired algebraic connectivity with a minimal number of links.

This argument holds for attacks as well, since the lower num-

ber of communication links enables less opportunity of the

attack. However, a minimal number of links makes the system

sensitive to communication failures, since the loss of a single

link might cause the loss of the connectivity property of the

underlying graph. Hence, the appropriate value of �2ref is a

trade-off between a robust, secure, and energy effective under-

lying communication graph, which depends on the number of

agents, the number of links, the network topology, and finally,

on the intended application, i.e. required speed of convergence

of the consensus protocol (2).

In the remainder of this section, we introduce a novel distrib-

uted connectivity maintenance method, based on the Albert-

Barab�asi preferential model [40]. This simple model deter-

mines the probability that a new node will connect to an exist-

ing node in the network. In the Albert-Barab�asi model, similar

to the real-world social networks, nodes with more existing

connections are more likely to receive new links. We modified

this model for integration into the connectivity control for

decentralized multi-agent systems. It should be noted that aside

from the Albert-Barab�asi preferential model, our approach can

support other connectivity maintenance methods as well,

including the most widespread network topologies such as

Erdo��s-R�enyi and Watts-Strogatz graphs. A set of randomly

connected nodes, where the probability of connecting two

nodes is equal in each step, constructs a random network, and

can be described using Erdo��s-R�enyi model introduced in [43].

On the other hand, using a model given by Watts-Strogatz [44]

a network with highly clustered nodes can be described, where

some nodes in the cluster are connected with other clusters in

the network. Having in mind real multi-agent applications, the

Watts-Strogatz small-world graph is not suitable for implemen-

tation due to the limited range of communication. Erdo��s-R�enyi
probabilistic model can be implemented in a similar manner to

the Albert-Barab�asi preferential model. However, in experi-

ments carried in the paper [45], authors have shown that the

Albert-Barab�asi free-scale graph is more robust to node and

link failures compared to other graph topologies.

For an agent j that has a set of active neighbors N l and is

within the connection neighborhood Rl of an agent l, we

define a probability that agent l will connect to agent j as

pljðkÞ ¼
djðkÞP
Pl
djðkÞ ; (14)

where djðkÞ is the degree of agent j and

Pl ¼ fj : j 2 Rl; j =2 N lg.

It should be mentioned that discrete time intervals for add-

ing/removing communication links are longer than discrete

communication intervals Td. That is why in (14) we use k

instead of k.
By applying the given method to the system of 5 agents,

with graph topology shown in Fig. 2, one gets

N 5 ¼ f3g;R5 ¼ f2; 3; 4g;P5 ¼ f2; 4g;
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which gives

p52 ¼
2

2þ 1
¼ 2

3
; p54 ¼

1

2þ 1
¼ 1

3
;

hence the probability for agent 5 to connect to agent 2 is two

times higher than to connect to agent 4. Following the same

logic when the algebraic connectivity of a graph should be

decreased, the agent would probably disconnect from the

neighbor with the largest number of communication links.

That is in direct contradiction with the fact that, in general,

nodes with a higher degree contribute more to the graph con-

nectivity. Hence, in the case of link removal for agent l, the
higher probability for disconnection is given to the agent

with the lowest degree. However, as the algebraic connectiv-

ity of a graph is lower bounded with the minimal degree

d�min, that is determined from (5), agent l is allowed to initi-

ate removal of the link only in case dl > d�min. The same

holds for the neighboring nodes, so the probability of

removal is calculated as

pljðkÞ ¼ 1� djðkÞP
N l

djðkÞ ; djðkÞ > d�min: (15)

Using the same example of the multi-agent system of 5

agents, with graph topology shown in Fig. 3, assuming �ref

such that d�min ¼ 1, let us consider situation when agent 5 ini-

tiates removal of one of its links. HavingN 5 ¼ f3; 4g, accord-
ing to (15)

p53 ¼ 1� 3

3þ 2
¼ 2

5
; p54 ¼ 1� 2

3þ 2
¼ 3

5
:

As the direct consequence of (14), agents with more links

are more likely to get new connections since nodes with higher

degrees are contributing to higher network connectivity. How-

ever, as it was mentioned earlier, due to other criteria, such as

energy constraints, we introduce the upper boundary d�max for

the number of connections each agent can have.

Finally, a complete failure of an agent j should be dis-

cussed prior to describing the adjacency matrix estimation

method. In that case, dj ¼ 0, hence plj ¼ 0; 8l, i.e. none of

the agents within Rj will try to link with the failed agent. As

shown in the following section, this situation is perceived

locally and is propagated through the graph. As a conse-

quence, the failed agent is excluded from the group, meaning

that the number of nodes in the underlying communication

graph becomes n� 1, consequently changing the dimension

of adjacency matrices Al.

V. LOCAL ADJACENCY MATRIX ESTIMATION

As mentioned in the problem statement section II, when a

global approach for algebraic connectivity estimation of a

cooperating multi-agent system is used, each agent must esti-

mate the topology of the complete communication graph, and

the group must eventually reach a common value of the adja-

cency matrix. Hence, the question is how to update the ele-

ments of the local estimate AlðkÞ, in order to fulfill (3)? The

simplest discrete update law that could be used is of the form

alijðkþ 1Þ ¼ alijðkÞ þ DalijðkÞ; (16)

where alij 2 ½0; 1� represents the weight of the communication

link between the agent i and j, perceived by agent l (hence, alij
is an element of adjacency matrix Al). This discrete update

law is executed once during a communication (sampling)

interval (every Td > 0 time units). It is assumed that the

underlying graph does not contain self-loops, i.e. alii ¼ 0.

A. Trust-Based Consensus

The main challenge in this update law is how to determine

DalijðkÞ in order to ensure convergence of the method. The

approach proposed in this paper is built upon our previous

work on a trust-based consensus algorithm presented in [46].

In that work, we assigned a trust value to each link in the net-

work and introduced an algorithm that ensured the conver-

gence of the agents’ states, as well as agents’ trusts, to a

common value. Building upon other research conducted in the

field of mission planning and scheduling in multi-robotic sys-

tems [47]–[50], we propose a modification to this approach, so

that the quality of the communication link is considered the

same way as we treated the trust in our previous work. In other

words, we exploit the mathematical formalism developed in

our earlier research on trust, with adaptations accounting for

Fig. 2. A graph topology with preferential probability distribution when
agent 5 should add a link.

Fig. 3. A graph topology with preferential probability distribution when
agent 5 should remove one of its links.

1270 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 9, NO. 3, MAY/JUNE 2022



communication link quality instead. Herein, the observation

function (introduced later in this section) does not depend on

the state vector x - it is formed based on the number of data

packets exchanged between agents, i.e. the quality of the com-

munication link. However, from the mathematical formalism

point of view, the quality of the communication links can be

introduced into the system description through aij, i.e. in the

same way as trust.

Furthermore, in the approach proposed in this paper, we

allow for the communication links to fail, and new links to

establish.

As described in Section II, the agents should have the abil-

ity to determine (and to reconfigure) the group topology in a

decentralized fashion, based on agents’ local views and esti-

mates of weights (quality) of the communication graph. This

implies that there is no central agent that has access to all the

values of the adjacency matrix (representing the quality of

communication links). Therefore, each agent should keep and

update its own matrix with communication weights regarding

every other agent in the group, including those that are not its

neighbors. Under the assumption that each agent is capable of

observing the weights of communication links with its neigh-

bors, the update law should include this information as well.

In general, the consensus is written as

xiðkþ 1Þ ¼
X
j2N i

aijðkÞ½xjðkÞ � xiðkÞ�; (17)

or in matrix form,

xðkþ 1Þ ¼ �LxðkÞ; (18)

where xi describes the state of agent i, xj is the state of agent

j, aij represents level of relation between these two agents,

and N i defines a set of agents neighboring with agent i. The
state could, for example, be the position or the orientation of a

robot, environment temperature measured by the agent, or

some other physical property, while the level of relation could

be the trust between the agents, the attractive force between

the agents, or any other relational property. In this paper, we

assign the quality of the communication link to the relational

property and, as stated in (16), we investigate how to update

this property so that (3) is satisfied, i.e. to guaranty conver-

gence of the update algorithm.

Closely related to the speed of convergence b, given in (2),

the convergence time TnðrÞ of consensus (18) is defined

as [51]:

TnðrÞ ¼ min u :
k xðkÞ � x� k1
k xð0Þ � x� k1 � r; k � u; 8xð0Þ =2 c1

� �

(19)

where r is a positive constant, x� stands for limk!1xðkÞ, and
c1 is the set of vectors with equal components. In general, pos-

itive constant r can take arbitrary small value, however, due to

the fact that TnðrÞ / logð1=rÞ, [51], the most common range

is 0:01 � r � 0:1, i.e. the time to consensus is equal to the

time when the average absolute distance to x� drops below

value in range 1% - 10% of the initial value, [52].

B. Communication Links Quality

The main goal of the proposed method is to relate DalijðkÞ
with the communication link quality. However, since the agent

measurements might be erroneous, we also relate DalijðkÞ with
the information on alijðkÞ as perceived by other agents. Hence,

the estimate of local adjacency matrix Al is a function of both

the neighboring environment perceived by the agent and the

“opinions” of others in the group.

First, the part related to the measurements is derived. For

this purpose, the basic model, shown in Fig. 4, is used to estab-

lish a measure of the communication link quality with packet

loss computation (other measures can be used as well - the

adjacency matrix update law (16) does not depend on the way

the quality is measured). It is assumed that in a discrete-time

step k agent i transmits a certain number of data packets,

denoted Ni
tra, to agent j. At the same time agent j receives the

number of data packets Nj
rec, such that Nj

rec � Ni
tra. If N

j
rec ¼

Ni
tra, than the communication link between agents i and j has

the highest quality. The measure can be written as

dijðkÞ ¼ Ni
traðkÞ �Nj

recðkÞ: (20)

Since in the same discrete time step, there is data exchange

from agent j to agent i (Ni
rec � Nj

tra), we apply the same

logic. Therefore,

djiðkÞ ¼ Nj
traðkÞ �Ni

recðkÞ: (21)

This approach implies that in the general case, the quality of

the links between two agents might differ, dijðkÞ 6¼ djiðkÞ,
which leads to the directional communication graph

(aijðkÞ 6¼ ajiðkÞ) and the spectral properties of undirected

graphs do not apply. To keep the underlying graph undirected

we calculate a common quality of the link as the maximum of

two values,

dijðkÞ ¼ max½dijðkÞ; djiðkÞ�: (22)

Because in general, the measurement dijðkÞ can take any

positive value, while aij 2 ½0; 1� as in [46] where we intro-

duced the so-called observation function, in order to adjust the

versatility of measured values to the range of the adjacency

matrix weights. The form of the observation function is based

on an assumption that measurements follow Gaussian law,

thus the following exponential function is used:

tlijðkÞ ¼ e
�ðdijðkÞÞ2

s2
l ; (23)

Fig. 4. An exchange of data used to determine the quality of the link between
two nodes in a multi-agent system.
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where sl is a constant that defines the rate of change of the

exponential function. This constant should be determined

based on the parameters that can influence the quality of com-

munication links, such as the maximal number of data packets

that can be exchanged between two agents in a discrete-time

step, noise level, and probability of errors. It should be noted

that the general form of the observation function (23) takes

values in the interval [0,1] and allows negative measurements

(dijðkÞ < 0), which is not the case in our proposed approach.

When agent l initiates a disconnection from its neighbor j, we
set tlljðkÞ ¼ 0, as there will not be any new messages

exchanged between them.

Now, the difference between the current observation of

agent l and the current value of its local adjacency matrix can

be calculated as:

�lijðkÞ ¼ tlijðkÞ � alijðkÞ: (24)

In general, one can allow agent l to observe (or have an access

to) the measurements between agents i and j. However, here
we assume that only the agents involved in data exchange are

able to observe that exchange, and according to (20)–(23) we

have

tiij ¼ t
j
ij ¼ tiji ¼ tiji: (25)

Refering to (24), if i and j do not communicate, the meas-

urements of transmitted and received packets of data are not

available, and we set �lijðkÞ ¼ 0; 8l.

C. Adjacency Matrix Updates

We proceed further with determination of influence that

estimates of other agents in the group have on the update law

(16). To grasp the concept, we refer to Fig. 5, and consider the

link between agents 4 and 5 in the local adjacency matrix of

agent 3, i.e. we consider element a345. According to the pro-

posed consensus algorithm, agent 3 compares its value a345
with neighboring agents which gives, ða245 � a345Þ, ða445 � a345Þ
and ða545 � a345Þ. The exchange of this information goes

through neighboring communication links with varying quali-

ties, all of which are accounted for, so that the influence is cal-

culated as a linear combination, a323 	 ða245 � a345Þ þ a343	
ða445 � a345Þ þ a353 	 ða545 � a345Þ. Since by the assumption agent

3 cannot observe communication between agents 4 and 5,

�345 ¼ 0.
Now we can state the main result of the paper.

Theorem 5.1 (Adjacency matrix updates): Under the

assumption that the initial underlying communication graph

contains a spanning tree, if 1 � tlijðkÞ � 0 (which according

to (23) is always true), then update equation

DalijðkÞ ¼
X
p2N l

allpðkÞðapijðkÞ � alijðkÞÞ þ �lijðkÞ; i 6¼ j:
(26)

guarantees that (3) holds, i.e.

a1ijðkÞ ¼ a2ijðkÞ ¼ . . . ¼ anijðkÞ ¼ tiijðkÞ; k ! 1: (27)

Proof: Proof of the theorem follows logic presented in [46].

Rewriting (26) for node 1 (l ¼ 1) gives (step k is kept away for
abbreviation)

Da1ij ¼
X
p2N 1

a11pðapij � a1ijÞ þ �1ij

¼ �a1ijða112 þ a113 þ 	 	 	 þ a11nÞ

þ a112 a113 . . . a11n
� �

a2ij

a3ij
. . .

anij

2
66664

3
77775þ �1ij;

(28)

while for node 2 (l ¼ 2) one gets

Da2ij ¼
X
p2N 2

a22pðapij � a2ijÞ þ �2ij

¼� a2ijða221 þ a223 þ 	 	 	 þ a22nÞ

þ a221 a223 . . . a22n
� �

a1ij

a3ij
. . .

anij

2
66664

3
77775þ �2ij:

(29)

According to the definition of degree matrix D,

ða112 þ a113 þ 	 	 	 þ a11nÞ ¼ d11;

ða221 þ a223 þ 	 	 	 þ a22nÞ ¼ d22;

(30)

while

d11 �a112 �a113 . . . �a11n
� � ¼ l11;

�a221 d22 �a223 . . . �a22n
� � ¼ l22;

(31)

represent 1st row, l11, of L
1, and 2nd row, l22, of L

2. Now, by

defining three vectors,

aij ¼

a1ij

a2ij
. . .

anij

2
66664

3
77775;Daij ¼

Da1ij

Da2ij
. . .

Danij

2
66664

3
77775; ��ij ¼

�1ij

�2ij
. . .

�nij

2
66664

3
77775; (32)

we can generalize for all nodes in the system and write (26) in

matrix form,

Daij ¼ �L̂aij þ ��ij; (33)

Fig. 5. The initial graph topology for a multi-agent system with 5 robots
where Al is local estimate of the global adjacency matrix.
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with

L̂ ¼

l11
l22
. . .

lnn

2
6664

3
7775:

Finally, including (33) in (16) gives

aijðkþ 1Þ ¼ aijðkÞ � L̂aijðkÞ þ ��ijðkÞ: (34)

As the last step of the proof we have to show that

�L̂aijðkÞ þ ��ijðkÞ ¼ 0

if (27) is true. From (31) it is clear that in case a1ijðkÞ ¼
a2ijðkÞ ¼ . . . ¼ anijðkÞ one has

l11 ¼ l21 ¼ . . . ¼ ln1 ¼ l1;

l12 ¼ l22 ¼ . . . ¼ ln2 ¼ l2;

. . .;

l1n ¼ l2n ¼ . . . ¼ lnn ¼ ln;

which gives L̂ ¼ L. Due to Laplacian matrix properties,

LaijðkÞ ¼ 0 if (27) is true. The same holds for vector ��ij, i.e.
��ij ¼ 0 since, according to definition (24), all its components

are equal to zero. &

To summarize, the pseudo-code of the proposed decentral-

ized adjacency matrix estimation method is given in algorithm

2. It can be noticed that the computational complexity of the

proposed algorithm is equal to Oðn2Þ. Compared to power

iteration methods for distributed estimation of the algebraic

connectivity, that have been intensively investigated in the

decentralized multi-agent systems [18]–[22], as described in

Section I-A, our method provides the same complexity level

with the benefit of estimating the entire graph’s topology in a

decentralized manner.

VI. SIMULATION RESULTS

The presented simulation experiments are inspired by our

work on animal-robot societies within ASSISIbf project [53],

where miniature robots used a communication network to

exchange information related to the properties of the society

they formed with honeybees [9]. To demonstrate the effective-

ness of the proposed consensus-based method for calculation

of �2 and the described control law for connectivity mainte-

nance, we conducted extensive simulations for three different

group sizes, i.e. we have chosen a group of 5, 9, and 25 robots.

For each of these examples, we generated an initial communi-

cation graph topology in order to set the initial distribution of

robots and their connectivity radius. Based on the initial topol-

ogy, as we stated earlier, we assume that each agent l can
establish a communication channel with all agents that are

within Rl, whose value is based on technical properties of the

chosen type of communication protocol, corresponding hard-

ware layer, and environment in which the group executes their

missions. At the beginning of the simulation, each agent only

has the knowledge about the local network topology, which,

for the 5-robots example as in Fig. 5, gives

A1ð0Þ ¼

0 1 0 0 0

1 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

2
6666664

3
7777775
;A2ð0Þ ¼

0 1 0 0 0

1 0 1 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 0 0

2
6666664

3
7777775
;

A3ð0Þ ¼

0 0 0 0 0

0 0 1 0 0

0 1 0 1 1

0 0 1 0 0

0 0 1 0 0

2
6666664

3
7777775
;A4ð0Þ ¼

0 0 0 0 0

0 0 0 0 0

0 0 0 1 0

0 0 1 0 1

0 0 0 1 0

2
6666664

3
7777775
;

A5ð0Þ ¼

0 0 0 0 0

0 0 0 0 0

0 0 0 0 1

0 0 0 0 1

0 0 1 1 0

2
6666664

3
7777775
:

In all examples presented in this section, the sample time

was Td ¼ 0:2 ½s�, k ¼ 25 	 k (adding/removing links is initi-

ated once for every 25 communication intervals), the algebraic

connectivity threshold was K�2 ¼ 0:1 (for example with 25

nodes K�2 ¼ 0:05) and the maximum number of links that a

robot can have was d�max ¼ 5 (for the example with 5 robots

d�max ¼ 4).

Algorithm 2. The Pseudo-Code of the Proposed Adjacency

Matrix Estimation on Agent l.
Input: alijðkÞ, i; j 2 ½1; n�

apijðkÞ, i; j 2 ½1; n�, p 2 N l

dijðkÞ, i; j 2 ½1; n�
Td, sl

Output: alijðkþ 1Þ
foreach i 2 ½1; n� do
foreach j 2 ½1; n� do
Calculate observation value:

tlijðkÞ ¼ exp� ðdijðkÞÞ2
s2
l

if l 6¼ i 6¼ j then
�lijðkÞ ¼ 0

else

�lijðkÞ ¼ tlijðkÞ � alijðkÞ
end

Calculate update term:

DalijðkÞ ¼
P

p2N l
allpðkÞðapijðkÞ � alijðkÞÞ þ �lijðkÞ

Calculate new estimates of adjacency matrix elements:

alijðkþ 1Þ ¼ alijðkÞ þ Td 	 DalijðkÞ
end

end
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A. Estimation of Global Adjacency Matrix

In this example, we demonstrate the convergence of the

local matrices towards the global adjacency matrix for the

5-robots group with the initial graph topology shown in

Fig. 5.

As the simulation proceeded, the elements of local adja-

cency matrices, calculated from (16), asymptotically con-

verged to the real values so that (3) is satisfied, as Fig. 6

illustrates.

At the time instant t ¼ 50 ½s� a step change in N2
rec is initi-

ated, so that the number of received data packets significantly

differs from the number of sent data packets, thus increasing

d12. This increase has been noticed by agents 1 and 2 through

the observation function, which in turn changed d112 and d212
causing a new cycle of estimation. In the presented time

responses (Fig. 6), it can be noticed that the estimated values

for a12 converge slightly faster to the new value in robot 3 that

is closer to robot 2, than in robots 4 and 5 that are further

away. Naturally, the fastest convergence is achieved in robots

1 and 2 that are communicating through a12.
Fig. 7 shows time responses of local algebraic connectivity

values and their convergence to a common value before and

after the step change in the quality of the communication link

a12. It can be noticed that initial values for �2 are all equal to

0 since agents are aware only of local connections, hence the

estimated global graph is not connected. As information from

other agents in the group arrives, local estimates become more

and more accurate, finally approaching the true value of alge-

braic connectivity. The decrease in a12 quality at t ¼ 50 ½s�
caused �2 to decrease, but this has been closely followed by

local estimates.

Fig. 6. Time response of estimations of local adjacency matrices elements.

Fig. 7. Time response of local algebraic connectivity values with the
algebraic connectivity of initial graph given by dashed line.
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B. Connectivity Maintenance

The effectiveness of the connectivity maintenance method

is demonstrated on the same topology as in the previous exper-

iment. As shown in Fig. 9, time responses of local estimates of

�l
2 attain values corresponding to the initial graph layout

(Fig. 5) after 15 seconds. Then, at t ¼ 20 ½s� the reference

algebraic connectivity value changes to �2ref ¼ 1 (dashed line

in Fig. 9). The effect of the connectivity maintenance method

is visible as the agents start adding/removing communication

links (snapshots of the network topology in different time

instants are presented in Fig. 8), which causes changes in local

estimates of adjacency matrices, and consequently changes in

�l
2. Finally, at t ¼ 50 ½s�, agents reach consensus on the topol-

ogy so that jel�2ðkÞj < K�2.

Table IV summarizes the results of 10 conducted simulation

experiments for the examined multi-robot system, with varia-

tions in the time instant when the reference value of the alge-

braic connectivity was set to �2ref ¼ 1. We calculated the

average values of the following variables:


 �d - average node degree in stationary state,


 �madd - average number of added links,


 �mrem - average number of removed link,


 ��2 - average algebraic connectivity in stationary state.

C. Scalability of the Proposed Method

To demonstrate the scalability of the proposed connectivity

maintenance method, we conducted numerous simulation

experiments using a group of 9 and 25 robots. For the system

with 9 robots, an initial configuration is shown in Fig. 10,

where each agent is connected with its closest neighbors.

Using a similar approach, an initial topology for the system

with 25 robots is constructed.

First, we presented the ability of the proposed connectivity

maintenance method to follow the reference value as demon-

strated in Fig. 11. The connectivity control starts at t ¼ 50 ½s�,
when the algebraic connectivity reference value is set to

�2ref ¼ 0:5. At t ¼ 150 ½s�, the reference value changes to

�2ref ¼ 1:5. Due to the decentralized nature of the proposed

method, the time required to reach consensus on the topology

remained similar to the case with the 5-robot group.

Fig. 8. Snapshots of the network topology of the system with 5 robots in different time instants.

Fig. 9. Time responses of robots’ local algebraic connectivity for the system
with 5 robots and reference value �2ref ¼ 1. The connectivity feedback con-
trol loop is active from t ¼ 20 s.

TABLE IV
AVERAGE VALUES OF GRAPH’S PARAMETERS FOR

A SYSTEM WITH 5 ROBOTS IN 10 EXPERIMENTS
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In the following experiment, demonstrating the method resil-

ience, we simulate a failure of robot 5, first with the connectiv-

ity maintenance controller turned off, and then with the

controller turned on. The time responses of estimated algebraic

connectivity values for the group of 9 robots with the controller

turned off, are presented in Fig. 12. Obviously, the estimated

values approach zero, since the robots are not able to establish

new links, and the communication graph is not connected any-

more. With the controller turned on, once the robot with a poor

connectivity performance is detected, it is excluded from the

group and the algebraic connectivity estimation process. Time

responses of local algebraic connectivity estimates for that sce-

nario are shown in Fig. 13. All robots, except for robot 5 (that

becomes a single node graph), reached a consensus.

The final set of simulations relates to a group of 25 robots.

Results are shown in Figs. 14 and 15. In the first scenario, the

algebraic connectivity reference value changes from �2ref ¼ 1
to �2ref ¼ 0:5 at t ¼ 150 ½s�, while in the second scenario the

algebraic connectivity reference value is �2ref ¼ 0:2, connec-
tivity maintenance controller is active and two robots (robot 5

and 13) fail at t ¼ 150 ½s�. It can be seen that the remaining

robots detect the failure and form a new topology in order to

maintain the algebraic connectivity. Even though the local esti-

mates are kept close to the desired value, slight oscillations

appear in the time responses. This is due to the small communi-

cation radius for a group with a relatively large number of

nodes, hence agents have only a few options for establishing a

new connection. This situation can be resolved for example by

increasingK�2 (we already mentioned future work on an adap-

tation of this parameter), or by allowing agents to extend their

communication radius (which would increase energy demand).

VII. EXPERIMENTAL RESULTS

The proposed communication network connectivity mainte-

nance method has been experimentally validated in a very

demanding underwater environment. A group of 5 aMussel

robots, developed in subCULTron project [54] with a mission

to monitor sea conditions, was deployed as a multi-agent sys-

tem at the seabed near the city of Biograd na Moru in Croatia,

as shown in Fig. 16. The experiments that we have conducted

are a continuation of our work presented in [55], where we

used median consensus to track the outliers in group measure-

ments under two communication topologies - a complete

graph, and a chain graph. Since underwater acoustic commu-

nication is energy demanding, changing the topology to keep

the connectivity at a certain (low) level is of utmost impor-

tance, particularly in the case when the mission scenario

assumes changes in distances between underwater robots. Fur-

thermore, the underwater environment imposes three key limi-

tations - low bandwidth, sequential communication, and

broadcasting - dictating some implementation details of the

proposed methods, as we describe in the following subsection.

A. Implementation Details for the Proposed Method

Limited bandwidth. Acoustic modems used on aMussel

robots operate in 5 seconds wide intervals, during which they

transmit 7 bytes of data.We reserved a total of 50 bits for the val-

ues of the transmitted adjacency matrix. The upper triangle part

of the 5x5 square matrix consists of 10 values. Each aij 2 ½0; 1�
was therefore quantized using 5 bits, or 32 discrete values. Since

the adjacency matrix is symmetric and has zeros on its diagonal,

it can be easily reconstructed upon receiving the message.

Fig. 10. The initial graph topology for a multi-robot system with 9 robots
where Al defines robot’s l estimate of the adjacency matrix.

Fig. 11. Time responses of local algebraic connectivity estimates for the sys-
tem with 9 robots.

Fig. 12. Time responses of local algebraic connectivity estimates for the sys-
temwith 9 robots without detection of failed node. The robot 5 fails at t ¼ 150 s.
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Broadcasting. Acoustic communication is undirected and

spreads in all directions under water. Therefore, all agents in

the communication range of the modem have access to the

message, regardless of the communication topology. How-

ever, in order to save CPU time and energy, each aMussel has

implemented a filter, so that incoming messages originated by

the agents that are not in its neighborhood set, are ignored.

Sequential communication. In underwater communication,

only a single acoustic modem is allowed to transmit data at a

time. If multiple acoustic signals are sent simultaneously, they

can interfere, and data can be corrupted. Because of that, we

implemented a widely-used round-robin sequence of commu-

nication windows in which each of the agents may transmit

data [48], i.e. communication time slots are assigned equally

among all agents in a circular order. We consider that a single

cycle of all 5 agents sending data (lasting 25 seconds) is equiv-

alent to a single step k of the proposed algorithm. In order to

shorten the time to convergence, agents run consensus at a fre-

quency of 5 Hz. That means that each agent is continuously

reapplying the consensus update rule using values received in

the last step k, which does not change the overall behavior of

the system, but greatly increases the convergence speed.

After k ¼ 5 cycles, a connectivity maintenance cycle is

inserted, in which agents use the same round-robin sequence

for communication, but instead of the values of the adjacency

matrix, they now send the number of messages received from

their neighbors since the last connectivity maintenance cycle,

and any changes in the topology (adding or removing links).

The number of received messages can depend e.g. on the dis-

tance between the robots, or other factors, and is used to calcu-

late the t (23). The message filters are updated with newly

added or removed links. The consensus protocol does not run

during this 25-second cycle.

During the connectivity maintenance cycle, a situation may

occur, in which two or more agents decide to remove their links

with a third agent, possibly disconnecting it entirely from the

group. The most effective solution to prevent that situation is to

require both participating agents to agree on the removal of the

link. Because of the limited bandwidth and sequenced commu-

nication, we allow only one agent to modify links in each cycle

k. This agent is also selected according to a round-robin

Fig. 13. Time responses of local algebraic connectivity estimates for the sys-
tem with 9 robots with detection and exclusion of failed robot. The robot 5
fails at t ¼ 150 s.

Fig. 14. Time responses of local algebraic connectivity estimates of every
fifth robot for the system with 25 robots.

Fig. 15. Time responses of local algebraic connectivity estimates of the sys-
tem with 25 robots, in case robots 5 and 13 fail at t=150 s.

Fig. 16. Setting up aMussel robots prior to the experiments.
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sequence. Since this introduces additional delay into the con-

nectivity control method, we will investigate the possibility of

predicting neighbors’ actions, and acting accordingly, to pre-

vent accidental disconnections, as a part of our future work.

B. Estimation of Global Adjacency Matrix

The first set of experiments that we have conducted was

related to the estimation of the adjacency matrix. The initial

topology was set as in the simulation experiments (Fig. 5).

The time response of estimations of local adjacency matrices

elements is shown in Fig. 17. It can be seen that all aMussel

robots converge to the same values of the communication

links, i.e. they are able to correctly estimate the adjacency

matrix. It is interesting to notice that estimation of a45 takes

longer due to the lower quality (noise) of this communication

link. In order to check the response of the system to a sudden

change in the quality of a particular link, the acoustic modem

on aMussle 1 was intentionally occluded at t ¼ 1920 ½s� after

Fig. 17. Time response of estimations of local adjacency matrices elements.

Fig. 18. Time response of local algebraic connectivity values with the
algebraic connectivity of initial graph given by dashed line.

Fig. 19. Time responses of algebraic connectivity estimates for the system
with 5 robots and changing �ref .
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the beginning of the experiment. The graph shows that the

response of the system to this change is fast, and all agents

converge to a new value of link a12.
The time response of the local estimates of the algebraic

connectivity value is shown in Fig. 18. Clearly, all agents con-

verged to the common value of �2, depicted by the dashed

line. Offsets of estimated values with respect to the algebraic

connectivity of the initial graph, as well as the differences in

the final values, are due to the quantization of aij (as we

described in the previous section). At t ¼ 1920 ½s�, the alge-

braic connectivity values start to decrease as a result of signifi-

cantly deteriorated quality of link a12.

C. Connectivity Maintenance

The next set of experiments was dedicated to the investiga-

tion of connectivity maintenance. Firstly, we tested the

group’s ability to follow the reference point, �2ref . Secondly,

we tested the group’s ability to identify a failure of an agent

and adjust the communication graph topology so that connec-

tivity remains unchanged.

Set-point following. As demonstrated in Fig. 19, �2 set-

point dynamics are introduced, so that �2refðt ¼ 1375 sÞ ¼ 1,
�2refðt ¼ 3576 sÞ ¼ 3, and �2refðt ¼ 5500 sÞ ¼ 2. The track-

ing error threshold is set to K�2 ¼ 0:2, which is the upper

bound according to the recommendations from Section IV.

The upper bound was chosen because the values of aij are

quantized due to the limited bandwidth, hence requiring a

wider threshold. The connectivity feedback control loop is

active from t ¼ 1375 ½s�. It can be seen that all agents reached

consensus on the initial topology, �2ref ¼ 1, and as soon as

the new reference value was set, �2ref ¼ 3, the control algo-

rithm initiated the addition of new communication links.

Decrease of �2ref at t ¼ 5500 ½s� is closely followed by

agents’ actions as well. Snapshots of the network topology of

the system with 5 robots at different time instants during the

set-point following experiment are shown in Fig. 20.

Agent failure. In this set of experiments, we validated the

ability of the proposed method to detect a failed agent and to

reconfigure the communication topology so that the healthy

agents remain connected. As in the previous experiments, the

connectivity feedback control loop is active from t ¼ 1375 ½s�
to allow agents to reach consensus on the initial topology,

with the reference value of the algebraic connectivity set to

�2ref ¼ 2. At t ¼ 3300 ½s� robot 3 is pulled out from the sea to

simulate a total failure of an agent. As it can be seen from

Fig. 21, the neighbors of robot 3 detected that there have not

been any messages from it, and the quality of their links sig-

nificantly decreased. This information propagated through the

group by the implemented consensus protocol, resulting in all

Fig. 20. Snapshots of the network topology of the system with 5 robots in different time instants during reference tracking experiment.

Fig. 21. Time responses of algebraic connectivity estimates for the system
with 5 robots with detection and exclusion of failed robot.
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the other agents excluding agent 3 from the communication

graph, and rearranging the links to maintain the desired con-

nectivity. It should be noted that robot 3 kept running connec-

tivity maintenance algorithm outside the sea as well, and soon

detected that it has been disconnected from the group, as can

be seen with �3
2 ¼ 0 (blue line in Fig. 21).

VIII. CONCLUSION

The full potential of cooperating agents with a common

objective of a group can be fully exploited only if appropriate

decentralized control algorithms are used. The challenge is to

guarantee the stable performance of a system composed of

simple and inexpensive agents with limited computational and

communication capabilities. In this paper, we have extended a

well-known consensus algorithm, used in many multi-agent

applications, in order to determine the time-varying network

topology and graph’s algebraic connectivity. Furthermore, we

designed a connectivity controller with the local estimates of

the algebraic connectivity used as feedback. Finally, we intro-

duced a probability algorithm based on Albert-Barab�asi pref-
erential model for creation and deletion of communication

links, taking into account the agent’s local neighborhood.

In this paper, we have selected a collection of simulation

scenarios that best illustrate the effectiveness of the described

decentralized algorithms for estimation and control of the

algebraic connectivity in multi-agent systems. The conducted

experiments show that the networked multi-robot system can

successfully control the second smallest eigenvalue of the

graph Laplacian at a common reference value in a decentral-

ized manner. Furthermore, the resilience of the proposed

method has been demonstrated through a failure of a robot,

where we showed that the system was able not only to pin-

point the failed agent(s), but also to reconfigure the underlying

communication graph, and return the algebraic connectivity to

the value prior to the failure.

Finally, the experimental validation of the proposed method

has been done in the demanding underwater environment,

where we implemented the proposed consensus-based distrib-

uted connectivity control on a system of underwater robots

that used acoustic modems for communication. The presented

results demonstrate that the group of underwater agents can

successfully maintain and track the reference connectivity.

Furthermore, the group is able to adjust to the agent failure by

re-configuring the underlying communication graph, so that

pre-failure algebraic connectivity is achieved.

The future work will consider adaptation of the hysteresis

controller parameter K�2, so that the multi-agent system

accommodates to the group size and to the variable number of

communication links. We will also investigate how other

models for the creation/deletion of the links fit with the con-

sensus-based algorithm and hysteresis controller.
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