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Abstract—Although Deep Neural Networks (DNN) have become the backbone technology of several ubiquitous applications, their
deployment in resource-constrained machines, e.g., Internet of Things (IoT) devices, is still challenging. To satisfy the resource
requirements of such a paradigm, collaborative deep inference with IoT synergy was introduced. However, the distribution of DNN
networks suffers from severe data leakage. Various threats have been presented, including black-box attacks, where malicious
participants can recover arbitrary inputs fed into their devices. Although many countermeasures were designed to achieve privacy-
preserving DNN, most of them result in additional computation and lower accuracy. In this paper, we present an approach that targets the
security of collaborative deep inference via re-thinking the distribution strategy, without sacrificing the model performance. Particularly,
we examine different DNN partitions that make the model susceptible to black-box threats and we derive the amount of data that should
be allocated per device to hide proprieties of the original input. We formulate this methodology, as an optimization, where we establish
a trade-off between the latency of co-inference and the privacy-level of data. Next, to relax the optimal solution, we shape our approach
as a Reinforcement Learning (RL) design that supports heterogeneous devices as well as multiple DNNs/datasets.

Index Terms—IoT devices, resource constraints, sensitive data, black-box, distributed DNN, reinforcement learning.
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1 INTRODUCTION

D RIVEN by the recent advancement of big data and
Artificial Intelligence (AI), deep neural networks have

presented substantial breakthroughs in a broad range of ap-
plications, spanning from speech recognition [1] and smart
home appliances to image recognition [2], video surveillance
and robotics [3]. Such high performance of deep networks is
related to the ability of the model to obtain distinctive high-
level features from raw data, owing to its extensive mathe-
matical operations, its complex structure, the large number
of parameters and hidden layers, and the significant amount
of processed data. A representative example of a state-
of-the-art Deep Neural Network that has demonstrated
unprecedented performance in vision recognition tasks, is
VGG. VGG [4] includes more than 144 million parameters,
15 million neurons and 3 billion connections and can only
be executed on powerful devices as deploying it on mobile
devices presents intolerable classification latency, reaching
over 16 seconds [5].

As DNN-based applications use a tremendous amount
of data, they require accordingly large memory and com-
putation capacities. However, pervasive data-generating de-
vices fail to deploy large-scale computation with reasonable
energy consumption and latency. The current progress to
adapt DNNs to mobile devices presents only unsatisfactory
solutions: either to execute the classification on resource-
constrained units using compressed models [6] resulting
in low accuracy, or to offload the data to be identified by
larger models hosted in powerful servers. The traditional
wisdom resorts to remote cloud servers to execute complex
inference tasks [7]. However, the remote inference limits the
ubiquitous deployment of deep learning. Indeed, such a
server-centric approach cannot ensure the real-time require-

ments of services that need prompt intervention, such as car
plates or accidents recognition. To cater for the latency and
bandwidth issues, DNN computation should be moved at
the proximity of data-generating devices to make the sys-
tem autonomous and reduce the required communication
bandwidth.

To enable the revolutionary shift of data computation
from remote cloud servers to pervasive end-devices (e.g.,
mobile and IoT devices), collaborative deep learning strate-
gies have been proposed in the literature. Indeed, two
collaborative modes have been designed: The first mode,
namely federated learning, consists of distributing the train-
ing tasks over multiple helpers while keeping the data
locally in devices, which improves the efficiency and the
speed of the learning [8]. In the second mode, studied in
this paper, the inference phase is distributed. Particularly,
the trained DNN model is partitioned into segments, which
are assigned to different participants. Each participant com-
putes a segment and shares the output to the subsequent
device until generating the final prediction. The distributed
inference has attracted the focus of academia, particularly
the mobile-cloud collaboration scenarios [9], [10]. A step
forward, the researchers studied the feasibility to use only
the resource-constrained IoT devices to execute the entire
inference at the proximity of the data source by jointly
compute different segments of the neural network [5], [11].
These efforts examined different DNN splitting scenarios
and mainly focused on finding the optimal partitioning that
reduces the dependency and data sharing between partic-
ipants. However, designing a joint strategy where partici-
pants are scheduled to compute different segments of online
inference requests while being constrained by their limited
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Smart city with IoT systemFig. 1: Illustration of the privacy-aware distributed CNN with black-box malicious attackers.

resources was not considered by previous works. Therefore,
in order to support deep neural processing in IoT systems
existing at the proximity of the data-generating device, the
design of DNN distribution must be completely rethought
by considering hardware and physical constraints, which
will be done in our work.

However, this multi-party processing introduces new
vulnerabilities and attacks because of the untrusted environ-
ment. More specifically, when the trained model is split and
distributed among different helpers, an untrusted device
can recover the input fed by the previous helper, even if
it does not have complete information about the model
structure. In this context, authors in [12] introduced different
possible attacks against collaborative inference, including
black-box attacks. In black-box settings, the malicious partic-
ipant only has knowledge about his segment and attempts
to design an inverse DNN network to map the received
features to the targeted input and recover the original data.
Authors showed that reversing the original data is possible,
when the neural system is split at shallow layers as pro-
posed in [13]. Hence, an intuitive technique is to split the
DNN after the fully connected layers, owing to their ability
to mix the input and hide the sample features. Yet, this may
not be adequate to all IoT nodes, where devices have limited
resources (e.g., sensors) and cannot execute a high number
of complex layers. Many other countermeasures have been
considered to strengthen the robustness of deep networks,
including the differential privacy, which suggests adding
noise to the intermediate outputs to blur or obscure it.
However, performing classification on corrupted data may
decrease the accuracy of the system. A similar technique
to secure the distributed environment is to encrypt the
data before inference in order to guarantee the non-leakage
of the private information. An obvious drawback of such
approach is that it suffers from learning inefficiency, requires
additional computation, and cannot be applicable to all

DNN networks nor supported by all IoT devices.
In our work, we start by testing black-box threats on

different partition scenarios to derive facts that make the
model susceptible to black-box attacks. We demonstrate that
splitting the neural network into layers is highly fragile
against inversion threats. Meanwhile, distributing different
feature maps resulting from each layer into multiple IoT
devices guarantees the non-exposure of all important fea-
tures and properties to a single device and hence preventing
to reconstruct the initial input, even in shallow layers, as
illustrated in Figure 1.

In this paper, we study the deployment of Convolu-
tional Neural Networks (CNNs) within a surveillance IoT
system. We chose CNNs as they are widely used for image
classification tasks. We build a collaboration strategy that
conducts online inference tasks at the proximity of data-
generating devices through distributing CNN feature maps
into multiple heterogeneous IoT devices, aiming to mini-
mize the latency while taking into consideration the privacy
of the data that become highly vulnerable to attacks. To the
best of our knowledge, we believe that we are the first to
exploit the CNN distribution to enhance the privacy of the
system, while being adequate to different types of devices
or DNN tasks and without reducing the accuracy of results
or increasing the computational load. The contributions of
our paper include the following:

• We conduct deep empirical experiments to test the
efficiency of black-box attacks on different partition
scenarios. In our simulation, we tested four different
datasets and four state-of-the-art CNN networks.

• We formulate our privacy-aware collaborative infer-
ence as an optimization problem aiming at minimiz-
ing the latency of the classification, while taking into
consideration the required privacy and the limited
resources of participating IoT devices.
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• To relax the optimization problem, we design a
Reinforcement Learning approach for Distributed
and Privacy-aware CNN networks, namely RL-
DistPrivacy. This RL technique learns the temporal
inference tasks to come up with the best policy
for allocation and offloading of computational CNN
segments by taking real-time actions. On this basis,
the sets of states and actions are defined along with
the reward function. Furthermore, the RL approach
is solved using an efficient algorithm, namely Deep
Q-Learning (DQN).

• To evaluate the performance of our novel RL-
DistPrivacy system, we conduct extensive simula-
tions on different CNN types, datasets, and network
configurations. We show that our predictive ap-
proach can reduce the inference latency and enhance
the system privacy compared to recent approaches.
Moreover, we show that the proposed RL-approach
achieves a performance exceeding 70 % compared
to the optimal results, which justifies its capacity to
handle CNN allocation tasks.

Our paper is organized as follows: In section 2, we explore
the related literature. In section 3, we present our novel
framework, the empirical study, and the problem formu-
lation, and we introduce our RL-DistPrivacy approach. In
section 4, the evaluation of the system is conducted, using
different state-of-the-art CNN networks. Then, in section 5,
we draw the conclusions.

2 RELATED WORKS

Deep neural networks have presented substantial break-
throughs in a wide range of applications including robotics,
speech recognition and computer vision. A typical DNN
network may be built of multiple layers and neurons and
these components may scale from tens to reach millions.
Such high resource-demanding DNNs can only be com-
puted on powerful machines (e.g., cloud.) having large
memory capacity, which is incompatible with low cost and
limited energy IoT devices. However, the remote inference
limits the ubiquitous deployment of deep learning as it
cannot ensure the real-time requirements of services that
need instant intervention.

The nexus between IoT devices motivates the research
community to push the DNN computation in close proxim-
ity of data source, in order to reduce the inference latency,
minimize the network cost, and avoid bandwidth bottle-
necks [14], [15]. Particularly, the trained DNN network is
split into segments that are assigned to different helpers.
The DNN partitioning and distribution approaches can be
categorized into three classes: The main idea of the first
approach is to split the model into two segments, where the
shallow part is computed in the data-generating device and
the deep layers are offloaded to remote servers, i.e., edge or
cloud servers. Therefore, the objective will be to decide the
split point depending on the size of intermediate data that is
relatively small for deep layers and the latency to transmit
it, as done in Neurosurgeon [9]. The hierarchical partition
is the second strategy proposed in the literature, where the
DNN network is split and distributed across cloud, edge
servers, and end-devices. The work in [16] adopted this

approach combined with exiting the model at early points so
that the computation does not always reach cloud servers.

The above-mentioned approaches cover mainly the of-
floading of part of DNN tasks from data-generating devices
to high-performance servers, in order to speed up the infer-
ence while minimizing the traffic load. Still, in case of high
classification load, network congestion and bottleneck can
occur. To cater with remote transmission, researchers have
started to investigate the feasibility of distributing CNN
networks among resource-limited IoT devices in order to
jointly compute the inferences locally. The works in [13],
[17], [18] presented per-layer CNN partitioning strategy and
formulated the allocation approach to distribute different
segments into resource constrained devices, as an optimiza-
tion problem. In addition to per layer partitioning, the DNN
can also be divided along the input dimension (e.g., rows or
columns of feature maps). Such input wise splitting enables
more flexible and fine grained allocation as the data size
of each segment can be chosen arbitrarily to be adequate
to lightweight devices (e.g., sensors), compared to the fixed
partition sizes defined by the layers of the DNN. However, a
major shortcoming of this fine-grained partition is the high
dependency between participants. Among the contributions
that led the research to examine the feasibility of input-
wise partitioning, we can cite DeepThings [11] and MoDNN
[5]. These efforts studied different DNN splitting scenarios
and mainly focused on finding the optimal partitioning that
reduces the dependency and data sharing between partici-
pants. Still, designing a joint strategy where participants are
scheduled to compute different segments of online inference
requests while being constrained by their limited resources
was not considered by previous works.

The data generated by source devices and distributed
to multiple nodes may contain sensitive information that
should not be shared with untrusted parties (e.g., images,
GPS coordinates, and audio.). However, the IoT system
is composed of uncontrolled devices that may attack the
input fed by the previous helpers and expose the system to
privacy issues. For example, authors in [12] presented some
potential attacks and vulnerabilities menacing the collabo-
rative inference, including black-box attacks. In black-box
settings, the attacker trains a DNN network that maps the
received features to the targeted input in order to obtain
the original sensitive data. Attacking the inference through
an inverse network is feasible and more efficient, when the
neural system is distributed into layers as done in [13].

Many countermeasures have been designed to enhance
the privacy of distributed deep networks. One of these
measures is the deep split [12], where the model is split and
distributed after fully-connected (fc) layers. Particularly, ow-
ing to their ability to mix the input and hide the sample fea-
tures, the outputs of fully-connected layers are difficult to be
recovered and the initial data cannot be generated. Thus, the
idea is to compute the first segment in the data-generating
device, while delegating the second part to another partic-
ipant. However, following this approach, all convolutional
layers should be hosted in the source device, which is not
always possible and compatible with all IoT devices (e.g.,
sensors.) due to the complexity and resource requirements
of these tasks. A second approach [19] proposes to extract
the features from the original image or from one of the
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TABLE 1: Comparison between privacy-aware strategies.

Privacy-aware
strategy

Privacy
level

Accuracy
preserving

DNN
re-training

Compatibility with
all IoT and DNNs

Partitioning
strategy

Communication
overhead

Computation
overhead on

source-device
Deep split +++ 3 7 3 per-layer + +++

Feature extraction + 7 7 3 per-layer + ++
Noise addition ++ 7 3 7 per-layer ++ +++
Cryptography +++ 7 3 7 per-layer ++ +++

TEE +++ 3 7 7 on-device None +++

RL-DistPrivacy ++ 3 7 3
filter

splitting +++ +

layers’ outputs using an encoder and transmit the data to
the centralized server for inference. This approach prevents
the exposure of irrelevant information to the untrusted party
that may use it for unwanted inferences. However, in some
cases, the amount of extracted features can be sufficient for
adversary to recover the original sample. Whereas, less may
also result in low classification accuracy. We highlight also
that the large amount of extracted data offloaded to remote
servers may become challenging, especially for systems
with unstable bandwidth availability.

Another mainstream direction to preserve the privacy of
the inference is the differential privacy [20], which consists
of adding noise to the input data in order to obscure
it. A similar technique to secure the inference process is
the encryption, which is introduced in [21] and [22]. This
approach proposes to infer encoded data, in order to guar-
antee the non-leakage of the private information. The main
drawbacks of the two aforementioned techniques are the
potential accuracy loss, the computation overhead, and the
incompatibility of these tasks with some DNN operations
[12]. Finally, many efforts focused on building a Trusted
Execution Environment (TEE) on-device to run the DNN
inference privately. This approach consists of establishing an
isolated region implemented in the main processor, in order
to ensure the confidentiality of the data and the model. In
this way, untrusted devices cannot access the TEE content.
However, this requires special architecture support on the
device, and careful crypto key management, which may not
be adequate to all IoT data-generating devices. Moreover,
the TEE approach incurs a computation overhead and a
potential accuracy loss, as shown in [23] and [24].

Scheduling pervasive IoT devices and designing a col-
laboration strategy to conduct online inference tasks while
being constrained by computation and memory resources in
addition to privacy issues, is a complex resource allocation
problem. Recently, a lot of research works have used the
RL for a variety of applications and systems, spanning from
wireless networks [25], [26] and mobile edge computing [27]
to ride-sourcing services [28] and crowdsourcing systems
[29], owing to the ability of reinforcement learning to effi-
ciently solve real-time and dynamic problems. The power
of the RL technique is that it is independent from any static
knowledge about the system and it relies on the try-and-
error interaction with the environment to learn the most
effective actions and adapt to any system fluctuation. On
these basis, reinforcement learning will be used as a tool to
solve our resource allocation environment.

Compared to previous works, our contribution is dis-
tinctive as it uses the distribution of the CNN networks,

first to minimize the classification latency and make it
possible on lightweight devices existing at the proximity of
data-generating device and second to mitigate the privacy
issues incoming from multi-party processing. In fact, we
propose to partition the private data into small features
and distribute it to multiple participants, in such a way
any malicious device does not own enough information to
recover the original output with high accuracy. Our work
outperforms other approaches by its ability to obfuscate
the data, while using only resource constrained IoT devices
and without affecting the accuracy of the classification or
adding any computation overhead.The contributions and
the novelty of this paper can be summarized as follows:
(1) Testing black-box attacks on different partition scenar-
ios using four different datasets and state-of-the-art CNN
networks, to derive privacy vulnerabilities and estimate
the amount of data per device that lowers the similarity
with the original sample in case of attacks, (2) Proposing a
strategy that reduces the inference delay while respecting
the privacy requirements of the system, (3) Designing an
RL-based solution, characterized by its online decisions and
its performance towards the optimal framework.

3 PRIVACY-AWARE DISTRIBUTED CNN FOR IOT
DEVICES

In this section, we introduce our privacy-aware distributed
deep inference approach for low latency IoT systems. For
that, we start by conducting our deep empirical experiments
to test the vulnerability of different partitions against black-
box attacks. Understanding the privacy threats is followed
by designing the system model and the formulation of the
problem as an optimization. To relax the NP-hard optimal
solution, we shaped our problem as a reinforcement learn-
ing system that is appropriate for online CNN distribution
and resource allocation.

3.1 Black-box Inversion Attack Against Distributed
CNNs
In this paper, we will study only the CNN vulnerability
against black-box attacks. The threat model and the adver-
sary capabilities are described as follows:
Threat model: Let I = {I1, ..., ID} present the set of D
ubiquitous and heterogeneous IoT devices collaborating to
compute different feature maps of the CNN and let fθ(x)
denote the CNN network to be distributed on this perva-
sive system. We consider that the data-generating device is
trusted and correctly processes the first layer of the model
without leaking the original sample to other parties. The rest
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of the CNN network is composed of segments f iθ(x), each
one can be executed by an untrusted device, as a part of the
inference. The output of each segment is potentially fed to
one or multiple participants. We assume that all participants
are malicious and may attempt to attack the received input,
which is reasonable in an IoT system that is not controlled
by an operator.
Adversary capabilities: We assume that any untrusted de-
vice Ii strictly follows the collaborative inference protocols.
Particularly, it receives in = f jθ (y) from Ij and generates
out = f iθ(in), without being able to compromise the task
processed by Ij . Moreover, in black-box settings, the adver-
sary has no knowledge about the weights, parameters or
structure of the segments owned by previous participants
except f iθ , the input in, and the distribution of the data,
which makes it more challenging to inverse the data. Mean-
ing, without knowing the model parameters, the malicious
participant cannot apply a gradient descent optimization to
map the received input to the original image collected by the
source device. Yet, after receiving the output feature maps
from a previous participant, key insights and information
can be extracted to reconstruct the sensitive data [30]. Au-
thors in [12] proved that even without collecting any insight,
an inverse network can be trained to identify the inversion
mapping from the received input to the original image.
Conceptually, an inverse network, created from a segment
f i+1
θ , can be defined as g = (f i+1

θ )−1 and trained with the
inputs received from a previous device in = f iθ(x), where x
denotes the original image and the desired inversion output.
The loss function is expressed as follows:

L(g(t)) =
1

k

k∑
i=1

‖g(fθ(xi))− xi‖22 (1)

However, unlike [12], where authors studied possible at-
tacks to recover the original data based on the output of
full layers, we trained various networks when having only
few feature maps of the intermediate data. The black-box
attack is performed in three steps: (1) collect the training
set of the inverse network by participating in the inference
process: (f iθ(x1), f iθ(x2), ..., f iθ(xn)); (2) train the network;
and (3) recover the original image x by inputting in received
from a previous participant. Note that the quality of the
inversion is higher when the adversary has access to the
original training dataset or the distribution of the samples
as done in this work. Still, it is also possible to recover the
data by assuming that the images have standard Gaussian
distribution, as shown in [12].

The black-box attack is applied to recover images of
four standard CNN benchmark datasets: CIFAR10, MNIST,
CELEBA, and Stanford CAR. More specifically, we trained
MNIST using LeNet, which is a small CNN composed
of 2 convolutional and 3 fully connected layers. CIFAR10
dataset is trained with a larger CNN (6 convolutional and
2 fully connected layers), VGG19 (16 convolutional and 3
fully connected layers) is applied to CELEBA, and VGG16
(13 convolutional and 3 fully connected layers) to Stanford
CAR. In our experiments, we follow the CIFAR, MNIST,
CELEBA, and CAR dataset split standard for training and
testing and we choose ADAM as optimizer, as done in [12].
Figure 2 presents the inversion results of different black-
box attack scenarios. ReLU ij in the figure indicates the j

Ref

ReLU 11

ReLU 22

ReLU 32

128 64 32 16 8 4Number
of filters

(a)

Ref

Conv 1

Conv 2

Number
of filters 8 4

(b)

Ref

ReLU 11

ReLU 22

ReLU 34

Number
of filters

ReLU 44

128 64 32 16 8 4512 256

(c)

ReLU 11

ReLU 22

ReLU 33

ReLU 43

Ref

Number
of filters 128 64 32 16 8 4512 256 2

(d)

Fig. 2: Recovered images for different partition scenarios:
(a) CIFAR, (b) MNIST, (c) CELEBA, (d) Stanford CARS.

ReLU in the i block of the CNN (e.g. ReLU 11 is the first
ReLU in the first block.). Without loss of generality, we
illustrate the recovered data of layers where the number
of filters changes (e.g., conv22/ReLU22 of CIFAR CNN
receives 64 feature maps and outputs 128 feature maps).
In addition, we present examples of recovered images, if
a participant only receives few filters. Accordingly, Table 2
presents the similarity level between the original samples
and the recovered data, when applying black-box attacks
on different datasets and under different splitting scenarios.
In this paper, we use the average Structural Similarity Index
(SSIM) as a metric that measures the quality degradation of
the reversed data compared to the original one.

Based on our empirical results depicted in the illustrative
Figures and the Table 2, several conclusions can be de-
ducted. First, the malicious participant can perfectly inverse
the input data to recover the original image, when attacking
the shallow layers, if he/she receives all feature maps gen-
erated from the previous layer. As an example, the black-
box attack can recover the images with high quality, when
applied to layers ReLU11 or ReLU22 of CIFAR, CELEBA or
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TABLE 2: SSIM of inversion black-box attack against
different datasets.

Nb filters
per device/
Layer

512 256 128 64 32 16 8 4 2

CIFAR
ReLU 11 0.99 0.6 0.56 0.4 0.3 0.26

CIFAR
ReLU22 0.86 0.7 0.49 0.34 0.13 0.1 0.07

CIFAR
ReLU32 0.6 0.51 0.41 0.18 0.08 0.07 0.01

MNIST
Conv1 0.99 0.28

MNIST
Conv2 0.73 0

CELEBA
ReLU11 0.96 0.81 0.66 0.27 0.09 0.1

CELEBA
ReLU22 0.76 0.69 0.71 0.59 0.59 0.4 0.4

CELEBA
ReLU34 0.56 0.51 0.47 0.49 0.46 0.45 0.45 0.45

CELEBA
ReLU44 0.26 0.39 0.3 0.3 0.3 0.3 0.3 0.3 0.3

CAR
ReLU11 0.98 0.92 0.93 0.88 0.69 0.04

CAR
ReLU22 0.83 0.74 0.59 0.47 0.5 0.4 0.26

CAR
ReLU33 0.68 0.58 0.58 0.55 0.46 0.31 0.18 0.18

CAR
ReLU43 0.36 0.33 0.30 0.36 0.36 0.31 0.29 0.34 0.33

Stanford Car trained CNNs. Similarly, the quality of the in-
verted images of MNIST dataset is very high, in both layers.
Meanwhile, recovering sensitive data at deep layers results
in blurred images even when collecting all feature maps.
However, in some scenarios, the inverted image can still
be distinguished, e.g, ReLU44 layer of CELEBA dataset. To
secure the intermediate private data from inversion attacks,
we propose that participants do not receive the entire output
produced by a previous layer, as done in [13]. Instead, each
IoT participant obtains only few output feature maps that
are not sufficient to recover the original data. In this way, the
layer’s tasks (conv, ReLU, etc.) are distributed and executed
jointly, while ensuring the privacy of the system. As we
can see in Table 2, the output of a shallow layer that is
easily inverted if allocated in one device, can be protected
by distributing it into multiple devices. For example, if the
output feature maps of the ReLU11 are shared with two
devices (32 maps each) or four devices (16 maps each), the
potential attacker may succeed to get a distinguished image
even if it is noisy (see Figures 2(a),2(c),2(d)). When this
output is distributed to 8 devices (8 maps each), the data
recovering becomes unfeasible. In the case of Stanford CARs
dataset, the shallow layers should be deployed either on the
trusted source devices or distributed to a higher number
of participants (2 maps per device). As we go deeper into
the network, it becomes more difficult to recover the input
data and hence less participants are involved to ensure the
data privacy. Without loss of generality, the level of privacy
will be calculated in terms of SSIM. More specifically, when
the SSIM similarity is low, the degradation is high and the
original image cannot be distinguished, which means that
the attacker could not recover the data. We call this a high
privacy level. When the SSIM increases, this means that the

malicious participant may succeed to recover the data with
higher quality and we call this a low privacy level. From
our empirical study, we learned that a low similarity can
be accomplished, when a small number of feature maps
are assigned to each device. However, this comes at the
expense of high dependency and data transmission between
participants. Therefore, in the rest of the paper, we will
establish a trade-off between the privacy level, the latency
and data dependency while executing the inference.

3.2 System model

Our pervasive surveillance system is composed of a set
of image-generating IoT devices (e.g. cameras), namely
S = {s1, ..., st}, that are responsible to control an area by
capturing images and requesting feedback or classification
(e.g. face recognition, accidents detection or cars plates
control). In this study, we suppose that we have N CNNs
serving as classifiers and that each camera device requests
the execution of only one CNN inference type related to
its controlling target. Moreover, let ch denote the number
of channels corresponding to the captured images (ch = 3
for RGB images) and we remind that I = {I1, ..., ID}
presents the set of D ubiquitous and heterogeneous IoT
devices collaborating to compute different segments of the
CNN. Limited resources characterize different IoT partici-
pants, particularly, each device has a memory usage denoted
bym̄i, a computation capacity defined as c̄i, and bandwidth
availability equal to b̄i. Without loss of generality, the image-
generating devices will not participate in computing the
intermediate segments of the convolutional network to save
their resources (e.g., memory, bandwidth, energy, etc.) for
image capturing, processing and offloading. We note that
involving the source devices in the collaborative inference
does not impact the system design.

In this paper, all IoT devices participating in our system
communicate using different transmission rates equal to ρi.
The analysis later leverages the same model for all wireless
links between devices e.g. WiFi. However, such a model can
be changed if the devices use different transmission tech-
nology e.g. cellular. Furthermore, we assume that the trans-
mission channel between devices is perfect or for imperfect
channel, a reliable protocol is used between devices. Finally,
we assume that all devices are inter-connected and can reach
each other. Else, a constraint on the communication range
can be added.

As noted previously, our IoT system uses N CNNs
for surveillance purposes. We define Lnj

as the number
of layers of the CNN nj ∈ {1....N}, where each layer
lknj
∈ {1, ..., Lnj

} results in Plknj
feature maps. These output

feature maps are considered as the segments to be processed
by the next layer lk+1

nj
. Accordingly, each segment presents

a memory demand mk,p
j and each related task (e.g. conv.)

requires a computational load ck,pj . In this work, we define
the computational load as the number of multiplications
required to accomplish the layer goals. Therefore, the com-
putation demand of layers, where no multiplication is per-
formed (e.g., ReLU, maxpool), will be neglected [31]; and the
computation requirement of a convolution layer segment
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plknj
will be calculated as follows:

ck,pj = Sk+1 × Plk+1
nj
× ok+1, (2)

where Sk+1 presents the spatial size of the filter defined
by the layer lk+1

nj
and ok+1 denotes the spatial size of the

output feature map. The computational requirements of a
fully-connected layer can be presented as follows:

ckj = n∗k−1 × n∗k, (3)

where n∗k and n∗k−1 respectively denote the number of neu-
rons forming the layers lknj

and lk−1nj
. As our goal is to main-

tain the privacy of the distributed system and for simplicity
purposes, each fully connected layer will be computed by
a single IoT participant as the shared output between such
layers cannot be attacked and recovered [12]. We emphasize
that this will only be applied to fully connected layers.
Accordingly, {Plknj

, ..., PlLnj
} are equal to 1 if lknj

is a fully
connected layer. Furthermore, the memory occupation of
a segment plknj

can be evaluated as the number of stored

weightsW k,p
j multiplied by the memory word-length (num-

ber of bits required to store each weight) [31]; which is
presented as follows:

mk,p
j = W k,p

j × b, (4)

where b denotes the memory word-length, which is equal to
4 bits if the single-precision flop data type is used [32]. Fi-
nally, we define Oki1,i2 as the memory occupation of the data
generated by the participant Ii1 while processing segments
of the layer lknj

and communicated to Ii2 to participate in
lk+1
nj

computation. Table 3 summarizes different key nota-
tions introduced in this paper.

Next, the optimal placement of different CNN segments
among the IoT devices participating in the collaborative
system is formulated, while taking into consideration the
available resources and the privacy requirements against
black-box attacks. The optimization is executed periodically
to cover the variation of the network, such as the inclusion
and removal of participants, or the change of the sources
and the type of classifications.

3.3 Problem formulation

Our proposed privacy-aware CNN distribution strategy
relies on one decision variable, namely Air∗,l,p. Air∗,l,p is
equal to 1, if the participant Ii executes the segment/feature
map p produced by the layer l of the request r; 0 otherwise.
Let r ∈ RQ denote the request for image classification. In
practice, r represents the index of the source device that
requested the inference. We emphasize that each source
device is related to a single CNN that we denote by r∗.
Finally, for simplicity purposes, we suppose that the IoT
devices participating in the collaborative inference system
are fixed during the optimization to keep the available data
rates static. The objective function models the latency of
computing the set of requests RQ. This latency is defined as
the time necessary to transfer the output of layers between

TABLE 3: List of notations.

Notation Description
S = {s1, ..., st} Set of cameras, vector.
N Number of CNNs, scalar.
ch Number of channels of the samples, scalar.
I = {I1, ..., ID} Set of IoT participants, vector.
D Number of IoT participants, scalar.
c̄i Computation capacity of Ii, scalar.
m̄i Memory capacity of Ii, scalar.
b̄i Bandwidth availability of Ii, scalar.
ρi Data rate of Ii, scalar.
Lnj Number of layer of the CNN nj , scalar.
lknj

Layer k of the CNN nj , scalar.
Plknj

Number of output feature maps of lknj
, scalar.

plknj
The feature map index, scalar.

mk,pj Memory occupation of the segment p of layer k
and CNN nj , scalar.

ck,pj Computational demand of the segment p of
layer k and CNN nj , scalar.

Oki1,i2 Shared data between Ii1 and Ii2, scalar.
Sk Spatial size of the filter in layer lknj

, scalar.
ok+1 Spatial size of the output segment, scalar.
n∗k Neurons’ number in a fc layer lknj

, scalar.
b Memory word length, scalar.
Wk,p
j Stored weights of the segment p, scalar.

r Inference request, scalar.
RQ Set of requests, vector.
M Maximum number of layers in all CNNs, scalar.
Air∗,l,p Decision variable, binary.
Cl Equal to 1 if l is a convolutional layer, binary.
Acl Equal to 1 if l is an activation or maxpool layer,

binary.
F l Equal to 1 if l is a fully connected layer, binary.
e(i) Number of multiplications Ii can carry, scalar.
Nf l(SSIM) Tolerated number of feature maps per device

corresponding to the required SSIM, scalar.
SPj Split point, after which the distribution for pri-

vacy is not needed, scalar.
S Set of states, vector.
A Set of actions, vector.
P State transition probability, scalar.
R Immediate reward, scalar.
γ Discount factor, scalar.

participants and to compute different tasks. Hence, the
objective is the minimize the following function:

LIoT =
∑
r∈RQ

Lr∗−2∑
l=2

max(
Ol−1
i,j

ρi
+ tr

∗,l,j
c , ∀Ii, Ij ∈ I) + ts + tf ,

(5)

where: Oli,j = [(

part 1︷ ︸︸ ︷
Cl × o2l ×min(1,

Pl−1∑
p1=1

Air∗,l,p1 )×
Pl∑
p2=1

Ajr∗,l+1,p2
+

part 2︷ ︸︸ ︷
Acl × o2l ×

Pl−1∑
p1=1

Air∗,l,p1A
j
r∗,l+1,p1

+

part 3︷ ︸︸ ︷
F l × n∗l ×A

i
r∗,l,1A

j
r∗,l+1,1)

∗b] ∗ 1i 6=j
(6)

The objective function in Eq. (5) is composed of four parts:
(1) The transmission latency of intermediate feature

maps generated by layer l − 1 and used to process the

next layer l. This latency is presented by
Ol−1

i,j

ρi
× ρi denotes

the data rate of the considered transmission technology
equipped with the device Ii andOl−1i,j is the size of segments
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Fig. 3: Descriptive of equation (6): A scenario of CNN distribution among IoT devices, where the structure of the network
is simplified for the sake of clarity.

shared between Ii and Ij . Ol−1i,j is presented by Eq. (6),
where Cl is a binary variable equal to 1, if the layer l is
a conv layer; F l is equal to 1, if l is a fully connected layer;
and Acl is equal to 1, if l is an activation layer or a maxpool.

• Part 1: if the current layer l is convolutional, each
output feature map of l is created by summing all
the input segments after applying one of the conv
tasks. Hence, if a device Ii participates in the layer
l computation, it is responsible to produce plnj

seg-
ments and to offload them to the next layer partici-
pants depending on their number of assigned input
features. It means that the size of the data shared
between any two devices Ii and Ij , is equal to the
size of all output feature maps of the layer l (input of
the layer l + 1) assigned to the receiver participant
Ij . This statement is only valid if the sender Ii
computes at least 1 feature map of l. The output of
the convolutional layer transmitted between any two
devices is illustrated by the first part of Eq. (6) and in
Figure 3.

• Part 2: if the current layer is an activation or maxpool
layer, the shared data is equal to the size of the output
feature maps of l (input of l + 1) assigned to Ij and
generated by Ii. This can be seen in the second part
of Eq. (6) and in Figure 3.

• Part 3: regarding the fully connected layer, we as-
sumed in this paper that it is computed by one device
and the output is offloaded to only one device, as
it is not reversible. Hence, the shared data between
the two participants is equal to the size of the entire
output of the layer l, which is illustrated by the third
part of Eq. (6) and in Figure 3.

Ol−1i,j is equal to 0, if Ii = Ij , including the case of a source
device generating the image and processing the first layer.
To better understand the distribution of segments between
IoT participants, we present some communication scenarios
in Figure 3. We note that the structure of the network in the
Figure is simplified for the sake of clarity.

(2) The processing latency of different segments on the

IoT participants, which is expressed as follows:

tr
∗,l,j
c =

Pl−1∑
p=1

Ajr∗,l,p ×
cl,pr∗

e(j)
, ∀ Ij ∈ I (7)

The computation time of the feature map p on the Ii-
th IoT device is approximated as the ratio between the
computational demand cl,pr∗ required by the segment, and
the number of multiplications e(j) the device Ij is able to
carry out in one second [13]. In practice, e(j) indirectly
includes the available cores per device and the presence
of GPU or CPU to parallelize operations. The computation
and offloading of different output feature maps of the same
layer to next IoT participants are carried out synchronously.
Hence, the delay to handle each layer is calculated as the
larger latency among different accomplished tasks (trans-
missions and computation).

(3) The source latency ts, which is experienced after
transmitting the output of the first layer from the source
r to the IoT devices executing the second layer of the CNN.
We emphasize that the first layer is always computed in
the source device to protect the original image. The source
latency is expressed as follows:

ts =
∑
r∈RQ

∑
p∈ch

Arr∗,1,p ×
c1,pr∗

e(r)
+

∑
r∈RQ

max(
O1
r,i

ρr
, ∀Ii ∈ I)

(8)
(4) The final latency tf , which defines the required time

to transmit the final segments to the last layer of the CNN
and compute it. We note that the last layer should be
executed on the source device to protect the privacy of
the prediction, as illustrated in Figure 3. tf is expressed as
follows:

tf =
∑
r∈RQ

PLr∗−1∑
p

Arr∗,Lr∗ ,p
×
c
Lr∗ ,p
r∗

e(r)
+

∑
r∈RQ

max(
O
Lr∗−1
i,r

ρi
, ∀ Ii ∈ I)

(9)

Our privacy-aware distributed deep convolutional network
can be formulated as follows:

min
(Ai

r∗,l,p)
LIoT (10a)
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s.t
∑
r∈RQ

Lr∗∑
l=1

Pl−1∑
p=1

Air∗,l,p ×m
l,p
r∗ ≤ m̄i ∀Ii ∈ I ∪ {s1..sn}, (10b)

∑
r∈RQ

Lr∗∑
l=1

Pl−1∑
p=1

Air∗,l,p × c
l,p
r∗ ≤ c̄i ∀Ii ∈ I ∪ {s1..sn}, (10c)

∑
r∈RQ

Lr∗∑
l=1

Pl−1∑
p=1

∑
Ij∈I

Oli,j ≤ b̄i ∀Ii ∈ I ∪ {s1..sn} (10d)

∑
i∈I∪{s1..sn}

Air∗,l,p =

{
1 if l ≤ Lr∗ , p ≤ Pl−1

0 Otherwise (10e)

Pl−1∑
p=1

Air∗,l,p ≤ Nf
l(SSIM) ∀Ii ∈ I, l ≤ SPr∗ (SSIM) (10f)

∑
i∈I∪{s1..sn}

Π
Pl−1
p=1 A

i
r∗,l,p ≥ F

l × ¬F l−1, ∀l ≤ Lr∗ (10g)

Arr∗,l,p = F l × ¬F l−1, SPr∗ (SSIM) ≤ l, ∀l ≤ Lr∗ (10h)

Air,l,p ∈ {0, 1} (10i)

Equations (10b) and (10c) guarantee that the constraints
on memory usage and computational load are respected for
all IoT participants and source devices. The constraint in
Eq. (10d) verifies that the total transmitted output of the
computed segments between any two participants respects
the available bandwidth. Next, Eq. (10e) ensures that each
feature map p is processed by only one node. In other words,
to avoid computation redundancy, the segment should be
assigned to only one participant. Equation (10f) guarantees
that the number of segments assigned to any device Ii
should not exceed the threshold Nf l. It means, the number
of feature maps received by any IoT device does not import
enough information that allows the malicious participant to
recover the data with an accuracy larger than the maximum
tolerated SSIM. To further illustrate this privacy constraint,
we suppose that the tolerated SSIM is equal to 0.4. If a
CNN CIFAR classification is requested (Table 2), ReLU11
(64 filters) and ReLU22 (128 filters) should be distributed
on 8 devices (Nf11(SSIM) = 8, Nf22(SSIM) = 16), and
ReLU32 (128 filters) on 4 devices (Nf32(SSIM) = 32). We
only verify this constraint for the layers preceding the split
point SPr∗(SSIM), as following layers cannot be recovered
with a higher SSIM , even when receiving all feature maps.
Constraint (10g) ensures that the first fully connected layer
F l after another layer’s type ¬F l−1 is computed by one
device, as chosen in our system model. More specifically,∑

Π
Pl−1

p=1 A
i
r∗,l,p is equal to 1 if one device accomplishes

the layer computation and 0 otherwise. In this way, when
F l.¬F l−1 is equal to 1,

∑
Π
Pl−1

p=1 A
i
r∗,l,p should be equal to

1. The next fully connected layers will be computed by one
participant each, as their output is one segment by design.
If l is lower than SPr∗ (case of MNIST), the input of the
first F l layer fed to one device will be exposed to inversion
risks. Therefore, in such a scenario, constraint (10h) ensures
that the first fully connected layer is computed on the source
device.

The problem in (10a) is NP-hard, which makes find-
ing the mathematical solution highly difficult in terms of
time. Moreover, the optimization supposes to have a full
overview about incoming requests, in the studied period of
time, which is not realistic. More specifically, our system
environment is extremely dynamic, where the load of re-

quests is highly variable and may follow certain statistical
distributions, and the neighboring resources are volatile.
Hence, opting for a static environment while solving the
optimization is a not a practical assumption. Recently, RL
approaches gained a lot of the research attention, particu-
larly when applied to dynamic, large, and complex prob-
lems. In fact, the power of RL is its ability to react under
unforeseen environments by making decisions and learning
policies from historical knowledge about the system state.
Therefore, to approximate the optimal solution and relax
the solving complexity, we propose an RL-based approach
for dynamic and online CNN distribution.

3.4 RL-DistPrivacy: Reinforcement learning-based
Privacy-Aware Distributed CNN approach

In this section, we formulate the privacy-aware inference
distribution for low-latency applications as an RL process.
The RL approaches are known by their power to handle
complex problems by interacting with the environment
parameters e.g., available resources on different devices,
incoming requests, and number of participants, which leads
to a near-optimal solution. Particularly, the RL agent learns
the statistical distribution of the environment states and
produces accordingly the policy that takes the most effective
actions leading to the maximum accumulated rewards in
addition to adapting to any change of the environment.
At each time step of the distribution process, the predictive
agent should select the participant that will compute the
CNN segment. The decision is taken based on the CNN
network, the current layer, the current segment, the avail-
able resources, and the number of segments per device. The
agent ultimately aims to meet the required privacy level,
while respecting the limited resources among different IoT
devices. The RL learning process consists of taking alloca-
tion decisions, gaining rewards and experiencing penalties
depending on the accurateness of the actions. Such process
continues until reaching a convergence to the optimal policy.
Accordingly, our RL-DistPrivacy problem can be shaped as
a Markov Decision Process (MDP) presented by the five-
tuple (S,A, P,R, γ). S denotes the system state, A is the set
of actions, P defines the probability of transition between
states, R presents the immediate reward, and γ is defined as
the discount factor. In the following sections, we will define
these elements in our DistPrivacy context.

3.4.1 MDP environment design
The MDP environment represents the surveillance IoT sys-
tem that the agent interacts with. At each time step t, this
environment is designed to receive the agent’s action At,
generate the subsequent state St+1, and assign the immedi-
ate rewardRt. The finite sequence of time steps is defined as
an episode. In this way, by experiencing the set of generated
episodes, the agent learns the performance of past actions
based on their assigned rewards. In our context, we define
a time-step as one segment allocation in one of the IoT
participants and the episode as the segments’ distribution
of one layer among different devices. We highlight that the
training episodes are independent. In other words, each
episode is initialized with a total reward equal to 0. Also, it
is worth mentioning that the agent has no information about
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how the environment is designed. Instead, it learns the op-
timal allocation policy by interacting with the environment,
taking actions and accordingly gaining rewards. Meaning,
the optimal policy Π is a mapping between the environment
state St and the chosen action At, i.e., Π : S → A. Figure 4
illustrates the design of our DistPrivacy DRL system.

3.4.2 States and actions
At each time step, the environment generates the set of
states S that comprises the current circumstances and con-
ditions of the system. The set of states S is defined as
S = {ni, lkni

, plkni
, {c̄1, ..., c̄D}, {b̄1, ..., b̄D}, {m̄1, ..., m̄D},

{L̄1, ..., L̄D}, {A1, ..., AP
l
k−1
ni

}},where ni is the CNN used

for classification, lkni
is the current layer, plkni

is the cur-
rent segment, {c̄1, ..., c̄D} presents the vector of available
computational resources within different IoT devices par-
ticipating in the collaborative system, {b̄1, ..., b̄D} defines
the vector of available transmission capacities, {m̄1, ..., m̄D}
is the set of available memory in each IoT device, and
{L̄1, ..., L̄D} denotes the number of layers computed by
each participant. Additionally, as each episode deals with
a single layer, it is important to have an overview about
the participants of the previous layer. Hence, the set of the
previous episode actions {A1, ..., AP

l
k−1
ni

} should be given to

the system. Following this design, the set of states becomes
very large and dependable on the number of participating
devices. Furthermore, states have different scales and need
to be normalized. Hence, the resource availabilities and
security levels sets are converted to binaries, where 1 means
that the participant has enough resources and it is possible
to handle another segment without any privacy risk; 0
otherwise. We note that S consists only of the product
of different binary states. The agent’s decision at every
time step is a set of D binaries. Particularly, each value
in the set indicates if the related IoT device will compute
the current segment computation. For example, the action
space A = [010000] means that the second device will be
responsible for processing the current feature map tasks.
We recall that D presents the number of participants in our
pervasive IoT system. After each time step and according
to the selected participant, the computational, bandwidth

and memory resources of the IoT devices are updated. Ad-
ditionally, the number of assigned segments to the current
participant is increased. This updated state of the system
(i.e., resources and allocated segments) is the input to the
following time step as shown in Figure 5.
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Fig. 5: DRL framework.

3.4.3 Reward function
We formulate the reward R to match the objective function
of the optimization that aims to minimize the latency of the
CNN inference, while respecting the available IoT resources
and meeting the privacy constraints required by the surveil-
lance system. Specifically, privacy includes minimizing the
number of feature maps exposed to the participants to
prevent them from data inversion. Hence, at each time step
after receiving the environment state St, the RL agent tries to
maximize its reward by taking an actionAt while respecting
the following constraints:

C1: if 2 < lkni
< Lni − 1→

∑
At = 1, Eq. (10e)

C2: if At(j) = 1→ mt,ki ≤ m̄j , ct,ki ≤ c̄j ,
Ot−1
ii,j × 1ii6=j ≤ b̄j Eq. (10b), (10c), (10d)

C3: At(j) = 1→
∑t
l=1 Al(j) <= Nf l(SSIM), Eq. (10f)

C1 indicates that only one IoT device computes the current
segment of the intermediate layer through ensuring that the
sum of the action vector is equal to 1, which is equivalent to
the constraint (10e). The first and last layers, in addition
to F l.¬F l−1 layers in previously defined scenarios (see
section 3.3), are directly affected to the source devices as
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stated in the constraint (10h) and equations (8) and (9). C2

indicates that the chosen participants should have enough
resources to compute the assigned task, which matches
the constraints (10b), (10c) and (10d). C3 ensures that each
selected participant respects the privacy requirements of the
surveillance system. Particularly, a maximum number of
Nf l(SSIM) feature maps can be exposed to any untrusted
device, which matches the constraint (10f). Accordingly, the
immediate reward function is defined as follows:

Rt = C1 × C2 × C3 ×max(1, σ ×
D∑
j=1

At(j)×
t∑
l=1

Al(j)) (11)

If constraint C1 is not respected (C1 = 0), the distributed
system will show poor performance because the related
segment either could not be handled by any IoT device
or multiple participants compute the same task. To avoid
such invalid situations, the reward is set to be 0. If one
of the resource or privacy constraints C2 or C3 is not
respected, the reward will be also equal to 0. In this way,
we attribute a maximum reward only when all requirements
are fulfilled. Furthermore, to encourage the system to select
the minimum number of inference contributors, we incre-
ment the reward for each redundant participant through:

σ×
D∑
j=1

At(j)×
t∑
l=1

Al(j). In addition to the rewards gained

for respecting different constraints, the agent is penalized
for assigning segments to devices with low capacities. These
penalties are also added to the reward function. Thus,
in order to maximize the cumulative rewards, the RL-
DistPrivacy agent have to minimize the penalties by select-
ing the optimal allocations. On these bases, the immediate

reward Rt is initialized to (
Ol−1

i,j

ρi
+

cl,p
r∗
e(j) ), which is the delay

of receiving the previous layer output and computing the
current layer segment p as indicated by the objective func-
tion (10a). As described in section 3.3, the inference latency
is composed of two delays, transmission and computation.

The transmission delay
Ol−1

i,j

ρi
depends on the previous layer

decisions, i.e. previous episode actions. Meaning, the ca-
pacity ρi of previously chosen devices impacts the given
penalty, even though it is not related to the current actions.
Hence, to solve this issue, we added an immediate penalty
β of choosing less performant IoT devices, as it will affect
the transmissions to next layers/episodes.

3.4.4 Agent design
The main objective of an RL agent is to learn the optimal
policy Π: S × A → [0, 1], which is the strategy that results
in maximum reward throughout different episodes. The op-
timal strategy is established by finding an approximation of
the optimal action-value function Q(St, At) known also as
the future expected reward. Particularly, Q(St, At) depicts
the goodness of selecting an action At for a given state St
and it is depicted as follows:

Q(s, a) = E[

N∑
k=1

γkRt+k|St = s,At = a], (12)

To remind, γ ∈ [0, 1] denotes the discount factor that serves
to trade-off the weight of the immediate reward gained at
each time step compared to the long-term reward obtained

at the end of the episode. If γ is close to 0, the agent will
only consider the time step reward. Else, the agent will give
the future rewards higher weights. To evaluate Q(s, a), a
temporal difference method is used:

Q(s, r)← Q(s, r) + α(Rt + γmax
a′

Q(s′, a′)−Q(s, a)),

(13)
where α ∈ (0, 1] presents the learning rate. Next, for each
state, the action-value function Q(s, r) is evaluated and
stored in a Q-table. When Q(s, r) is learned, the agent will
act as follows:

Π(s) = argmaxaQ(s, r) (14)

3.4.5 Deep Q-learning algorithm
Our privacy-aware system for distributed inference is highly
dynamic because of the varying number of neighboring IoT
devices and the volatile requests’ distribution. Moreover, the
action space can be highly dimensional depending on the
number of helpers joining the collaborative system. There-
fore, it is challenging to use the traditional RL techniques
based on storing all experienced Q-values in a Q-table.
Thus, we opt to use DQN approach [33] to approximate
the optimal policy. DQN is an algorithm that is able to learn
the parametric representation of the action-value function
Q(s, a). The advantage of DQN approaches is that they
are free of state transition knowledge. Meaning, instead of
learning from the states model, DQN learns the optimal
state–action values by interacting with the environment.
The training of the DQN is done through minimizing the
following loss function:

L(θ) = E[(Rt+ γmax
a′

Q(s′, a′, θ′)−Q(s, a, θ))2]. (15)

In this equation, Q(s, r) is approximated to Q(s, r, θ), where
θ presents the weights of deep neural network used for
the DQN training. To stabilize this training and enable
the system to converge to the optimal learning, different
steps should be followed, which are detailed in algorithm
1. The algorithm is initiated by creating two identical Q-
Networks using the same NN weights (lines 2-3). Then,
during the learning process, the system generates repeatedly
the episodes of experiences (St,At,Rt,St+1) (lines 5-18) that
are stored constantly in a bufferD (lines 19-21). The decision
taking process follows an ε− greedy algorithm (line 10). This
algorithm allows the agent to take actions either randomly
with a probability ε or by selecting the highest Q-value
(At =arg maxQ(St, At)) experienced until the current time
step. More specifically, the RL agent starts by exploring
the environment with a probability ε equal to 1, and then
this probability decays over time to enable the system to
use the past learned knowledge. At the end of the training
process, although ε becomes small, it should not be equal
to 0 to allow the system to take some random actions in
order to discover environment changes and adapt to it.
To improve the Q-values, the agent randomly samples at
each time step a minibatch from the replay buffer D (line
22), and calculates the target values for each sample in the
batch using the Q-network (line 24). This mechanism, called
experience replay, contributes to reach the convergence of
the system by learning from past experience. Moreover, to
stabilize the learning, the agent keeps the target network
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fixed, while improving the main Q-network. Then, after
each G steps, this target network is updated towards the
most recent learning presented by the main network (line
27) [33].

Algorithm 1 RL-DistPrivacy

1: DQN initialization:
2: Initialize the Q-network and the target network with the
3: same random parameters θ and θ′, where θ′ ← θ.
4: DQN Learning:
5: for each r ∈ RQ do
6: for each episode lkr∗ ∈ Lr∗ do
7: for each time-step t = 1..plk

r∗
do

8: St = {r∗, lkr∗ , plk
r∗
, {c̄1, ..., c̄D}, , {b̄1, ..., b̄D},

9: {m̄1, ..., m̄D}, {L̄1, ..., L̄D}, {A1, ..., AP
l
k−1
r∗
}}

10: Select At based on ε−greedy policy
11: if

∑
At = 1 then

12: for j = 1 : D do
13: if t > 1 and t < Lr∗ then
14: Rt = Rt −At(j)× (

Ok−1
i,j

ρi
× 1Ii 6=Ij+

15: ckp,k/e(j)) + βj
16: if C1 × C2 × C3 = 1 then

17: Rt = Rt +max(1, σ ×
D∑
j=1

At(j)

18: ×
t∑
l=1

Al(j))

19: (1) Receive Rt and observe the next state St+1.
20: (2) Store (St, At, Rt, St+1) in the replay
21: memory D.
22: (3) Sample a random minibatch of
23: (S(j), A(j), R(j), S(j + 1)) from D.
24: (4) Calculate the target Q-value Qtarget(j) using
25: the target Q-network: Qtarget(j) = R(j)+
26: γmaxa′Q(s′, a′, θ′).
27: (5) Every G steps, use the loss function:
28: L(θ) = [Qtarget(j)−Q(s, a, θ)]2

29: to update the target Q-network.

4 PERFORMANCE EVALUATION

In this section, we present the performance of our privacy-
aware system for low-latency and distributed CNN, under
different networking configurations. Specifically, we study
the impact of the requests’ type, the privacy level, and the
number of devices and their capacities on the total latency
and the shred data between participants. Then, to prove
the performance of our novel RL-DistPrivacy system, we
compared it to the optimal framework, our heuristic-based
solution [34] and a state-of-art CNN distribution strategy
[13]. These simulation results are presented after introduc-
ing the framework settings.

4.1 Framework settings

Our DistPrivacy approach has been validated on four state-
of-the-art benchmark CNNs, as described in section 3.1, in
a surveillance scenario for image classification to control a
critical area. Following the characteristics of the datasets

used in our empirical study, we suppose that the area is
surveilled by 10 devices (e.g., cameras) capturing 36x36 RGB
images (CIFAR), 28x28 gray images (MNIST), and 128x128
RGB images (CELEBA and Stanford CAR). This area is
also composed of resource-limited IoT devices, where two
technological families are evaluated in this paper. The first
one is Raspberry Pi B+ (RPi3) equipped with 1.4 GHz 64-bit
quad-core processor and 1 GB RAM while the second is LG
Nexus supplied with a more powerful 2.28 GHz processor
and a higher memory availability equal to 2 GB RAM. The
number of multiplications per second e, defined as the tenth
of the clock cycles per number of cores [13], is equal to
560 for RPi3, and 800 for LG Nexus. Finally, we suppose
that both technologies are endowed with an IEEE 802.11n
standard having an average data rate ρ equal to 72.2 Mb/s.
We note also that the 10 image-capturing devices belong
to RPi3 technology. Moreover, the cooperative system is
composed of 70 IoT devices, where 20 of them are LG Nexus
and 50 are RPi3.

The proposed system is evaluated, first, on decision
taking latency, which is defined as the delay between ac-
quiring the image and obtaining the classification. Second,
we evaluate the data shared between all participants to
accomplish all CNN tasks. The privacy robustness of our
approach is applied on 4 types of classifications. i.e., all
requests are Mnist-LeNet, all requests are CIFAR-CNN,
all requests are VGG, and heterogeneous requests, and 3
privacy levels equal to 0.8, 0.6, and 0.4. As discussed pre-
viously, the privacy level is presented by the SSIM metric
(see table I). In other words, a level equal to 0.8 means a
SSIM similarity equal to 0.8. Such similarity level implies
low data blurring; hence, we call it low privacy level. When
the SSIM is equal to 0.4, we consider the privacy level high.
We remind that to respect these privacy requirements, the
maximum number of feature maps per device set for each
SSIM, is added as a constraint to both optimization and RL
system. Furthermore, if we fix the SSIM level to be 0.4, the
similarity of the recovered image should be equal or less
than 0.4 compared to the original sample, and this constraint
should be respected throughout the simulation to guarantee
the privacy of the inference. The RL-DistPrivacy algorithm
is validated according to the parameters shown in Tables
4 and 5. These parameters are empirically chosen and we
expect that similar architectures perform identically.

TABLE 4: Parameters of the RL simulation.

Parameter Description Value
γ discount factor 0.95
ε exploration rate 1
bz buffer size 50000
M batch size 64

All the simulations are conducted on a computer, having
the following characteristics: core i7 and 16 GB RAM. More
specifically, the RL framework is developed using python
language and stable baseline library1 and the optimization
is tested on Matlab.

1. https://stable-baselines.readthedocs.io/en/master/
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TABLE 5: Parameters of the RL simulation for each
network type.

Parameter Description LeNet CIFAR-CNN VGG All

SSIM Privacy
level 0.8 0.6 0.4 0.8 0.6 0.4 0.8 0.6 0.4 0.8 0.6 0.4

εdecay decay 0.995 0.995 0.995 0.9995

G update
frequency 100 3000 3000 3000

α
learning
rate 0.0001 0.001 0.0001 0.0001 0.00001

σ
Reward
parameter 1 1 0 0 0

β penalty 0.5 0.5 0 0

4.2 Simulation results

4.2.1 Performance of the RL convergence

Figures 6 and 7 illustrate the variation of cumulative re-
wards among training episodes. The obtained rewards are
smoothed over a window of 34 (CIFAR CNN), 18 (LeNet),
66 (VGG 16), and 100 (heterogeneous requests) depending
on the trained network. To have an initial estimate of the
policy, we set ε to be equal to 1 in the first 1000 episodes,
which means all actions are taken randomly. Next, a decay
parameter, namely εdecay is added throughout the episodes
to slowly reduce the number of random actions and enable
the system to smoothly pass to an enhance policy. On these
bases, we can see that, at the beginning of the learning
process, not all constraints are respected. However, as the
system experiences new episodes and new scenarios, it
starts to learn how to respect constraints, until reaching a
smooth stability, which confirms the convergence perfor-
mance of our RL model for different types of networks.
Without loss of generality, we only present the convergence
of the networks (LeNet, CIFAR-CNN, and VGG) respecting
the two first privacy levels and we illustrate only VGG
16 network as VGG19 demonstrates the same performance.
Furthermore, we can see that the convergence of the LeNet
network (Figures 6(a) and 6(b)) takes longer compared to
the other networks’ types. This slow convergence is due to
the small number of layers and segments, which requires
a higher number of episodes to learn how to respect se-
curity constraints while involving the minimum number
of participants. Similarly, VGG network (Figures 6(e) and
6(f)) converges faster than the CIFAR-CNN, as it has ten
times the number of segments compared to the latter one.
Regarding the CIFAR-CNN (Figures 6(c) and 6(d)), we can
observe that the convergence of the lower privacy level is
smoother than the others. This can be explained by the
fact that we added a penalty β on choosing the less per-
formant devices. Hence, since lower security requirements
can be satisfied using only two participants, the incoming
requests are handled by high-performing devices, without
resorting to less performant ones. When the privacy level
is higher, a larger number of IoT participants is needed to
satisfy the requirements. Hence, devices with low capacities
should contribute in the CNN distribution, which implies
some penalties. Finally, when the network is heterogeneous
(Figures 7(a), 7(b) and 7(c)), we can see that the convergence
is not too smooth, which is related to the rejections that
can occur due to the non-availability of IoT resources. In
Figure 7(a), the convergence is rapid and the performance
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Fig. 6: Average cumulative rewards vs. training episodes:
LeNet, CIFAR, VGG requests.

is high due to the low privacy requirements that do not
involve much participants and resources. As the privacy
level increases (Figures 7(b) and 7(c)) and the number of
required participants and resources is larger, the conver-
gence to reach the optimal policy becomes slower and
the rejections become higher. We note that, in Figure 7,
we did not present the actual cumulative rewards, as the
distribution of requests’ types is random and the episodes’
lengths are not equal. Instead, we attribute 1 if the episode
fulfills the maximum cumulative rewards and 0 otherwise.
Figure 8 illustrates the convergence performance of the cost
penalty that is added to the reward function in order to
learn how to minimize the latency of the inference. We can
see that, after converging, the latency of VGG (Figures 8(c))
is highly oscillating, which is explained by the fact that
this model is resource-consuming and the processing delay
highly depends on the available devices and the requests’
load. This is not the case of LeNet (Figures 8(a)) and CIFAR-
CNN (Figures 8(b)) that can assign the computation to
devices with the highest capacities, at most of the time.
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Hence, it can be seen that the convergence is smooth and
the penalty is always akin to the same range.

Figure 9 depicts the average accuracy (over different
privacy levels) of different types of networks. We define
the accuracy of our RL-DistPrivacy system as the ability to
respect different constraints after convergence. It can be seen
that our system achieves a high accuracy reaching more than
90% for all types of CNNs, which means that all resources
and privacy constraints are respected in more than 90% of
the episodes. In our design, an episode presents one layer of
an inference. Hence, in terms of RL-accuracy of the complete
classification requests, the studied CNN networks show
different performances. More specifically, Mnist-LeNet and
CIFAR-CNN requests are classified with an accuracy equal
to 90%, where all privacy requirements and available IoT
resources are considered. When the requests are hetero-
geneous, the system achieves on average among different
privacy levels, an accuracy equal to 72 %. When the clas-
sification of the captured data is done using VGG CNN,
only 65% of the inferences are distributed while meeting all
the requirements. Such low RL-accuracy is caused by the
complexity and resource requirements of VGG requests that
cannot be always allocated by the available IoT participants
due to their limited capacities. In this case, the system
either decides to exploit all the existing resources without
considering the privacy constraints or assign the CNN tasks
to unavailable devices while respecting the privacy level.

Figure 10 presents the average cumulative rewards of
a network composed of 20 participants computing CIFAR-
CNN requests. After an interval of training episodes, 10
devices leave the system. We can see that, when the
participants abandon the collaborative system after 5000
episodes (Figure 10(a)), the rewards drop drastically. On the
other hand, when the system changes after 10000 training
episodes, the reward’s decrease is less noticed. However, in
both cases, the RL-agent re-gains rapidly the convergence
and learns again to respect the constraints relying only on
the remaining devices. This prompt re-convergence proves
that the RL-DistPrivacy manages the environment dynamics
and changes easily using its past learning. Moreover, the
RL performs better, when the system changes after a longer
learning and stability phase.

4.2.2 Comparison to state-of-the-art approaches
Figures 11 and 12 present the performance of our CNN dis-
tribution approach against per-layer distribution systems,
including [13]. We note that existing per-layer distribution
approaches do not handle any privacy concerns and fo-
cus only on CNN partitioning and that authors in [13]
presented their work as an optimization problem giving
optimal results. Hence, we developed their approach as
an RL design for a fair comparison. Furthermore, the goal
from this comparison is not to show the efficiency of our
framework from privacy perspective. Instead, we aim first
to show the capability of our approach to minimize the
inference latency with some compromises. In these Figures,
we can notice that when the privacy level is equal to 0.8
(lower level), the performances of our distribution approach
and per-layer strategy are similar in terms of latency and
shared data, for small CNNs, i.e., LeNet in Figures 11(a)
and 12(a), and CIFAR-CNN in Figures 11(b) and 12(b). This

can be explained by the fact that LeNet and CIFAR-CNN are
light weight networks and 2 devices are enough to handle
an incoming request. Consequently, the per-layer approach
assigns the tasks to a maximum of 2 participants. In our ap-
proach, at the lower privacy level, the security requirements
are also met when involving only 2 contributors. When
the security level is tight, more devices should participate
in the classification to ensure the privacy of the sensitive
data. Hence, CNN tasks (conv, ReLU, etc.) are parallelized,
multiple channels are used for transmission, and latency is
reduced compared to per-layer distribution that transmits
the whole output data on one communication link. More-
over, we can notice that when the privacy level is higher,
the latency is further minimized, as segments are highly
distributed and tasks are more parallelized. Regarding the
shared data, our approach presents a larger data transmis-
sion compared to per-layer distribution, for high privacy
levels (SSIM = 0.6 or 0.4) and large networks (e.g. VGG
in Figure 12(c)). The same data sharing behavior can also
be seen for heterogeneous requests in Figure 12(d), where
the communication between participant is much higher in
per-segment distribution. This large data sharing is mainly
related to the distribution of each convolutional task among
multiple participants. In fact, this is not the case of the per-
layer approach, which shares only the resultant reduced
data after executing the task. However, this is acceptable as
our system enhances both the privacy of sensitive data and
the latency of the classification. More specifically, for the
higher privacy level, our system gains 30%, 70%, and 40%
in terms of classification latency for LeNet (Figure 11(a)),
CIFAR (Figure 11(b)) and heterogeneous networks (Figure
11(c)) respectively, compared to per-layer distribution. Fig-
ure 12 shows also that a higher level of privacy, results in a
larger data sharing. This can be justified by the high distri-
bution of segments incurring a larger dependency between
devices. To summarize, a trade-off can be established, where
sacrificing on privacy results in higher latency and less data
sharing, which means less cost and energy consumption.

Figures 13 and 14 depict the total latency and the total
shared data, when generating 250 requests to be classified
by the same type of CNN or by heterogeneous CNNs.
Furthermore, the figures show the performance of our RL-
DistPrivacy approach compared to our heuristic based ap-
proach designed with the same network parameters and
latency minimization objective [34]. This heuristic is based
on a greedy resource allocation strategy, where segments are
assigned to devices with available resources and contribut-
ing to minimize the latency. When the surveillance system
uses only LeNet network (9 layers and 28x28 images) for
image classification, the inference latency (Figure 13) and
the shared data (Figures 14) are very low. This is justified
by the shallow structure of LeNet that is composed of 8
feature maps and requires only 2 participants to guarantee
the privacy of the data. When the classifier is CIFAR CNN,
the inference latency is still small compared to the time
needed to compute VGG requests, as the number of layers is
also limited (17 layers), the size of captured images is small
(32x32), and the number of intermediate feature maps does
exceed 128. Finally, VGG16 and VGG19 are characterized
by a deep network enabling them to present outstanding
performance for image classification. This complex structure
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Fig. 7: Average cumulative rewards vs. training episodes: heterogeneous requests.
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Fig. 8: Average cumulative cost penalty vs. training episodes: LeNet, CIFAR-CNN and VGG requests.
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Fig. 9: Accuracy of the system in terms of meeting
constraints.

requiring high computation and memory load restrains
them from being deployed in resource-constrained devices.
Distributing the deep VGG networks into IoT devices allows
to parallelize the computation of different tasks to achieve
smaller decision-taking latency, in addition to reducing the
memory occupation per participant.

Our system presents a slightly less performance com-
pared to heuristic based approach, when dealing with the
LeNet and CIFAR. This can be explained by the fact that
the aforementioned models do not need a strategy learning
to assign the computational tasks and any greedy heuristic
can manage to exploit the available resources to allocate
the CNN tasks. Meanwhile, the RL-systems exhibit some-
times random tasks to detect any occurring changes in
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Fig. 10: Cumulative rewards averaged over 34 episodes:
CIFAR-CNN requests distributed to 20 participants where

10 of them leave after (a) 5000 episodes, (b) 10000 episodes.

the network, which justifies the small difference between
the two approaches (see Figure 13). When the network is
heterogeneous, the RL-DistPrivacy presents a better latency
and lower rejections (28% of rejected classifications com-
pared to 40% presented by the heuristic, when SSIM=0.4),
owing to the ability of RL to approximate the near-optimal
allocation policy and estimate the required transmission
and computation resources for each layer, and manage the
existing participants accordingly.

4.2.3 Impact of the network configuration
Figure 15 shows the performance of a network comput-
ing heterogeneous requests, while ensuring a privacy level
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Fig. 12: Shared data per request: RL-DistPrivacy vs
per-layer distribution.

equal to 0.4 and varying the number of participants. We
note that participants are composed of 70% of RPi3 and
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Fig. 13: Total latency for different types of requests:
RL-DistPrivacy vs. DistPrivacy-Heuristic.
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Fig. 15: Accuracy of the system in terms of meeting
constraints with heterogeneous requests and while varying

the number of devices (70% RPi3 - 30% LG Nexus).

30% of LG Nexus devices. We can see that 50 IoT devices
are sufficient to satisfy the requirements of the surveillance
system in terms of resources and privacy. A lower number
of participants may not be enough to infer all the requests,
particularly VGG classifications. We notice also that a higher
number of devices does not apport any benefit to the per-
formance of the system. Instead, increasing the number of
devices means enlarging the actions space, which impacts
the accuracy of the decisions as seen in Figure 15.



17

70%-30% 50%-50% 0%-100%
Capacity of participants

0

20

40

60

80

100

A
cc

u
ra

cy
 (

%
)

Accuracy on the total requests
Accuracy on the total episodes/layers

Fig. 16: Accuracy of the system in terms of meeting
constraints with heterogeneous requests and 70 IoT devices

(STM32H7 % - LG Nexus %).

Figure 16 illustrates the performance of the system com-
puting heterogeneous requests, when varying the capacities
of IoT devices. The simulated network is composed of 70
participants of high performance (LG Nexus with 2.28 GHz
processor and 2 GB RAM) and low performance (STM32H7
with 400 MHz-cortex and 1 MB RAM) devices. We can con-
clude that a collaborative network composed of resources-
limited devices is not adequate for distributed CNN, partic-
ularly complex networks such as VGG. However, when 50%
of devices or more are powerful, the system performs very
well.

4.2.4 Comparison to the optimal framework

In Figure 17, we compare the performance of our RL-
DistPrivacy system to the optimal results. Due to the com-
binatorial complexity of the problem, the optimal results
are conducted on 10 LeNet classification requests (90 layers
and 750 segments) and 10 IoT participants, while respecting
two SSIM levels, namely 0.8 and 0.6. One optimal LeNet
request allocation is executed in 15 minutes, while 3 and
10 requests cost the system, 1 and 5 hours of computation
respectively. The design of our online solution to handle
real-time CNN distribution and allocation is justified by
the time complexity to solve the optimization. We remind
that we run our simulation on a core i7 computer with
16 GB RAM. In Figure 17(a), we can see that the optimal
solution achieves a much better latency compared to our
RL approach, when the required privacy level is equal to
0.8. In fact, the objective of our optimization is to minimize
the latency while respecting different constraints. As we
explained previously, when more tasks are paralellized, the
latency is further reduced. Thus, the optimization opts for
including the maximum number of participants to synchro-
nize tasks execution. However, this strategy is not beneficial
for data sharing, as depicted in Figure 17(b). Indeed, the low
latency accomplished by the optimization is accompanied
by a higher data transmission compared to the online RL-
approach. The optimal strategy will not be the same, when
dealing with VGG models having critical requirements in
terms of transmission resources. In this context, we en-
couraged our RL system to use the minimum number of
devices by being rewarded following the equation in (11).
Our reward function impacted the shape of the latency

convergence. In fact, the first phase of the RL learning
is the random acting process, where devices are chosen
randomly, leading to involving a big number of participants.
This process results in starting by a sub-optimal latency as
depicted in Figure 18. Then, the system starts to minimize
the number of participants, until reaching again a reduced
latency. Figures 17(c) and 17(d) illustrate the performance
of the DistPrivacy, when SSIM is equal to 0.6. We can
see that both online and optimal solutions become closer,
which is caused by the privacy requirements that impose to
distribute the segments on a higher number of devices.
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Fig. 17: RL-DistPrivacy vs. DistPrivacy-Optimal: (a) and
(b): results of LeNet classification requests with SSIM=0.8;

(c) and (d): results of LeNet classification requests with
SSIM=0.6.
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Fig. 18: Average cumulative latencies vs. training rewards.

5 CONCLUSION

In this work, we examined the vulnerability of CNN distri-
bution to black-box attacks and the possibility of recovering
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sensitive intermediate data, under different scenarios. We
proved that distributing the output of layers into multiple
IoT participants and exposing only few feature maps can
strengthen the privacy of the original data. Hence, we re-
designed the deep learning distribution solutions to reduce
black-box risks and match capacities constraints character-
izing the IoT devices. This approach has been formulated
as an optimization problem, where inference latency is
minimized. Next, because of the problem complexity, we
proposed a reinforcement learning solution, namely RL-
DistPrivacy. This solution is characterized by its online
decisions and its satisfactory performance compared to
the optimal results, in addition to its capacity to manage
the dynamic of the system through continuous learning.
Our extensive simulations illustrated the performance of
our approach compared to a recent per-layer distribution
strategy and a heuristic-based approach. Future works will
encompass the management of failures or re-transmissions
in the communication. Moreover, the methodology could
be extended to deal with new participants, such as edge
and fog servers. Another possible direction is to conduct
an extensive study to generalize our defense strategy and
prove its ability to mitigate different types of attacks, inde-
pendently from the ability of the attacker.
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