
1

Backhaul-aware Drone Base Station Placement and
Resource Management for FSO-based

Drone-assisted Mobile Networks
Liangkun Yu, Graduate Student Member, IEEE, Xiang Sun, Member, IEEE, Sihua Shao, Member, IEEE, Yougan

Chen, Senior Member, IEEE, and Rana Albelaihi, Graduate Student Member, IEEE

Abstract—In drone-assisted mobile networks, Drone-mounted
Base Stations (DBSs) are responsively and flexibly deployed
over any Places of Interest (PoI), such as sporadic hotspots
and disaster-struck areas, where the existing mobile network
infrastructure is unable to provide wireless coverage. In this
paper, a DBS is an aerial base station to relay traffic between
a nearby Macro Base Station (MBS) and the users. In addition,
Free Space Optics (FSO) is applied as the backhauling solution to
significantly increase the capacity of the backhaul link between
an MBS and a DBS. Most of the existing DBS placement solutions
assume the FSO-based backhaul link provides sufficient link
capacity, which may not be true, especially when a DBS is placed
far away from an MBS (e.g., > 10 km in disaster-struck areas)
or in a bad weather condition. In this paper, we formulate
a problem to jointly optimize bandwidth allocation and DBS
placement by considering the FSO-based backhaul link capacity
constraint. A Backhaul awaRe bandwidth allOcAtion and DBS
placement (BROAD) algorithm is designed to efficiently solve the
problem, and the performance of the algorithm is demonstrated
via extensive simulations.

Index Terms—Backhaul communications, drone-assisted mo-
bile networks, free space optics, placement

I. INTRODUCTION

In drone-assisted mobile networks, Drone-mounted Base
Stations (DBSs) are applied to be quickly and flexibly de-
ployed over any Place of Interest (PoI), such as sporadic
hotspots and disaster-struck areas, where the existing mobile
network infrastructure is unable to provide wireless coverage
or sufficient network capacity to the users [1]–[3]. Deploying
a DBS over a PoI can assist a nearby Macro Base Station
(MBS) in communicating with the users in the PoI. Here, a
DBS is referred to as an aerial base station to relay traffic
between an MBS and the users [4]–[6]. Also, the capacity
of the backhaul link between a DBS and an MBS may
affect the throughput of the path between the MBS and the
users via the DBS, and applying different wireless backhaul
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communications technologies lead to different backhaul link
capacities and characteristics. For example, various Radio
Frequency (RF) based backhaul solutions, such as microwave,
mmWave, and sub-6 GHz, have been widely used in the
current heterogeneous wireless networks [7]–[9]. However,
these solutions may suffer from strong interference and severe
attenuation [10], thus leading to low backhaul link capacity,
especially when the distance between an MBS and a DBS is
long (e.g., > 10 km). In this paper, we propose to use free
space optics (FSO) as the backhaul solution to improve the
backhaul link capacity in drone-assisted mobile networks. As
shown in Fig. 1, an MBS sends an optical beam carrying the
users’ traffic to a DBS, which demodulates the received optical
beam to retrieve the users’ traffic and then forwards the traffic
to the users in the PoI via the wireless access links [11]–[13].

Fig. 1. FSO-based drone-assisted mobile network architecture.

As compared to RF, applying FSO as the backhaul solution
has the following advantages. First, FSO can provide a higher
link capacity over a longer distance between the two endpoints.
It has been demonstrated that an FSO link can offer a
Gbps−Tbps data rate at the distance of several kilometers
[14]–[16]. Second, FSO is operated over unlicensed spectrum,
which can reduce the operational cost of mobile providers
[17]–[19]. Third, the spectrum used by FSO does not overlap
with that used by the RF communications, which avoids the
interference to/from terrestrial radio [20]. Fourth, FSO is a
type of secure communications since any interception and
eavesdropping on an FSO link can be easily identified owing
to the fact that an optical beam is directional with a narrow
divergence angle [21], [22].
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The new architecture brings challenges to the DBS place-
ment. First, FSO is a Line of Sight (LoS) communication, and
the DBS placement should guarantee LoS between a DBS and
an MBS. Second, the DBS placement is critical to determine
the capacity of the network. Various DBS deployment methods
have been designed, which only maximize the capacity of
the access network between a DBS and the users in the PoI
by assuming sufficient backhaul link capacity [23]–[25]. This
assumption may not be true, for example, in a disaster-struck
scenario, when all the MBSs in a disaster-struck area could
malfunction, and so deploying a DBS over the disaster-struck
area to convey emergence communications may lead to a long
distance (e.g., > 10 km) between the DBS and a working
MBS (which locates out of the disaster-struck area). The long
distance between the MBS and the DBS may result in limited
backhaul link capacity and constrain the network throughput.
Also, the weather condition can have negative impacts on
the FSO-based backhaul link capacity. For example, in thick
foggy weather, the FSO-based backhaul link capacity will be
tremendously reduced. Therefore, in order to maximize the
overall throughput, it is critical to consider the capacities of
both the backhaul link and access network in solving the DBS
placement problem.

To resolve these challenges, this paper aims to design a
joint backhaul-aware DBS placement and bandwidth allocation
method in FSO-based drone-assisted mobile networks such
that the number of satisfied users (i.e., the users whose data
rate requirements are satisfied) is maximized, while guarantee-
ing the LoS between the MBS and the DBS. The contributions
of the paper are summarized as follows.
1) We formulate the joint backhaul-aware DBS placement and

bandwidth allocation problem in the context of FSO-based
drone-assisted mobile networks.

2) We decompose the problem into two sub-problems, i.e.,
user access control and DBS placement updating, and de-
sign a heuristic algorithm, i.e., Backhaul awaRe bandwidth
allOcAtion and DBS placement (BROAD), to iteratively
solve the two sub-problems.

3) The performance of BROAD is demonstrated via extensive
simulations.

The rest of the paper is organized as follows. In Section
II, we briefly introduce the related works. In Section III,
the related system models are presented. In Section IV, we
formulate the joint DBS placement and bandwidth allocation
as an optimization problem. BOARD is designed to solve the
problem in Section IV. Extensive simulations are explained
and analyzed in Section V. A brief conclusion is drawn in
Section VI.

II. RELATED WORKS

Researchers have shown an increased interest in resource
management and DBS placement in drone-assisted mobile
networks. Al-Hourani et al. [26] provided a probabilistic LoS
pathloss model between ground users and a DBS, and designed
a method to optimize the altitude of the DBS to maximize
the size of the DBS’s coverage area. Alzenad et al. [27]
designed a 3D DBS placement algorithm to maximize the

number of covered users. The algorithm derives the optimal
altitude of a DBS that maximizes the DBS’s coverage area,
and then adjusts the horizontal position of the DBS to cover
the maximum number of users. Arribas et al. [28] designed
a heuristic algorithm to optimize the bandwidth allocation,
user association, and multi-DBS placement to maximize the
α-fair throughput utility function, which is used to measure
the tradeoff between fairness and throughput in the access
network. Other works investigated the DBS placement in the
context of FSO-based drone-assisted mobile networks, where
FSO is considered as the backhaul solution. However, they
all assumed that the capacity of the FSO-based backhaul
link is sufficient to accommodate the traffic demand of the
access network, which is impractical in some scenarios. For
example, Sun et al. [29] designed an algorithm to determine
the 3D position of a DBS and the user association to maximize
the overall Spectrum Efficiency (SE) of a PoI in the access
network. Specifically, in each iteration, the designed algorithm
sequentially derives the user association, horizontal position,
and altitude of the DBS that can increase the SE of the PoI.
The iteration terminates once the SE of the PoI cannot be
further improved. Zhang and Ansari [23] jointly optimized
the 3D DBS placement, bandwidth allocation, and power
management to maximize the overall throughput of the access
links, while guaranteeing the data rate requirement of the
users. They also explored the relationship among users’ QoS
requirement, user association, and bandwidth allocation [30].
Di et al. [31] designed a heuristic algorithm to optimize
the multi-DBS deployment, user association, and bandwidth
allocation in disaster-struck scenarios, where all the MBSs in
a disaster-struck area are damaged and DBSs are deployed
over the area to provide emergency communications.

Some works explored the backhaul-aware DBS placement
in drone-assisted mobile networks, where traditional RF com-
munications are applied as the backhaul solution. Kalantari
et al. [32] designed a heuristic algorithm to determine DBS
placement and bandwidth allocation such that the number of
users, whose pathloss to the DBS is larger than the predefined
threshold, can be maximized, while guaranteeing the overall
throughput of access network no larger than the capacity of
the wireless backhaul link. However, they assumed that the
capacity of the backhaul link does not change by varying the
DBS placement, which may not be a practical assumption.
Sun and Ansari [33] assumed that the DBS is operated
in the in-band half-duplex mode, i.e., backhaul and access
link communications are conducted over the same frequency
band but in different time slots. They designed a heuristic
algorithm to optimize the DBS placement and user association
to maximize the overall spectral efficiency in a PoI. Zhang et
al. [34] proposed a heuristic algorithm to maximize the overall
throughput by optimizing the DBS placement, and bandwidth
and power allocation in both backhaul and access links, where
the DBS is operated in the in-band full-duplex mode.

III. SYSTEM MODELS

The major notations in the system models and problem
formulation are listed Table I. Assume that a DBS will be



3

TABLE I
NOTATIONS

Notation Definition

I Set of ground users in the PoI
di 3D distance between the DBS and user i
ηi Pathloss between the DBS and user i
fc Carrier frequency in the wireless access network
ρi Probability of having LoS between the DBS and user i
ξlos/ξnlos Average additional pathloss for LoS/NLoS
θi Elevation angle between the DBS and user i
pfso Transmission power of the FSO transmitter at the MBS
τ tx/τrx Optical efficiency of the FSO transmitter/receiver
γ Atmospheric attenuation factor
v Visibility distance
λ Wavelength of the optical beam
L 3D distance between the MBS and the DBS
ϑ Diameter of the optical receiver’s aperture
ε Divergence angle of FSO transmitter
Ep Photon energy at wavelength λ
κ Planck constant
c Speed of light
Nb Sensitivity of the FSO receiver at the DBS

placed over or near a PoI to assist the users in the PoI in
downloading traffic from an MBS via the DBS. Denote (x, y)
as the 2D coordinates of the DBS on a horizontal plane.
Denote h as the altitude of the DBS. Let I be the set of
users in the PoI and i be the index of these users. Denote
(xi, yi) as the 2D coordinates of user i. Also, denote ϕi as
user i’s data rate requirement. Thus, the 3D distance between
the DBS and user i is

di =
√
l2i + h2, (1)

where li =
√

(x− xi)2 + (y − yi)2 is the horizontal distance
between user i and the DBS.

A. Pathloss model between the DBS and the users

The wireless propagation channel between a DBS and a
user can be divided into two scenarios, i.e., the link between
a DBS and a user with LoS and Non-Line of Sight (NLoS)
connections [26], [35], [36]. The pathloss in LoS is lower than
that in NLoS since the signals from the DBS may suffer from
much stronger reflections and diffraction in NLoS [37], [38].
Thus, the average pathloss (in dB) between a DBS and user i
can be estimated by

ηi = 20log10

(
4πfcdi
c

)
+ ρiξ

los + (1− ρi) ξnlos, (2)

where fc is the carrier frequency, di is the 3D distance between
the DBS and user i, c is the speed of light, ρi is the probability
of having LoS between the DBS and user i, and ξlos and
ξnlos are the average additional pathloss for the LoS and NLoS
scenarios, respectively. Here, 20 log10

(
4πfcdi
c

)
indicates the

free space pathloss between the DBS and user i, and ρiξlos +
(1− ρi) ξlos is the average additional pathloss between the
DBS and user i. The probability of having LoS between the
DBS and user i (i.e., ρi) can be estimated by [39]

ρi=
1

1+αe−β(θi−α)
=

1

1+αe
−β

(
180
π arctan

(
h
li

)
−α

) , (3)

where θi (in degrees) is the elevation angle between the DBS
and user i, and α and β are the environmental parameters
determined by the environment of the hotspot area (e.g., rural,
urban, etc.).

B. Access link data rate model

The achievable data rate of downloading data streams from
the DBS to users i is

raccessi = bilog2

(
1 +

pd10−
ηi
10

N0

)
, (4)

where bi is the amount of bandwidth assigned to user i, pd is
the transmission power of the DBS, N0 is noise power level,
and 10−

ηi
10 is the channel gain between the DBS and user i1.

Here, ηi is the average pathloss between the DBS and user i,
which can be estimated based on Eq. (2). From Eq. (4), it is
easy to derive that the achievable data rate of user i depends
on the amount of allocated bandwidth and the pathloss, which
is determined by the DBS placement.

C. FSO-based backhaul link data rate model

Fig. 2. Illustration of the FSO-based backhaul link.

FSO is applied to achieve the backhaul communications
between an MBS and a DBS. Note that the DBS placement
must be able to establish LoS communication with the MBS,
which is a critical pre-requirement for FSO. In this paper, we
assume that if the DBS is placed above a predefined altitude,
denoted as hmin, LoS can be maintained between the MBS
and the DBS. Under the LoS condition, the achievable data
rate of an FSO link can be estimated by [40]

rfso =
pfsoτ txτ rx10−

γL
10 ϑ2

π(ε/2)
2
L2EpNb

, (5)

where pfso is the transmission power of the FSO transmitter at
the MBS, τ tx is the optical efficiency of the FSO transmitter,
τ rx is the optical efficiency of the FSO receiver at the DBS,
ϑ is the diameter of the FSO receiver’s aperture shown in Fig.
2, ε is the divergence angle of the FSO transmitter, Ep is the
photon energy at wavelength λ (i.e., Ep = κc/λ, where κ is
Planck constant, c is the speed of light, and λ is the photon’s

1For a clear exposition, the shadowing and fading effects are not considered
in calculating the channel gain.
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wavelength), Nb is the FSO receiver sensitivity, and L is the
3D distance between the MBS and the DBS, i.e.,

L =

√
(x− xm)

2
+ (y − ym)

2
+ (h− hm)

2
, (6)

where (xm, ym, hm) is the 3D coordinates of the MBS. γ in
Eq. (5) is the atmospheric attenuation factor in dB/km, which
is determined by the visibility distance v (i.e., the maximum
distance that one object can be clearly discerned) and the size
distribution of the scattering particles q [41], i.e.,

γ =
3.91

v
(
λ

550
)−q. (7)

Note that the visibility distance v depends on the current
weather condition. For example, the visibility distance on a
clear day could be more than v = 20 km but may be less than
v ≤ 1 km on a foggy day. The value of q can be estimated
according to v based on the following equation [41],

q =


1.6, 50 < v.
1.3, 6 < v ≤ 50.

0.16v + 0.34, 1 < v ≤ 6.
v − 0.5, 0.5 < v ≤ 1.

0, v ≤ 0.5.

(8)

In general, if the DBS is placed closer to the MBS (i.e., a
smaller L), the FSO-based backhaul link can achieve a higher
data rate, and vice versa. Note that the achievable data rate
of an FSO link estimated by Eq. (5) does not consider the
pointing loss owing to the fact that various technologies, such
as high-accuracy Acquisition, Tracking, and Pointing (ATP)
systems [42], [43] and adaptive probabilistic constellation
shaping [44], have been proposed to significantly mitigate
the pointing loss. However, a more sophisticated model [45],
which takes both pointing loss and atmospheric turbulence into
consideration, can be applied to estimate the achievable data
rate of an FSO link. Yet, changing the achievable data rate
model does not affect the proposed problem formulation in
Section IV and the designed algorithm in Section V.

IV. PROBLEM FORMULATION

We formulate the joint DBS placement and bandwidth
allocation (in the access network) problem to maximize the
number of the satisfied users as follows. Here, a satisfied user
is referred to as a user whose achievable data rate is no less
than its data rate requirement.

P0 : arg max
x,y,h,z

∑
i∈I

zi, (9)

s.t. B ≥
∑
i∈I

bizi, (10)

rfso ≥
∑
i∈I

raccessi zi, (11)

∀i ∈ I, raccessi zi ≥ ϕizi, (12)

hmin ≤ h ≤ hmax, (13)
∀i ∈ I, zi ∈ {0, 1} , (14)

where z = {zi |∀i ∈ I }, zi is a binary variable to indicate
whether user i is a satisfied user (i.e., zi = 1) or not (i.e.,

zi = 0), B is the total amount of bandwidth available for the
access network, bi is the bandwidth assigned to user i, ϕi is
the data rate requirements of user i, hmin is the minimum
altitude for the DBS to guarantee the LoS connection to the
MBS2, and hmax is the maximum altitude that the DBS can
reach. Constraint (10) indicates that the amount of bandwidth
allocated to the users in the PoI should be no larger than the
total amount of available bandwidth. Constraint (11) means
that the achievable data rate of the FSO-based backhaul link
should be no less than the sum of the achievable data rates
from the DBS to the satisfied users in the PoI. Constraint (12)
implies that, for each satisfied user, its achievable data rate
should be no less than its data rate requirement. Constraint
(13) defines the minimum and maximum altitude of the DBS.

V. BACKHAUL-AWARE BANDWIDTH ALLOCATION AND
DBS PLACEMENT

In order to efficiently solve P0, we design the Backhaul
awaRe bandwidth allOcAtion and DBS placement (BROAD)
algorithm. The basic idea of BROAD is to decompose P0 into
two sub-problems, i.e., user access control (denoted as P1)
and DBS placement (denoted as P2), and iteratively solve
the two sub-problems until the number of the satisfied users
cannot be further increased.

Note that, to maximize the number of satisfied users, we
need to minimize the allocated bandwidth to the satisfied
users, while satisfying their data rate requirements. So, it is
straightforward to allocate the exact amount of bandwidth to
a satisfied user such that its achievable date rate just equals
its data rate requirement, i.e., raccessi = ϕi. That is,

bi =
ϕi

log2

(
1 + pd10

−
ηi
10

N0

) . (15)

A. User access control

Assume that the 3D coordinates of the DBS (i.e., (x, y, h))
are given. Then, P0 can be converted into P1, where

P1 : arg max
z

∑
i∈I

zi (16)

s.t. rfso ≥
∑
i∈I

ϕizi, (17)

Constraints (10), (14). (18)

Basically, P1 is to determine which users will be selected
and allocated with enough bandwidth to meet their data rate

2Note that different horizontal locations may have different minimum height
requirements to ensure LoS between the MBS and the DBS. For instance, if
location (x1, y1) is much closer to the MBS than location (x2, y2), then
hmin
(x1,y1)

for location (x1, y1) might be lower than hmin
(x2,y2)

for location
(x2, y2). Here, the minimum height of any location (x, y), denoted as hmin

(x,y)
,

can be calculated based on the height of the MBS and the heights of the
buildings/obstacles between the MBS and location (x, y). The minimum
height hmin of the DBS in Constraint (13) equals the maximum value of
all the minimum heights for all the possible locations for the DBS, i.e.,
hmin = max

{
hmin
(x,y)

|(x, y) ∈ R
}

, where R represents the PoI area plus
the horizontal area between the MBS and the DBS.
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requirements such that the number of satisfied users is maxi-
mized. Note that P1 can be mapped into a special 0-1 multi-
dimension Knapsack problem, where we have to determine
which items have to be collected into a knapsack such that
the total value of the items in the knapsack is maximized, and
the total size and weight of the items in the knapsack should
be no larger than the size and weight capacity of the knapsack,
respectively. Here, ϕi, bi, ffso, and B in P1 are considered
as the size of item i, weight of item i, size capacity of the
knapsack, and weight capacity of the knapsack, respectively.
zi is a binary variable to indicate whether item i should be put
into a knapsack or not. Note that the values of all the items
are the same equal to 1. The genetic algorithm (GA) [46], [47]
is applied to solve P1. GA comprises the following steps.
1) Initially, GA randomly generates n feasible solutions for

P1. Denote K as the set of the feasible solutions, and k
is used to index these feasible solutions. Also, let Zk ={
zk1 , z

k
2 , · · · zk|I|

}
be a feasible solution k in K. Denote

f as the maximum objective value of P1 among these
feasible solutions, i.e.,

f = max
1≤k≤|K|

{∑
i∈I

zki

}
. (19)

2) All the feasible solutions in K are equally separated into
two sets, denoted as K1 and K2. Denote k1 and k2 as
the indices of the feasible solutions that incur the largest
objective value of P1 in K1 and K2, respectively, i.e.,
k1 = arg max

k∈K1

∑
i∈I

zki and k2 = arg max
k∈K2

∑
i∈I

zki .

3) The selected feasible solutions Zk1 and Zk2 are used
to explore m new solutions based on the crossover and
mutation processes. Specifically, in the crossover process,
each element in a new solution, denoted as Zk′ ={
zk
′

1 , z
k′

2 , · · · zk
′

|I|

}
, is generated by randomly selecting the

corresponding element either in Zk1 or Zk2 . That is,
∀i ∈ I , zk

′

i = rand
{
zk1i , z

k2
i

}
, where rand {•} is a

function which randomly picks one value among the values
defined inside the bracket. Based on the crossover process,
m new solutions will be created. In the mutation process,
q elements in each new solution will be randomly selected
and flipped their values. For example, assume that q = 2,
and then two elements in new solution Zk′ are randomly
selected. Assuming that the 3rd and 10th elements are
selected and their values are flipped, i.e., zk

′

3 =
∣∣∣1− zk′3 ∣∣∣

and zk
′

10 =
∣∣∣1− zk′10∣∣∣. Denote Knew as the generated new

solution set after the crossover and mutation processes.
4) The generated m new solutions in Knew may not be the

feasible solutions to satisfy Constraints (17) and (10) in
P1. Denote Kinf as the set of infeasible solutions in
Knew. These infeasible solutions should be repaired to
become feasible. Specifically, for an infeasible solution,
denoted as Zk′ =

{
zk
′

1 , z
k′

2 , · · · zk
′

|I|

}
(where k′ is assumed

to be the index of the infeasible solution), each element i
(i.e., user i) is associated with a utility ratio ζi, i.e.,

ζi =
2

l1ϕi + l2bi
, (20)

where l1 and l2 are the two solutions of the dual problem
corresponding to the relaxed P1 (where binary variable
zi is relaxed into a continuous variable) [48], and ϕi and
bi are the data rate requirement and amount of bandwidth
allocation to element i (i.e., user i), respectively. Then, in
each round, the element, which incurs the largest utility
ratio ζi among all the elements whose values are equal 1
in Zk′ , will flip its value to 0. That is, zk

′

i∗ = 0, where
i∗ = arg max

i∈I

{
ζi

∣∣∣zk′i = 1
}

. If solution Zk′ after the

element flipping still cannot meet Constraints (17) and
(10), GA goes to the next round to flip the value of the
element in Zk′ . The round continues to flip the value of
the element until Zk′ can meet Constraints (17) and (10).
The whole repairing process ends once all the infeasible
solutions become feasible, i.e., Kinf = ∅.

5) The generated new feasible solutions will be added into K,
i.e., K = K ∩Knew. The maximum objective value f is
updated based on K. If f in the current iteration does not
increase as compared to that in the previous iteration, then
GA terminates; otherwise, GA starts the next iteration to
generate new feasible solutions based on Steps 2-4.

B. DBS placement

The termination of the user access control algorithm in-
dicates that the utilization of the backhaul link and/or access
network reach to 100%, (i.e., Constraints (17) and/or (10) will
be violated by adding any new satisfied user). Hence, DBS
placement is applied to adjust the position of the DBS such
that the utilization of the path from the MBS to the existing
satisfied users via the DBS is minimized. Here, the utilization
of the path equals the maximum value between the utilization
of the FSO-based backhaul link (i.e.,

∑
i∈I

ziϕi
rfso

) and the access

network (i.e.,
∑
i∈I

zibi
B ). That is, max

{∑
i∈I

ziϕi
rfso

,
∑
i∈I

zibi
B

}
.

Reducing the utilization of the path implies that more satisfied
users can be added by user access control in the next iteration.
We then formulate the DBS placement problem as follows.

P2 : arg min
x,y,h

max

{∑
i∈I

ziϕi
rfso

,
∑
i∈I

zibi
B

}
, (21)

s.t. Constraints (13), (10), and (17).

Since the objective function Eq. (21) is not continuous and
differentiable (which makes the problem difficult to be solved),
we introduce an auxiliary variable ς , where

ς = max

{∑
i∈I

ziϕi
rfso

,
∑
i∈I

zibi
B

}
. (22)
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Therefore, Constraints (10) and (17) in P2 can be transformed
into ς ≤ 1. Accordingly, P2 can be transformed into,

P2 1 : arg min
x,y,h,ς

ς (23)

s.t. ς ≥
∑
i∈I

ziϕi
rfso

, (24)

ς ≥
∑
i∈I

zibi
B

, (25)

ς ≤ 1, (26)
h ≤ hmax, (27)

h ≥ hmin. (28)

P2 1 is not a convex problem as Constraints (24) and (25)
are not convex. Sequential Quadratic Programming (SQP) [49]
is proposed to efficiently derive the local optimal of P2 1.
SQP is a method to solve non-convex optimization problems,
where the objective function and the constraints are continuous
and twice differentiable. The idea of SQP is to iteratively
construct and solve a quadratic programming sub-problem
until the algorithm finds a local optimal. Here, the quadratic
programming sub-problem is an approximation to P2 1 at
point u(t) =

(
x(t), y(t), h(t), ς(t)

)
, where t indicates the

tth iteration. Specifically, denote L (u,m) as the Lagrangian
function of P2 1, where

L (u,m)= ς−m1

(
ς −

∑
i∈I

ziϕi
rfso

)
−m2

(
ς −

∑
i∈I

zibi
B

)
−m3(1− ς)−m4(hmax−h)−m5

(
h−hmin

)
. (29)

Here, m = (m1,m2,m3,m4,m5) are the Lagrangian multi-
pliers corresponding to the constraints in P2 1. Also, let H(t)

be the Hessian matrix of the Lagrangian function L (u,m)
for P2 1 at point u(t). Then, we can construct the following
quadratic programming sub-problem, which basically reflects
the local properties of P2 1, at point u(t).

P3 : arg min
∆u(t)

ς(t) + ∆ς(t) +
1

2
∆u(t)TH(t)∆u(t), (30)

s.t.

(
ς(t)−

∑
i∈I

ziϕi

rfso
(
u(t)
))+∇

(
ς(t)−

∑
i∈I

ziϕi

rfso
(
u(t)
))T∆u(t)≥0,

(31)(
ς(t)−

∑
i∈I

zibi
(
u(t)
)

B

)
+∇

(
ς(t)−

∑
i∈I

zibi
(
u(t)
)

B

)T
∆u(t)≥0,

(32)

1− (ς(t) + ∆ς(t)) ≥ 0, (33)

hmax −
(
h(t) + ∆h(t)

)
≥ 0, (34)(

h(t) + ∆h(t)
)
− hmin ≥ 0, (35)

where

∆u(t) =
(

∆x(t),∆y(t),∆h(t),∆ς(t)
)T

=
(
x− x(t), y − y(t), h− h(t), ς − ς(t)

)T
.

The objective function of P3, i.e., Eq. (30), is the second-
order Taylor expansion of the objective of P2 1 at point u(t),
and Constraints (31), (32), (33), (34), and (35) are the first-
order Taylor expansion of the constraints in P2 1 at point
u(t). P3 is a Quadratic Programming (QP) problem with five
linear constraints with respect to ∆u(t), and so the Active-set
method [49] is used to derive the optimal solution ∆u(t) and
the corresponding Lagrangian multipliers for P3, denoted as
m(t+1), which will be used to estimate the Hessian matrix of
the Lagrangian function for P2 1 in the next iteration.

After deriving the optimal values ∆u(t) by applying Active-
set to solve P3, u(t+1) is updated, i.e., u(t+1) = u(t) +
∆u(t), and a new QP subproblem P3 is formulated dur-
ing the (t+ 1)

th iteration based on u(t+1). Note that the
Hessian matrix of the Lagrangian function for P3, i.e.,
H(t+1), has to be recalculated in the (t+ 1)

th iteration to
formulate P3. In order to reduce the complexity, the Broy-
den–Fletcher–Goldfarb–Shanno (BFGS) algorithm [49] is used
to update H(t+1), while keeping it positive definite, i.e.,

H(t+1) =H(t)+ q(t)q(t)T

q(t)T∆u(t)
− H(t)∆u(t)∆u(t)TH(t)

(∆u(t))TH(t)(∆u(t))
, (36)

where q(t) = ∇uL
(
u(t+1),m(t+1)

)
−∇uL

(
u(t),m(t+1)

)
.

Similarly, the QP problem constructed in the (t+ 1)
th

iteration will be solved by applying Active-set to obtain the
optimal value of ∆u(t+1). ∆u(t+1) is used to obtain u(t+2),
which will be used to construct a new P3 for the next
iteration. So, the DBS placement algorithm keeps constructing
a new P3 and updating u(t) by solving P3 in each iteration
until ∆ς(t) ≤ ν, where ν is a predefined threshold. The DBS
placement algorithm is summarized in Algorithm 1.

C. Summary of BROAD

The position of the DBS is first initialized (e.g., the DBS
is placed over the central of a PoI with the height equal to 50
m), and the values of Z =

{
z1, z2, · · · z|I|

}
are derived by

executing user access control. Then, in each iteration, BROAD
first executes Algorithm 1 to update the position of the DBS
based on the values of Z generated in the previous iteration
and then updates Z based on the new position of the DBS
by executing user access control. The iteration continuous
until the number of the satisfied users (i.e.,

∑
i∈I

zi) in the

current iteration does not increase as compared to the previous
iteration. BROAD is summarized in Algorithm 2.

VI. SIMULATION

We conduct extensive simulations to analyze the perfor-
mance of BROAD. Assume that there are 500 users uniformly
distributed in a PoI with the size of 500 m × 500 m. As
shown in Fig. 3, the horizontal distance between the center of
the PoI and the MBS, denoted as δ, is varied from 5 km to
20 km in the simulation. Data rate requirements of the users
(i.e., ϕi) are generated according to a truncated exponential
distribution, where ϕi < 500 Kbps and ϕi > 500 Mbps are
truncated. Since the users in the PoI are far away from the
MBS, they can only communicate with the DBS. The DBS
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Algorithm 1: DBS placement

Initialize u(0) =
(
x(0), y(0), h(0), ς(0)

)
, m(0),

∆u(0) = inf , t = 0.
Calculate H(0).
while True do

Construct a quadratic sub-problem P3;
Derive ∆u(t) and m(t+1) by solving P3 based on
Active-set;

if ∆ς(t) > ν then
break;

end
u(t+1) = u(t) + ∆u(t);
Update H(t+1) based on Eq. (36);
t = t+ 1;

end

Algorithm 2: BROAD
Initialize the position of the DBS (x, y, h).
Derive Z =

{
z1, z2, · · · z|I|

}
based on user access

control algorithm.
g =

∑
i∈I

zi and gopt = 0.

while g > gopt do
gopt = g;
xopt = x; yopt = y; hopt = h; Zopt = Z;
Update the position of the DBS (x, y, h) based on

Algorithm 1;
Derive Z based on user access control algorithm;
g =

∑
i∈I

zi;

end

acts as a relay node to forward data from the remote MBS to
the users. Other simulation parameters are listed in Table II.

Fig. 3. Simulation setup.

To demonstrate the performance of BROAD, the four other
existing DBS placement algorithms, i.e., Spectral efficienT
Aware DBS pLacement and usEr association (STABLE) [50],
SimultaneOus user Association and DBS Placement (SOAP)
[51], SpecTrum efficiency Aware DBS placement and useR
association (STAR) [52], and QoS awaRe dronE base Station
plaCement and mobile User association stratEgy (RESCUE)
[31] are used as the reference algorithms. Here, STABLE,

TABLE II
SIMULATION PARAMETERS

Parameter Value

Transmission power of FSO transmitter (pfso) 1 mW
Optical efficiency of FSO transmitter/receiver (τ tx/τrx) 0.9/0.7
Atmospheric attenuation factor (γ) 1 dB/km
Aperture diameter for the FSO receiver (Ω) 42.5 mm
Wavelength of the FSO beam (ι) 1550 nm
Planck constant (κ) 6.626×10−34 m2kg/s
Sensitivity of the FSO receiver (Nb) 67885 photons/bit
Transmission power of access link (pd) 0.1 W
Background noise spectral density(N0) −104 dBm/10 MHz
Access link bandwidth (B) 20 MHz
Height of the MBS (hm) 20m
Minimum height of the DBS (hmin) 50m
Environmental parameters in Eq. (3) α = 9.6, β = 0.28

SOAP, and STAR have the same goal, i.e., to optimize the
3D position of the DBS and user association such that the
overall SE of the access network is maximized. Still, they
apply different methods to calculate the optimal altitude of the
DBS. In particular, once the horizontal position of the DBS
is calculated, SOAP derives the optimal altitude of the DBS
that can maximize the SE of the worst user in the PoI; the
optimal altitude of the DBS in STABLE equals the average of
the optimal altitudes of the DBS with respect to all the users
(for example, if there are two users in the PoI and the optimal
altitudes of the DBS with respect to the two users are 100 m
and 200 m, respectively, then the optimal altitude of the DBS
is 150 m); STAR obtains the optimal altitude of the DBS by
formulating an optimization problem (which maximizes the
sum of the SE from the DBS to all the users in the PoI) and
applying the Projected Gradient Descent method to solve the
optimization problem. Note that STABLE, SOAP, and STAR
assume that the backhaul link always has enough capacity
to satisfy the data rate requirements of the access network.
RESCUE aims to jointly optimize the DBS deployment, user
association, and bandwidth allocation such that the number
of satisfied users is maximized. Also, RESCUE considers the
backhaul link capacity to be no less than the sum of the access
link data rates for the DBS. The basic idea of RESCUE is to
divide the PoI into a number of blocks with the same size,
and then apply brute-force search to iteratively evaluate the
performance of each block, i.e., what would be the number of
satisfied users if the DBS is placed over the center of a block.
The optimal 3D position of the DBS would be the block that
has the maximum number of satisfied users. The complexity
of RESCUE is extremely high due to its brute-force search
nature. To reduce the complexity, RESCUE can divide the PoI
with larger blocks, which, however, would significantly reduce
its performance. In addition, RESCUE assumes the DBS can
only be placed over the area within the PoI, which leads to
an unsuitable DBS placement when the distance between the
PoI and the MBS is large.

A. Performance analysis over δ

The horizontal distance δ between the center of the PoI
and the MBS may affect the performance of BROAD and
the four reference algorithms. Fig. 4 shows the number of
satisfied users achieved by different algorithms over δ. From
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Fig. 4. Number of satisfied users over δ.

Fig. 5. DBS position over δ.
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the figure, we can see that the performance of BROAD is
similar to STAR, SOAP, and RESCUE when δ < 10 km. This
is because when δ < 10 km, the FSO-based backhaul link has
sufficient capacity to meet the data rate requirements of the
access networks, and so the optimal DBS placement should be
over the PoI area. Thus, STAR and STABLE, which optimize
the position of the DBS that only maximizes the performance
of the access network, have a similar performance to BROAD.

Yet, when δ > 10 km, although the number of satisfied users
incurred by all the algorithms reduces as δ increases, BROAD
always incurs the most satisfied users because STAR, SOAP,
and STABLE do not take the backhaul link capacity constraint
into account and place the DBS at inappropriate positions.
Specifically, these algorithms deploy their DBSs around the
center of the PoI with different altitudes, and the positions
of their DBSs do not significantly change as δ increases,
which incurs extreme long distance to the MBS when δ > 10

km and leads to the bottleneck on the FSO-based backhaul
link, and thus significantly reduce the number of satisfied
users. Although RESCUE considers backhaul capacity, it only
searches the whole positions within the PoI. Yet, the optimal
position of the DBS is out of the PoI when δ > 10. On
the other hand, BROAD can dynamically adjust the DBS
placement by jointly considering the capacities of the FSO-
based backhaul link and the access network. Fig. 5 shows the
position of the DBS for BROAD over δ, where the x-axis is
the value of δ, and the y-axis indicates the horizontal distance
between the DBS and the center of the PoI (note that a larger
value in the y-axis indicates a shorter distance between the
DBS and the MBS), and the z-axis implies the altitude of
the DBS. When δ > 10 km, BROAD places the DBS further
away from the PoI as δ increases, which implies that when
the backhaul link becomes the bottleneck, BROAD prefers
to place the DBS to improve the FSO-based backhaul link
capacity by sacrificing the performance of the access network.
Note that, as shown in Fig. 5, when δ > 10 km, the altitude
of the DBS generated by BROAD increases as δ increases.
This is because the horizontal distances between the DBS and
the users in the PoI increase as the DBS is placed further
away from the PoI. So the DBS has to increase its altitude to
avoid decreasing the probability of having NLoS to the users
and thus avoid the significant decrements of the access link
capacities from the DBS to the users.

Fig. 6 shows the FSO-based backhaul link utilization (i.e.,∑
i∈I

ziϕi
rfso

) and the access network bandwidth utilization (i.e.,∑
i∈I

zibi
B ) for BROAD and STAR, respectively. Note that the

figure does not show the utilization for SOAP, STABLE, and
RESCUE since they are similar to the utilization for STAR.
From the figure, we can see that, when δ > 10 km, STAR
incurs a remarkable reduction of the access network bandwidth
utilization as δ increases. This is because STAR does not
consider the backhaul link capacity and always deploys the
DBS around the center of the PoI, and so the backhaul link
capacity significantly reduces as δ increases. As a result, due
to the limited backhaul link capacity, fewer satisfied users
are connected to the DBS, which decreases the amount of
bandwidth allocated to the satisfied users, thus significantly
reducing the access network bandwidth utilization. On the
other hand, the DBS placement incurred by BROAD leads to
a more balanced utilization between the FSO-based backhaul
link and the access network, i.e., both of them are above 90%.
A DBS placement with a more balanced utilization results in
higher throughput of the path from the MBS to the users via
the DBS, thus increasing the number of satisfied users.

B. Performance analysis over visibility distance v

From Eq. (7), we can derive that the visibility distance v de-
termines the atmospheric attenuation, which decides the FSO-
based backhaul link capacity. In this section, we will analyze
how v affects the performance of different algorithms. Note
that a larger value of v leads to a higher FSO-based backhaul
link capacity. Assume that the distance between the MBS and
the center of the PoI is 5 km. Fig. 7 shows the number of
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Fig. 7. Number of satisfied users over v.

Fig. 8. DBS position over v.
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satisfied users incurred by different algorithms as v increases.
BROAD outperforms other algorithms, especially when the
visibility distance v < 2.3 km. This is because when v reduces,
the FSO beam may suffer from more severe attenuation per
kilometer, thus reducing the FSO link capacity. As shown in
Fig. 8, BROAD can dynamically adjust the DBS placement
by reducing the horizontal distance between the MBS and the
DBS to maintain the FSO link capacity when v reduces. Yet,
the objective of STAR, SOAP, and STABLE is to maximize
the performance of the access network without considering
the backhaul link capacity. Therefore, as mentioned before,
the DBS positions generated by these algorithms are always
near the center of the PoI under different values of v, which
leads to the bottleneck on the FSO-based backhaul link when
v < 2.3 km, thus limiting the number of the satisfied users.
From Fig. 9, we can see that, in STAR, the access network
bandwidth is underutilized, but the FSO-based backhaul link
is fully utilized when v < 2.3 km. On the other hand, BROAD

prefers to balance the utilization between the access network
and backhaul link when v < 2.3 km, resulting in more
satisfied users. RESCUE, as shown in Fig. 7, has the similar
performance when v ≥ 2.3 km but worse performance when
v < 2.3 km as compared to BOARD. This is because the
optimal position of DBS is out of the PoI when v < 2.3, but
RESCUE can only search the positions within the PoI, thus
leading to unappropriated DBS placement.

VII. CONCLUSION

In this paper, the FSO-based drone-assisted mobile network
architecture is proposed, where FSO is applied as the back-
hauling solution to potentially increase the capacity of the
backhaul link. The joint bandwidth allocation and backhaul-
aware DBS placement problem are formulated. BOARD al-
gorithm is designed to derive the suboptimal DBS placement
and bandwidth allocation such that the number of satisfied
users can be maximized. Finally, as compared to the reference
algorithms, i.e., STAR, SOAP, and STABLE, the superior per-
formance of BOARD is validated via Monte Carlo simulations.

Achieving FSO-based drone-assisted mobile networks can
provide responsive and high-capacity wireless networks for
emergency communications. However, there are some chal-
lenges in deploying FSO-based drone-assisted mobile net-
works. First, a DBS could change its location and vibrate
freely in the air. Hence, it’s difficult to ensure that the optical
beam is well-aligned between the FSO transmitter at the MBS
and the FSO receiver at the DBS. Many high-accuracy ATP
systems have been designed to provide high-precise alignment.
Yet, these ATP systems are heavy and need to be mounted
on both the MBS and the DBS, thus leading to the second
challenge, i.e., short operation time. The current commercial
drones are normally powered by portable batteries, which can
allow the drones to fly for around 30 min. The flight time
would be significantly reduced if the drone is equipped with
an FSO transceiver and the corresponding ATP system, which
substantially increases the payload and energy consumption of
the drone. Some potential solutions to extend the battery life
of a DBS include 1) new battery technologies. Hydrogen fuel
cells can offer three times the flight time compared to lithium
polymer batteries; 2) simultaneous Wireless Information and
Power Transfer (SWIPT) for FSO [6]. The SWIPT technology
has been widely adopted in the RF domain to simultaneously
transmit both data and energy to a target device. The same
idea can be applied to the FSO-based backhaul link, where the
MBS can transmit a high-power optical beam, which carries
both power and data, to the drone. The drone utilizes part
of the received optical beam for data demodulation and the
rest of the received optical beam to charge its battery, thus
prolonging its battery life.
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