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Identify Influential Spreaders in Asymmetrically
Interacting Multiplex Networks

Qi Zeng, Ying Liu, Liming Pan, and Ming Tang

Abstract—Identifying the most influential spreaders is important to understand and control the spreading process in a network. As

many real-world complex systems can be modeled as multilayer networks, the question of identifying important nodes in multilayer

network has attracted much attention. Existing studies focus on the multilayer network structure, while neglecting how the structural

and dynamical coupling of multiple layers influence the dynamical importance of nodes in the network. Here we investigate on this

question in an information-disease coupled spreading dynamics on multiplex networks. Firstly, we explicitly reveal that three interlayer

coupling factors, which are the two-layer relative spreading speed, the interlayer coupling strength and the two-layer degree correlation,

significantly impact the spreading influence of a node on the contact layer. The suppression effect from the information layer makes the

structural centrality on the contact layer fail to predict the spreading influence of nodes in the multiplex network. Then by mapping the

coevolving spreading dynamics into percolation process and using the message-passing approach, we propose a method to calculate

the size of the disease outbreaks from a single seed node, which can be used to estimate the nodes’ spreading influence in the

coevolving dynamics. Our work provides insights on the importance of nodes in the multiplex network and gives a feasible framework to

investigate influential spreaders in the asymmetrically coevolving dynamics.

Index Terms—multiplex network, influential spreader, asymmetrically interacting dynamics, centrality measure.

✦

1 INTRODUCTION

MANY activities in society can be described as spread-
ing processes on networks, such as the spreading

of epidemic disease through contacts between human be-
ings, information dissemination through email and mobile
phone, and the diffusion of ideas among friends and com-
munity members. Identifying the most influential spreaders
is an important step to control the spreading processes, e.
g. to hinder epidemic outbreaks [1], conduct successful ad-
vertisement for new products [2] and protect key members
in ecosystem [3]. A commonly accepted way to rank and
identify important nodes in a network is to use the central-
ity measures, such as degree, betweenness [4], eigenvector
centrality [5], PageRank [6], nonbacktracking centrality [7],
and k-shell index [8]. Based on the idea of centrality, there
are a lot of achievements in the identification of important
nodes in single layer networks [9], [10], [11], which help us
to better understand the network structure and function.

However in the real-world, from city infrastructure to
human interaction patterns, many complex systems are
interconnected and are better described by the multilayer
network [12]. For example, the air transportation network
can be described as a multilayer network where nodes
represent airports and each commercial airline corresponds
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to a different layer [13]. In social networks, individuals
interact in different ways like being friends, colleagues,
schoolmates, or interacting on different online social plat-
forms [14], where each type of connections is represented
by a layer. The multiplex network is a particular type of
multilayer network, in which a set of nodes represent the
same individuals in all layers, and their edges in different
layers represent various friendship patterns, such as the
social networks.

It is thus natural to use the multilayer formalism to
study the scenarios where different dynamical processes in-
terplay, such as the cooperative contagion processes spread-
ing in a host population [15], and the competitive epi-
demic spreading or opinion spreading on multilayer net-
works [16], [17], [18]. A special case attracting much atten-
tion is the information-disease asymmetrically interacting
processes [19], [20]. When epidemic disease outbreaks in a
district, the information on it is swiftly transmitted through
the online social media, telephone, mass media, et al. The
spreading of information suppresses the disease spreading
because of the awareness people arise after receiving the
information [21], and the spreading of disease promotes
the diffusion of information, which are two asymmetrically
interacting processes.

While many real-world complex systems can be modeled
as multilayer networks, neglecting the multiple relation-
ships between nodes or simply aggregating them into a sin-
gle network alters the structural and dynamical properties
of the system, leading to inaccurate identification of impor-
tant nodes [22], [23]. In recent years, there are some progress
in identifying the critical nodes on multilayer network,
which are in general extend the centrality measures from
single network to multilayer network and the focus is on
the multilayer structure alone. Examples are the Multiplex
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PageRank and eigenvector-based centrality in multiplex net-
work. But how the interplay between the multiple processes
on the multilayer network impact the functional importance
of nodes is still unknown, and new ranking methods that
considering the structural and dynamical interplay between
layers are still lacking.

In modern times, the epidemic infectious disease
spreads more easily due to the growing connectivity
among metropolitan centers in the world urbanization
progress [24]. Such as the ongoing coronavirus disease 2019
(COVID-19) has caused more than 20 millions confirmed
cases and 700 thousands deaths in just a few months,
impacting politically and economically on the daily lives
of people. Timely and accurately identify the influential
spreaders is thus of great importance to make optimal use
of available resource to suppress epidemic disease [25]. In
this manuscript, based on an asymmetrically interacting
information-disease spreading model on multiplex network,
we work on explicitly revealing how the structural and
dynamical coupling of multiple layers influence the func-
tional importance of nodes and then step further to pro-
pose a new method to rank and identify critical nodes in
the asymmetrically interacting multiplex network. In our
study, the multiplex network consists of two layers, where
the spreading of information on one layer suppresses the
spreading of disease on the other layer, while the spreading
of disease promotes the information diffusion. As in real
applications controlling the spreading of disease is usually
the fundamental purpose, we concentrate on the influence
of nodes in disease spreading.

Firstly, by taking the degree and eigenvector centrality
of nodes on the physical contact layer as the benchmark
measure, we study on how the two-layer coupling factors
impact their accuracy to predict the spreading influence of
nodes. As the spreading influence of nodes in the contact
layer is suppressed by information spreading, the accuracy
of centralities is impacted. The application of discovering
the performance of centralities under different structural
and dynamical parameters is two-fold. One the one hand,
due to the difficulty in collecting network data, when we
only have the contact layer data and obtain the centrality
of nodes from the contact layer alone, we can evaluate how
accurate the obtained centrality can predict the influential
spreaders. On the other hand and more importantly, based
on the network data of both layers, we should define new
measure to accurately identify the most influential spreaders
in the asymmetrically interacting dynamics.

Then we propose an effective framework to rank the
node influence in the asymmetrically interacting multiplex
networks. Specifically speaking, by mapping the coevolv-
ing spreading dynamics into bond percolation and using
the message-passing approach, we calculate the spreading
outbreak size for each node as seed, which can be used
to rank the influence of disease spreaders in the multiplex
network. The accurate identification of disease spreaders is
very applicable in real-world epidemic control.

To the best of our knowledge, this work is the first step
in explicitly studying how the two-layer coupling factors
impact the spreading influence and the centrality of nodes
in identifying influential spreaders, and ranking the node
influence by considering the coupling factors. Our main

contributions in this paper are as follows:

• We discover how three coupling factors, which are
the relative spreading speed of the two layers, the
coupling strength and the inter-layer degree correla-
tion, impact the accuracy of centrality measures in
predicting spreading influence in multiplex network.

• By mapping the coevolving spreading dynamics into
percolation, we propose a method to accurately rank
the spreading influence of nodes in the multiplex
network.

• We numerically evaluate our proposed method in
multiplex networks and show its superiority over
the benchmark centralities in identifying influential
spreaders.

The rest of the paper is organized as follows. In section
2, we briefly introduce related works. In section 3, the
information-disease spreading model on multiplex network
is described. In section 4, we demonstrate the impact of
interlayer coupling factors on the accuracy of centralities. In
section 5, we map the coevolving spreading dynamics into
percolation and propose a new ranking method. Finally in
section 7, we give the conclusions.

2 RELATED WORKS

To identify important nodes in the multilayer network, a
lot of centrality measures have been proposed, which are
in general extended from centrality in single networks. For
example, the Multiplex PageRank is a natural extension of
PageRank in multiplex network, which considers the cen-
trality of a node in one network is affected by the centrality
of the node in another network [26]. Another Functional
Multiple PageRank is defined on the weight of multilinks
(connections in different layers) where the link overlap
between layers is considered [27]. The eigenvector centrality
in multiplex networks takes into account the mutual in-
fluence of layers [28], and a supracentrality matrix which
couples the centrality matrices of the individual layers is
used [29]. The tensor framework mathematically describes
the intralayer and interlayer relationships [30], and tensor
decomposition is then used to identify critical nodes [31].
In the tensorial formalism, Domenico et al. generalizes
the eigenvector centrality, PageRank and betweenness to
multilayer network and define the versatility to identify
the most important nodes [32]. A family of multilayer PCI
(Power Community Index) measures generalized from h-
index considers the density of a node’s intra and inter
connections and can be computed from the local structure
of the network [33].

Although there are such progresses on identifying criti-
cal nodes on multilayer network, the focus is on the struc-
ture of the network, while neglecting how the structural and
dynamical coupling between multiple layers influence the
dynamical importance of nodes in the network. In multi-
layer network, the interplay between the network structure
and spreading dynamics on top of it will largely influence
the role of nodes in the network [34]. Identifying the critical
nodes must take both the structural and dynamical char-
acteristics of the network into consideration. A few works
summed up the centrality of nodes in both layers and
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synthesized the dynamical parameters to form a measure
to quantify the node influence in symmetrically interacting
interconnected networks, and the results showed that tak-
ing both layers’ structure and dynamical parameters into
consideration leaded to a better ranking result of the critical
nodes [35]. How the coevolving dynamics impacts on the
functional importance of nodes and accurate identification
of important nodes remains an open question.

3 THE INFORMATION-DISEASE SPREADING MODEL

ON MULTIPLEX NETWORK

We use an asymmetrically interacting model to describe the
coevolving dynamics of disease and information spread-
ing [36], [37] on multiplex network as shown in Fig. 1.
Consider a multiplex network consisting of two layers. The
upper layer represents the information communication net-
work labeled as layer A and the bottom layer represents the
physical contact network labeled as layer B. In the commu-
nication layer (layer A), the classical susceptible-infected-
recovered (SIR) model is used to describe the spreading of
information on disease. In the SIR model, node can be in one
of the three states: (1) susceptible (S), in which the individual
has not received any information about the disease, (2)
infected (or informed for information transmission I), in
which the individual is aware of the disease and is able to
transmit the information, or (3) recovered (R) in which the
individual has received the information but is not willing
to transmit the information to others. The informed node
tries to transmit information to its neighbors at rate βA. The
informed node recovers with rate µA in the next time step.
Once a node becomes recovered, it will remain in the state
in the subsequent time steps.

The spreading of disease on the physical contact layer B
is described by the SIRV model [39], where a vaccinated(V)
state is introduced. A vaccinated node will not be infected
by any node. The SIR dynamics is the same as layer A,
with the infection rate and recovery rate denoted as βB

and µB respectively. The dynamical coupling of the two
layers is as follows. For an informed individual in layer
A, if its counterpart in layer B is susceptible, then the
counterpart node changes to vaccination state with rate
λAB . The parameter λAB ranges in [0, 1] to represent the
extent to which people take care of the information and are
willing to take vaccination. For a susceptible node in layer
B, if its counterpart in layer A is in susceptible state, then
in the next time step it may become either vaccinated with
rate λAB if its counterpart in layer A is getting informed or
infected by its infected neighbors in layer B. In this case,
vaccination and infection will compete for the chance to
affect such susceptible node in layer B. Take pA and pB
as the probability that the vaccination or infection wins
respectively, then

pA =
1− (1 − βA)

nA

i

[1− (1− βA)n
A

i ] + [1 − (1− βB)n
B

i ]
(1)

and

pB =
1− (1− βB)

nB

i

[1− (1− βA)n
A

i ] + [1 − (1− βB)n
B

i ]
, (2)

where nA
i is the number of informed neighbors of the coun-

terpart node in layer A, and nB
i is the number of infected

neighbors of the considered node in layer B. If vaccination
wins out, the node in layer A is informed with probability

1 − (1 − βA)
nA

i and then the couterpart node in layer B is
vaccinated with rate λAB . Else, if the infection wins out, the
node is infected in layer B with probability 1 − (1 − βB)

nB

i

and its counterpart node changes to the informed state with
rate λBA, which ranges in [0, 1]. This represents the extent
to which an infected individual is aware of and willing to
transmit the information of the epidemic disease.

4 REVEALING THE IMPACT OF INTERLAYER COU-

PLING FACTORS

It is pointed out that the asymmetrically interacting dy-
namics will alter the activities of nodes on the multiplex
networks [19]. Now we study on how three dynamical
and structural two-layer coupling factors, which are the the
relative spreading speed of the two layers, the dynamical
coupling strength and the interlayer degree correlation,
affect the spreading influence of nodes and thus change
the accuracy of centrality in predicting their influence in
the physical contact layer, which is our focus. The relative
spreading speed of the two layers is defined as

γλ
AB = λA/λB, (3)

where λA = βA/µA and λB = βB/µB are the effective
transmission rate in layer A and B respectively. For simplic-
ity, we set µA = µB = 1. The dynamical coupling strength
of the two layers is represented by the two parameters λAB

and λBA, which are the vaccination rate and informed rate
respectively. The interlayer degree correlation ms is quanti-
fied by the Spearman rank correlation coefficient, which is
defined as

ms = 1− 6

∑N
i=1

∆2

i

N(N2 − 1)
, (4)

where N is the network size and ∆i is the rank difference
of node i in the degree sorting list in each layer.

4.1 Construct the multiplex network

In simulations, we use the uncorrelated configuration model
(UCM) to generate each layer of the multiplex network,
which follows a power law degree distribution p(k) ∼ k−γ .
We first construct layer A with N = 10000, the power expo-
nent γ = 2.6, and average degree < k >= 6. The minimal
degree kmin = 3, and the maximal degree kmax =

√
N .

Then we copy the nodes of layer A, randomly exchange
their degree sequence and generate the edges to form layer
B. Each node in layer A has a counterpart in layer B. At
the beginning of the interacting dynamical processes, all
nodes are set to be susceptible in both layers except the
seed node. The seed node is infected in layer B and its
counterpart in layer A is informed, which will initiate the
disease spreading on layer B and information spreading on
layer A respectively. The spreading processes stop until on
both layers there is no infected (informed) nodes. We record
the final proportion of recovered nodes in layer B as the
spreading influence of the seed node, which is averaged
over 100 independent realizations.
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Fig. 1. The information-disease spreading processes on a communication-contact multiplex network. (a) The multiplex network consists of a
communication layer A with SIR dynamics and a physical contact layer B with SIRV dynamics. (b) An infected node in layer B promotes the
information spreading by changing its counterpart into informed state with rate λBA. (c) An informed node in layer A suppresses the disease
spreading by changing its counterpart into vaccinated state with rate λAB .

4.2 The benchmark degree and eigenvector centrality

Suppose an undirected network is represented as G(V,
E), where V = {v1, v2, ..., vn} is the set of nodes and
E = {e1, e2, ..., em} is the set of edges. The adjacency matrix
of the graph G is An∗n = aij , where aij = 1 means there
is an edge between node i and j, otherwise aij = 0. The
degree ki =

∑n
1
aij of node i is defined as the number

of its direct neighbors, which is a simple but effective way
to quantify the potential influence of nodes in the network.
The larger the degree, the more neighbors the node is able to
influence directly. The time complexity of calculating degree
is O(N), where N is the size of the network.

The idea of eigenvector centrality is that not all neigh-
bors are equivalent. The node is important if it connects
to many neighbors which are themselves important. The
eigenvector centrality of node i is defined as

ei = λ−1

N
∑

n=1

aijej , (5)

where λ is the largest eigenvalue of the adjacency matrix
A, e = {e1, e2, ..., en}T is the eigenvector of matrix A
corresponding to the largest eigenvalue λ. If writing in the
form of matrix, then it is λe = Ae. In our work, the degree
and eigenvector centrality of nodes in layer B are used as
benchmark methods to identify the most influential nodes
in disease spreading.

4.3 Evaluation methods

We use the Kendall’s tau correlation coefficient [38] and
the imprecision function [8] to quantify how accurate the
considered measures can predict the disease-spreading in-
fluence of nodes in the asymmetrically interacting processes.

The Kendall’s tau correlation coefficient quantifies the con-
sistency of two ranking lists for a set of objects. It is defined
as

τ =

∑

i<j sgn[(xi − xj)(yi − yj)]
1

2
n(n− 1)

, (6)

where sgn(x) is a sign function, which returns 1 if x > 0, -1 if
x < 0, and 0 if x = 0. n is the number of nodes in the lists. xi

and xj are the rank of nodes i and j in ranking list 1, while
yi and yj are the rank of nodes i and j in ranking list 2. If
the node pair i and j has a concordant order in ranking list
1 and 2, (xi−xj)(yi− yj) > 0. If the node pair i and j has a
discordant order in ranking list 1 and 2, (xi−xj)(yi− yj) <
0. If the nodes i and j has an identical rank in either list 1
or list 2, (xi − xj)(yi − yj) = 0. In our applications, nodes
are ranked by centrality measure in ranking list 1 and are
ranked by their real spreading influence in ranking list 2. A
large correlation coefficient τ implies that the centrality can
better predict the spreading influence of nodes.

The imprecision function is defined as

ε(p) = 1− M(p)

Meff (p)
, (7)

where p is the fraction of the network size N (p ∈ [0, 1]).
M(p) is the average spreading influence of pN nodes with
the highest centrality, and Meff (p) is the average spreading
influence of pN nodes with the highest spreading influence.
This function quantifies how close to the optimal spreading
is the average spreading of the pN nodes with the high-
est centrality. The smaller the ε value, the more accurate
the centrality is a measure to identify the most influential
spreaders.
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4.4 Results

Firstly, we study on the impact of relative spreading speed
of two layers on the accuracy of centrality in layer B.
The accuracy of centrality in predicting node influence is
quantified by the Kendall’s τ correlation of centrality and
spreading influence as shown in Fig. 2. To concentrate on
the relative spreading speed γλ

AB , we fix other coupling
parameters and demonstrate the results. The impact of these
parameters when they vary will be discussed in later part.
At γλ

AB = 0, it corresponds to the case when there is only
disease spreading on layer B. The change of correlation
τ is due to the change of spreading influence of nodes,
which is suppressed by information spreading in layer A.
It can be seen from Fig. 2 that τ decreases with γλ

AB . In
Fig. 2 (a) when γλ

AB < 1.0, the τeB and τkB
are relatively

stable. This means when the information spreads slowly,
or even slower than the disease, it has little impact on the
disease spreading. When γλ

AB increases to the range [1.0,
3.0], τeB and τkB

largely decrease. This is because when
the information spreads faster than the disease, more nodes
in layer B will be vaccinated. The spreading influence of
nodes in layer B is suppressed by the information spreading.
The faster the information spreads, the more nodes get
vaccinated, making the eB and kB less accurate. Consider
the real-world scenario that the epidemics control agency
wants to identify the most influential disease spreaders and
quarantine them. When the information spreads slowly, it
is workable to identify the influential spreaders from the
structure of contact network. But when information spreads
fast, using only the contact data is not adequate any more.
As for γλ

AB > 3.0, where the information spreads even
faster, the value of τ becomes stable. This is because when
the information spreads very fast, the number of vaccinated
nodes achieves its upper limit, and the spreading influence
of nodes impacted by the vaccination will not change. The
change of other three parameters λAB , λBA and ms, do not
influence the decreasing trend of τ , as demonstrated in Fig. 2
(b)-(d).

Next, we work on the interlayer coupling strength. There
are two parameters λAB and λBA reflecting the coupling
strength between two layers. From Fig. 3(a), we can see that
with the increase of λAB , τkB

decreases significantly, which
implies that the simple degree centrality in layer B becomes
worse to rank the node influence. As for τeB , it first increases
a little and then decreases. In general, τ decreases with
the increase of λAB . This is because when λAB increases,
the effect of layer A on B are getting more strong, thus
the centrality on layer B are becoming less accurate under
the asymmetrically interacting processes. The Fig. 3 (b)
and (c) displays similar trends as (a). In Fig. 3(b), it can
be seen that with the increase of λBA, τ increases. When
λBA is small, the amount of informed nodes in layer A
caused by the notification from layer B is small. So the
spreading of information relies more on the structure and
centrality of nodes in layer A. In this case, the suppression
of disease is more dependent on the structure of layer A,
leading to the relatively low accuracy of centrality in layer
B to predict the spreading influence of nodes. When λBA

becomes large, more informed nodes in layer A are caused
by the notification from their counterparts in layer B, so the

the distribution of informed nodes is more random and the
suppression of disease then depends less on the centrality
of nodes in layer A. When the number of informed nodes
is large enough, the distribution of them can be considered
as uniform in layer A. In this case, the spreading influence
of nodes in layer B are reduced proportionally to their
degree. The larger λBA is, the stronger such effect is. Thus
the τ increases as λBA increases. The Fig. 3 (e) and (f)
displays similar trends as (d).In real-world scenarios, if the
infected individuals can timely report their heathy status,
corresponding to large λBA, then it is easier to identify
correctly the influential disease spreaders. Otherwise, as
the infected ones are hidden, it becomes more difficult
to identify the influential spreaders under the interplay
between information spreading and disease spreading. This
will prevent effective epidemic control from the healthy
agencies.

Finally, we discuss the effect of degree correlation ms

between layers. The spearman rank correlation coefficient
is used to quantify the degree correlation of nodes in two
layers. As shown in Fig. 4, the τ decreases with the increase
of degree correlation ms. Remember that at the initial step
of interacting spreading, a seed node in layer B is infected
and its counterpart in layer A is informed. The affected
range of disease spreading from the seed node is determined
by the centrality of seed in both layer A and B. From the
respect of degree correlation, all seeds can be divided into
four cases: (1) nodes with large kA and small kB . In this
case, because of their small degree in layer B, the spreading
influence of such nodes is relatively small. Although the
information spreading is large due to their large kA, the
suppression effect is less obvious. Thus the performance of
centrality is not largely affected. (2) nodes with small kA
and large kB . In this case, due to the centrality of seed,
the disease spreading is relatively large and the information
spreading is small, thus there will be a small number of
vaccinated nodes and the suppression effect is as well small.
(3) nodes with large kA and large kB . For these nodes
as initial spreaders in both layers, the suppression effect
for disease spreading is obvious, making the centrality in
predicting the disease spreading less accurate. The larger
degree correlation ms is, the more such kind of nodes are
in the network, corresponding to the largely reduced τ in
Fig. 4. (4) nodes with small kA and small kB . In this case,
neither the disease nor information will break out and these
nodes are ranked low in the list. In all, when the two-
layer degree correlation is large, the suppression effect on
the disease spreading is the largest, and the τ of centrality
and spreading influence is impacted the most. The above
results implies that in real-world epidemic control where
the information spreading and disease spreading interplays,
using the contact network data is not adequate to accurately
identify the critical spreaders, especially when the informa-
tion spreads fast, the vaccination willingness of people is
strong and the degree correlation is large. So to identify the
influential spreaders more accurately in multiplex network,
we need new framework and method which is our work in
the next part.



JOURNAL OF LATEX CLASS FILES, VOL. , NO. , 6

0 0.5 1 1.5 2 2.5 3 3.5
γ
λ

AB

0.3

0.4

0.5

0.6

0.7

0.8

τ

(a)
e

B
k

B

0 0.5 1 1.5 2 2.5 3 3.5
γ
λ

AB

0.25

0.35

0.45

0.55

0.65

0.75

τ

(b)

0 0.5 1 1.5 2 2.5 3 3.5
γ
λ

AB

0.2

0.4

0.6

0.8

τ

(c)

0 0.5 1 1.5 2 2.5 3 3.5
γ
λ

AB

0.35

0.45

0.55

0.65

0.75

τ

(d)

Fig. 2. The τeB and τkB
as a function of γλ

AB
. The other parameters are set as (a) λAB = 0.7, λBA = 0.1, ms = 0.5, (b) λAB = 1.0, λBA = 0.1,

ms = 0.5, (c) λAB = 1.0, λBA = 0.1, ms = 0.7 and (d) λAB = 1.0, λBA = 0.3, ms = 0.5.
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Fig. 3. The τeB and τkB
as a function of λAB and λBA respectively. The other parameters are set as (a) γλ

AB
= 2.0, ms = 0.5, λBA = 0.1, (b)

γλ

AB
= 2.0, ms = 0.7, λBA = 0.1, (c) γλ

AB
= 2.4, ms = 0.5, λBA = 0.1,(d) γλ

AB
= 2.0, ms = 0.5, λAB = 1.0, (e) γλ

AB
= 2.0, ms = 0.7,

λAB = 1.0 and (f) γλ

AB
= 2.4, ms = 0.5, λAB = 1.0.

5 MAPPING TO BOND PERCOLATION

In this part, we map the coevolving spreading dynamics into
bond percolation and calculate analytically the prevalence
when the epidemic is originated from a single seed i on the
multiplex network by using the message passage method.
The message passing approach is an inference method that
can provide exact predictions or good approximations ana-
lytically in many problems in network sciences, such as pre-
dicting the size of the giant component in percolation [40].
In the SIR dynamics, the ultimate outbreak size corresponds
to the size of the giant component in percolation, which is
our interests.

We first introduce the percolation on a single network. In
the percolation process, edges are occupied with probability
Tp called transmissibility, and a giant component appears

if Tp is sufficient high. The mapping of percolation to the
SIR model is straight forward: edges are occupied with
probability Tp, equal to the time-integrated probability T
that an infection occurs on the edges. Here T = 1 − e−βt

is the probability that a neighbor of an infected node is
infected before it recovers, where β is the disease-causing
infection probability and t is the time the infected node
remains infective. If using the discrete time rather than
continuous, which is common in computer simulation, then
T = 1 − (1 − β)t, where t is measured in time steps [41].
The giant component appearing in the percolation process
corresponds to the potential epidemic outbreak of disease
with a non-negligible fraction of the network size.

To map the coevolving dynamics on multiplex network
into percolation process, we need the following assump-
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Fig. 4. τeB and τkB
as a function of ms. The other parameters are set as (a) γλ
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tion that the information spreading is much faster that the
epidemic spreading [42]. This is reasonable for the Inter-
net time, as information is easily transmitted worldwide
through online social media, telephone, mass media, et al.
Like the COVID-19 epidemics, the whole world gets to
know its information soon after it outbreaks in Wuhan,
China. In addition, the vaccination in layer B can be re-
garded as a type of ”disease” because each node in layer B
can be in either infected states or vaccinated states [36]. The
disease spreading and vaccination are then viewed as two
competing ”diseases” on layer B. In the limit of large net-
work size N, when two competing diseases spreads, it can
be considered as if they were spreading non-concurrently,
one after the other [42]. So we can treat our coevolving dy-
namics as a fast dynamics of information spreading spreads
first and a slow dynamics of disease spreading spreads
subsequently.

5.1 Quenching the fast dynamics

First we consider the fast dynamics, i.e. the information
spreading in layer A. This is a simple SIR process. Let HA

i→j

be the probability that node i is not connected to the giant
component via node j. Then HA

i→j can be obtained by the
self-consistency equations [43]

HA
i→j = 1− TA + TA

∏

k∈∂j\i

HA
j→k, (8)

where TA is the edge occupation probability in percolation,
and ∂j \ i is the neighbors of node j except i. This equation
represents that either the edge connecting i and j is not
occupied, or although it is occupied, j is not connected to
the giant component through any of its neighbors other than
i. The probability that i in the giant component is

PA
i = 1−

∏

j∈∂i

HA
i→j , (9)

where ∂i is the neighbor set of node i. Mapping to SIR
dynamics, TA = 1 − e−βA when t = 1. HA

i→j is the
probability that node j by following the link from i does
not trigger out outbreaks with the transmissibility TA. PA

i is
the probability that a node i in layer A triggers the epidemic
outbreak in terms of HA

i→j .

5.2 Fast dynamics as an outer field to slow dynamics

Now consider the slow dynamics in layer B. Let HB
i→j be

the probability that node i is not connected to the giant
component via node j. This can happen because of (a) the
node j is vaccinated with probability λABP

A
i ; (b) the node

j is not vaccinated, but the edge i → j is not occupied with
probability 1− βB ; and (c) the node j is not vaccinated and
the edge i → j is occupied, but is not connected to the giant
component via any of the neighbors. Conclude the above
scenarios we have

HB
i→j =λABP

A
i +

(

1− λABP
A
i

)(

1− TB
)

+ TB
(

1− λABP
A
i

)

∏

k∈∂j\i

HB
j→k,

(10)

where TB = βB because we simulate the SIR dynamics
in discrete time and the infected nodes recover after one
time step, corresponding to t = 1 in the above mentioned
definition. The probability that i in the giant component is

PB
i = 1−

∏

j∈∂i

HB
i→j . (11)

This PB
i is the probability that a node i in layer B triggers

an epidemic outbreak in terms of HB
i→j .

Then according to ref. [44], the size of epidemic when it
originates from a seed i is

SB
i =

1

N
(1 +

N
∑

j=1,j 6=i

PB
j ). (12)
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As the seed i must be included in the epidemic outbreak,
it corresponds to 1 in the summation. After obtaining the
probability and the outbreak size, the average prevalence
when the epidemic is initiated by a seed i is defined as

ρPi = PB
i ∗ SB

i . (13)

Thus we can take ρP as the indicator of node influence
in layer B in the asymmetrically interacting processes on
multiplex network. The calculation of influence is described
in algorithm 1.

Algorithm 1 Influence Calculation in Multiplex Network

Input: the network of layer A GA and layer B GB ; the infor-
mation transmission rate λA, the disease transmission
rate λB and the vaccination rate λAB

Output: the set of influence of each node i as the initial seed
ρPi

1: calculate HA
i→j and PA

i from network A

2: calculate HB
i→j and PB

i from network B based on the

obtained value of PA
i

3: calculate SB
i from network B based on the obtained

value of PB
i

4: calculate ρPi based on the obtained value of PB
i and SB

i

6 EVALUATION OF THE PROPOSED METHOD IN

IDENTIFYING INFLUENTIAL SPREADERS ON MULTI-

PLEX NETWORK

Now we evaluate the proposed method in identifying influ-
ential spreaders on multiplex network. As we have revealed
that the dynamical interplay of the two layers impacts the
spreading influence of nodes, we compare the accuracy of
ρP with degree and eigenvector centrality under different
values of the parameters.

In Fig. 5, we vary the two-layer relative spreading speed
γλ
AB and set all other parameters as fixed. It can be seen

that the imprecision defined in 4.1 of ρP is much lower than
that of the degree and eigenvector centrality. Although at
p = 0.005 the imprecision of ρP is a little bit higher than
that of kB , in most cases, ρP is the best.

In Fig. 6 imprecisions under different λAB and λBA are
demonstrated. It can be seen that, under all values of λAB

and λBA respectively, the imprecision of ρP is significantly
lower than that of kB and eB in almost all the cases.

Finally, we demonstrate the imprecisions of the three
methods under different degree correlations ms. From Fig. 7
(a) and (b), we can see that the ρP is the best indicator for
spreading influence. When the degree correlation increases
to 0.5 or 0.7, the imprecision of ρ is equal to or slightly
higher than that of eB . We think this is because when
we calculate the ρP , it is based on the assumption that
the layer A spreads information first. When the degree
correlation is large, the hub nodes in layer B is probably to
be vaccinated. Then layer B is separated by the vaccinated
nodes into several small clusters and a giant component.
The calculation of ρP on layer B is less accurate because the
network has been dismantled. To evaluate this, we calculate
the number of components and the size of giant component
when ms varies. As shown in Fig. 8, with the increase of

degree correlation ms the number of components in layer B
increases and the size of the giant component decreases. In
general, ρP is the best way to predict the spreading influence
of nodes under asymmetrically interacting processes. These
results imply that in the modern world, where the spreading
of information is very easy and fast to world-wide, the
control strategy based on the contact layer alone will loss
its effectiveness. To accurately identify the most influential
spreaders and control the spread of epidemic disease, we
need not only the physical contact network data, but also
the information transmission network data and the coupling
parameters.

7 CONCLUSION

In this paper, we study on how the two-layer coupling fac-
tors impact the centrality of nodes to predict their spreading
influence and propose a method to identify the most influ-
ential spreaders in multiplex networks. The results show
that the benchmark centralities like degree and eigenvector
centrality in one layer alone can not predict the influen-
tial spreaders accurately due to the interplay between the
spreading of information and disease on multiplex net-
works. The relative spreading speed of two layers, the inter-
layer dynamical coupling strength and the two-layer degree
correlation play an important role in affecting the spreading
influence of nodes. By mapping the coevolving spread-
ing dynamics into bond percolation, we use the message-
passing approach to calculate the epidemic outbreak size
when spreading is initiated by a single seed. The obtained
measure takes both the intralayer and interlayer structural
and dynamical information into account and is thus very
accurate in identifying the most influential disease spread-
ers. Our work provides new ideas for making effective
epidemic control strategy and gives a feasible framework
to study the identification of critical nodes on multilayer
networks. Although we study on the identification of critical
nodes in the asymmetrically interacting spreading dynam-
ics, the interacting dynamics on the multilayer network can
be interdependent or competitive. How these interacting
dynamics influences the functional importance of nodes is
the question in future study.
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