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Discovering Communication Pattern Shifts in
Large-Scale Labeled Networks using Encoder
Embedding and Vertex Dynamics
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Abstract—Analyzing large-scale time-series network data, such
as social media and email communications, poses a significant
challenge in understanding social dynamics, detecting anomalies,
and predicting trends. In particular, the scalability of graph
analysis is a critical hurdle impeding progress in large-scale
downstream inference. To address this challenge, we introduce a
temporal encoder embedding method. This approach leverages
ground-truth or estimated vertex labels, enabling an efficient
embedding of large-scale graph data and the processing of billions
of edges within minutes. Furthermore, this embedding unveils a
temporal dynamic statistic capable of detecting communication
pattern shifts across all levels, ranging from individual vertices to
vertex communities and the overall graph structure. We provide
theoretical support to confirm its soundness under random graph
models, and demonstrate its numerical advantages in captur-
ing evolving communities and identifying outliers. Finally, we
showcase the practical application of our approach by analyzing
an anonymized time-series communication network from a large
organization spanning 2019-2020, enabling us to assess the impact
of Covid-19 on workplace communication patterns.

Index Terms—Graph Embedding, Time-Series Networks, Out-
lier Detection

I. INTRODUCTION

RAPH data is a unique form of data structure that cap-

tures relationships between entities in various real-world
settings, including social networks, communication networks,
webpage hyperlinks, and biological systems [1]-[[6]. A graph
of n vertices and s edges can be represented by either an
n x n adjacency matrix A or an s x 3 weighted edgelist E,
with the latter being preferred for its storage efficiency. Graph
data contains valuable information that can be used for various
types of analysis, such as community detection [7[]-[9], link
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prediction [10], [[11]], node classification [[12f], [[13]], and outlier
detection [[14]], [[15[], among others.

Graph embedding is a highly versatile and widely used
approach for analyzing graph data. It maps the nodes of
a graph into a low-dimensional space while preserving the
structural information of the graph. Unlike methods designed
for specific tasks, graph embedding produces a vertex repre-
sentation in Euclidean space that facilitates most downstream
inference tasks. For instance, spectral embedding can reliably
estimate the latent position of vertices [16], [17], perform
community detection and vertex classification [[18[]-[20]], and
handle multiple-graph inference and time-series graph em-
bedding [21]-[24]. Popular and influential machine learning
techniques, such as graph convolutional neural networks [13]],
[25] and node2vec [26], [27]], are also examples of graph
embedding methods.

In the modern digital era, graph data has become increas-
ingly complex, with larger numbers of vertices and edges,
and frequently appears as time-series data with evolving edge
connectivity and weights over time. In the context of a large
corporate environment with a workforce comprising hundreds
of thousands of employees, their digital communication pat-
terns can fluctuate on a monthly basis attributed to factors
like organizational restructuring or global events such as the
Covid-19 pandemic. On a grander scale, consider the ever-
evolving landscape of social media platforms such as Meta and
Twitter. As of 2023, Meta boasts an impressive 3 billion user
base, while Twitter has over 350 million users. These examples
highlights the dynamic nature of contemporary network data
and the increasing need to analyze them effectively.

However, existing methods often require considerable com-
putational resources to process such data and may not capture
the evolving nature of dynamic networks. On the other hand,
recent breakthrough in image and language analysis [28]], [29]
have demonstrated the crucial role of scalability in perfor-
mance gain. The sheer amount of data often encodes sufficient
information, and the ability to process vast amounts of data
within a reasonable time frame can yield performance gain
far exceeding that of a complicated and computation-intensive
method limited to a small or subsampled dataset.

In this paper, we introduce a new approach called temporal
encoder embedding for fast and scalable analysis of time-series
networks. Utilizing either ground-truth or estimated vertex
labels, our approach extends the concept of one-hot encoder
embedding [30]] to handle dynamic network data, delivering
several notable advantages over existing methods. Firstly, it
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exhibits remarkable scalability, capable of processing billions
of edges within minutes, surpassing the computational capacity
of current methods. Secondly, our approach is computational
stable without requiring additional complexities such as ex-
plicit dimension choice, random-walk schemes, or graph align-
ment, which are often needed by other techniques [22], [24],
[26]. Thirdly, our method is theoretically sound, preserving the
graph structure under random graph models with sufficiently
large graph size. Finally, the resulting embedding provides
temporal dynamic statistics, enabling the detection of com-
munication pattern changes at multiple levels, spanning from
individual outlier vertices to evolving community structures
and encompassing entire network anomalies.

The simulation study employs the degree-corrected stochas-
tic block model [[7]], [8]], [31]] to confirm the effectiveness of our
approach in capturing stable networks, identifying outliers, and
detecting pattern shifts. Additionally, we apply our method to
a large-scale monthly communication network spanning 2019-
2020, showcasing its efficiency and utility in real data analysis.
The temporal encoder embedding enables rapid visualization
and change-point detection at all levels of the network data,
revealing both expected and unexpected behaviors during
the Covid-19 pandemic. Our findings highlight the method’s
potential to analyze and comprehend complex time-series
network data. The appendix contains proofs of theorems and
detailed simulation information. The MATLAB code for both
the method and simulations is available on GitHub{]

II. METHOD

A. Temporal Encoder Embedding

The method takes 7" edgelists as input, all sharing a common
set of n vertices. These vertices should be accompanied by a
ground-truth or estimated label vector Y of K communities.
The case of partial or no label vector is discussed in Sec-
tion

o Input: The edgelists {E; € R**3 ¢t =1,...,T} and a

label vector Y € {1,..., K}™.

o Step 1: For each community £ = 1,..., K, compute the

number of observations per-community

ng, = iI(Yi = k).
1=1

o Step 2: For the given label vector Y, compute its one-
hot encoding matrix W &€ R™ ¥ Then, for each k =
1,..., K, normalize each column of W via

W(Y =k, k) = W(Y =k, k)/ng.

If n;, = 0, the kth column is set to 0 instead.
o Step 3: At each time step t = 1,...,7T, compute

Zt = At X ‘Af7 (])
where A; represents the adjacency matrix of E;.

Uhttps://github.com/cshen6/GraphEmd

o Step 4: Denote each row of Z; by Z;(i, -), and normalize
every non-zero row by the Euclidean norm. Namely, for
each 7 and each ¢t where ||Z;(7,)||2 > 0, compute
123, )2
¢ Output: The temporal encoder embedding {Zt €

R ¢ =1,...,T}.

Each vertex in the network has an embedding represented

by Z.(i,-), where the k-th dimension Z(i, k) corresponds

to the average connectivity of vertex ¢ to community k. The
embedding dimension is fixed at K, which is the number of
communities in the data.

The normalization step creates a weighted-averaged repre-
sentation of edge connectivity. Unlike other methods, aligning
embedding across time is unnecessary as our approach esti-
mates the average connectivity directly and is non-random,
which means that the exact same graph will always yield the
exact same embedding.

The name temporal encoder embedding reflects the fact that
the method is tailored for time-series graphs and involves the
use of one-hot encoding in step 2. An alternative perspective
to view this approach is that it performs a deterministic
graph convolution on the one-hot labels. Recent research has
shown that incorporating label structure into graph learning
can enhance the learning performance [32], [33].

B. Temporal Dynamic Statistics

Without loss of generality, assume we take time point 1
as the reference time point, the temporal dynamic statistics
can be computed by taking the inner product of the vertex
embedding.

o Step 5: The vertex dynamic statistic for vertex ¢ at time
t is calculated by

Dynamic, ,(i) = 1— < Zy(i,"), Z1(i,") >,

where < -,- > denotes the standard inner product, the
first subscript denotes the reference time 1, and the
second subscript denotes the current time ¢.

The community dynamic statistic for community % is the
average vertex dynamic statistic within the community:

< Zt(iv ')7 Zl(i, ) >
ng '

n

ko
Dynamicy , =1 — g
i=1,Y,;=k

The graph dynamic statistic at time ¢ is the mean dynamic
of all vertices:

n ~

j{n m Z ; . 2 ) .
Dyna iclt 1 Z< t(l’ )’ 1(Za )>.
’ — n
i=1

The temporal dynamic statistics lie in [0, 1] for non-negative
weighted graphs, with higher values indicating greater devia-
tion from the reference time point. A dynamic statistic of 0
indicates that the vertex / community / graph connectivity at
time ¢ is identical to the reference time point. Note that the
dynamic statistics can be defined with respect to any other
reference time point, such as the previous week to capture
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recent weekly pattern change. Alternatively, the maximum
vertex dynamic within a period of time may also be used,
i.e., max¢=12, .1 Dynamicu(i).

C. On Label Vector

An important aspect of the algorithm requires the availabil-
ity of a label vector. Depending on its availability, special
consideration and extra processing may be needed before
applying the default algorithm.

Scenario 1 pertains to situations where labels change over
time, such as when a vertex initially belongs to group 1 but
is later reassigned to group 2 in a communication network. It
is certainly possible to utilize individual label vectors at each
time step, i.e., use Wy in Equation |l via an updated label
vector at t. However, we recommend to use the label vector at
the reference time consistently across all graphs, rather than
using individual / different label vectors at each time.

This is because the default method yields an embedding
that only changes as the edge connectivity changes, whereas
a multi-label approach yields an embedding that is influenced
by changes in both labels and communication patterns. For
example, if community 1 is later partitioned into community
1 and 2, but all vertices in both groups still have the same
connectivity as before, a multi-label approach would consider
the graph to have changed significantly due to the label
change and introduction of a new dimension, while the default
approach will assert that there is no change at all. As shown in
Section Figure [3] the default method can detect pattern
changes with evolving communities, even though it always
uses the starting label vector.

Scenario 2 pertains to situations where the label information
is not available for all vertices. When partial labels are known,
it suffices to set unknown labels as unused by assigning them
a value of 0, ensuring that the embedding utilizes only the
known labels. This approach worked well in the supervised
learning task [30].

Another option, in case of no known labels, is to estimate
the label vector at the reference time. One such approach is
an iterative ensemble version of encoder embedding [34]: it
initializes a random label vector, performs the embedding, and
then applies k-means clustering to improve the labels. Namely,
repeat step 1 - 4, followed by k-means on the embedding to
compute new labels, and stop when labels no longer change.
Note that, as discussed in scenario 1, this only needs to be
done once at the reference time, so the computation impact is
limited.

There exist other options to rapidly compute a label vector,
such as Leiden, Louvain, constant Potts model, or label prop-
agation [35]-[38]]. For example, the real data we considered
in this paper used Leiden algorithm at the starting time to
produce such a label vector. Once a label vector is obtained
at the reference time point, the default method can be applied
as usual.

III. SCALABILITY

The proposed method provides significant computational
advantage over existing approaches. The time and storage

complexity for the entire algorithm, including embedding,
normalization, and dynamic statistic computation, is O(nkT +
S°7_, 5¢) with an overhead constant of about 2. Furthermore,
the method does not require parameter selection nor graph
matching, which ensures computational stability.

Steps 1, 2, 4, and 5 have a time complexity of O(nkT)
and are straightforward. Step 3, which involves matrix multi-
plication and seems computationally expensive, actually can
be implemented in O(z:tT:1 s¢) using two simple edgelist
operations: for any jth edge in E;, denote u = E.(i,1),
v = E(i,2), w = E(i,3), Equation [I] is equivalent to
iterating through each edge and computing

Zi(u,Y(v)) =Zs(u, Y(v)) + W(v,Y(v)) xw,
Z:(v,Y(u) =Ze(v, Y (w) + W(u, Y(u)) *w.

Therefore, step 3 does not require matrix multiplication and
can be parallelized across different time steps for large 7.
This allows the method to be optimized for time and storage
complexity through parallelization or a streaming process,
for which the time complexity can be further improved to
O(n(k+T)+max;=1, .1 s¢). Furthermore, if the graph lacks
any labels, and we employ the iterative ensemble approach
[34] to estimate the label, the time complexity remains the
same with a higher constant for nk.

Figure [I| provides a comparison among temporal encoder
embedding, the unfolded spectral embedding (USE) [24]], and
the graph convolutional neural network (GCN) [13]]. For the
spectral embedding, we utilized a fast sparse implementation
and computed only the top 30 singular values and vectors [39].
For GCN, we used a fast, sparse, and GPU-based implemen-
tation from the official MATLAB documentatio limited to
100 epochs. For the encoder embedding, we considered both
the default implementation with known labels and the scenario
without labels, where the iterative ensemble approach is first
applied to estimate all labels at the reference time point.

From the figure, it is evident that the encoder embedding
with known labels is the fastest approach, typically being a
few times faster than the version without labels due to the
extra step required to estimate the labels. In both cases, the
encoder embedding is significantly faster in magnitude than
the spectral embedding and GCN. For example, at the last
x-axis point on the left panel, encoder embedding (without
labels) is 20 times faster than USE and GCN. On the last
x-axis point on the right panel, encoder embedding (without
labels) is 20 times faster than GCN and 140 times faster than
USE. These running time results were obtained on a Windows
10 machine with a 12-core Intel 17-6850 CPU, 64GB memory,
NVIDIA 1080Ti GPU, and MATLAB 2022a.

Note that the results presented in Figure [I] are limited to
graphs with up to n = 50,000 vertices and 5 million edges,
due to the limitations of benchmark methods. In fact, the
default method with labels, when tested on our local PC, can
process a graph with 10 million vertices and 1 billion total
edges within 5 minutes. By comparison, the fastest spectral
embedding method to date [39], which utilizes sparse structure

Zhttps://www.mathworks.com/help/deeplearning/ug/
node-classification-using-graph-convolutional-network.html
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Fig. 1. This figure presents a comparison among the encoder embedding with
all labels known, the encoder embedding without labels, the unfolded spectral
embedding, and graph convolution neural network. The average running time,
including both the embedding and computation of dynamic statistics, was
computed over 10 replicates. The experiments were conducted with a fixed
K = 20. The left panel varies n from 5000 to 50000 with a fixed ¢ = 10,
while the right panel varies ¢ from 10 to 100 with a fixed n = 5000.

and has almost linear complexity, takes over 3 hours to process
a graph with 10 million vertices and only 50 million edges.
Furthermore, Node2vec requires approximately 4 hours to
process a single graph with only 1 million vertices and 10
million edges [26].

Assuming adequate storage capacity and processing power,
we anticipate that the proposed method can embed graphs with
1 billion vertices and 100 billion edges within 10 hours. This
level of scalability allows for processing even the largest social
networks on a daily or weekly basis.

IV. SUPPORTING THEORY

Here we establish the mathematical foundation behind the
algorithm, under a conditional independent random graph
model for the edges. Specifically, we assume that each edge
A4(i,§)|i, 7 is independently generated by a certain distribu-
tion of finite second moments. This assumption encompasses
many popular random graph models, including the stochastic
block model [[7], [31] and the degree-corrected variant [§]], as
well as the random dot product models [40], [41]. All proofs
are in the appendix.

Theorem 1. Assuming the conditional independent random
graph model, the temporal encoder embedding converges to a
conditional expectation. Specifically, for a vertex i belonging
to community y, we have that

. )
Z n—oo at(l7
R o

where ay(i,:) € RE satisfies
at(iak) = E(At(za])lYZ = vaj = k)

The conditional expectation, which is equivalent to the
average connectivity of vertex ¢ to community k, can be used
to capture changes in communication patterns over time. For
instance, under the stochastic block model, a(i, k) corresponds
to the block probability vector for community k. Moreover, it
has been shown that the encoder embedding is equivalent to

the more computationally expensive spectral embedding up to
transformation [30].

Now, a slight change in connectivity to any community
is reflected in this conditional expectation and results in a
different embedding position from a time-series perspective.

Theorem 2. Assuming non-zero conditional expectations, the
dynamic statistic of vertex 1 at time t converges to 0 asymptot-
ically if and only if 6(a4(i,:),a1(4,:)) = 0, and it converges
to 1 asymptotically if and only if 0(a:(i,:),a1(i,:)) = 7/2,
where 0(-,-) denotes the angle between two vectors.

The theorem provides a geometric interpretation for the
dynamic statistics. A vertex dynamic of 0 means that the vertex
maintains the same correspondence with the communities up
to multiplication, for example, a;(i,:) = (2,2,4) and a4 (3, :
) = (1,1,2). Conversely, a maximum vertex dynamic suggests
that the vertex has either stopped being active or moved to
a space orthogonal to its position at time 1, for example,
at(i,:) = (1,1,0) and a1 (4,:) = (0,0,2). A vertex dynamic
of 0.5 implies a 30-degree angle difference in communication
pattern. The same interpretations hold for the community and
graph dynamic statistics.

V. SIMULATIONS

In the first simulation, our objective is to demonstrate the
stability of the resulting embedding in the context of a stable
dynamic network with small noise. In the second simulation,
we evaluate the method’s capability to identify vertex out-
liers. In the third simulation, we verify its ability to capture
community pattern changes while remaining robust against
community reassignment. For graph generation, we consis-
tently utilized the degree-corrected stochastic block model,
which approximates real sparse graphs more effectively than
alternative models such as the standard stochastic block model
or random dot product model. More detailed information on
the network generation process and model parameters can be
found in the appendix.

A. Stable Network

This simulated network data was generated using a weighted
version of the degree-corrected stochastic block model, in-
corporating varying edge weights over time. The network
comprises 30,000 vertices with positive edge weights within
the range [1,...100]. Over a span of 96 time steps, random
noise gradually affects the edge weights, causing them to
become more distinct as ¢ increases. The total number of edges
across all time steps approximates 420 million. The embedding
process was completed in approximately 13 seconds, with
an additional 0.6 seconds required for dynamic statistics
computation.

The embedding is observed to be remarkably stable, as
demonstrated in Figure 2] for the first three dimensions and
communities. The same stability is observed in the vertex
dynamic statistics, as illustrated in Figure |3| Furthermore, the
dynamic statistics effectively capture the incremental noise. At
time step 2, the graph dynamics are below 0.001, gradually
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increasing to below 0.01 by time step 12, and eventually reach-
ing 0.025 at time step 96. The vertex dynamics follow a similar
increasing trajectory, as evident in Figure These results
clearly demonstrate that our proposed approach successfully
captures both the stable nature of the network and the effects
of small incremental noise.

B. Outlier Vertices

In this simulation, we utilized the same model setting at
a smaller scale, using n = 1000 vertices and 7" = 10 time
steps. Furthermore, we introduced 10 extreme outlier vertices
at t = 10, each having one or two incident edge weights
randomly assigned within the range of [500, 1000]. This outlier
communication scenario created a challenge in detecting the
outliers since they only occurred at the final time point and
involved a limited number of edges, while the remaining edge
weights ranged from 1 to 100.

For comparison purpose, we also consider the unfolded
spectral embedding (USE), which has cross-sectional and
longitudinal stability guarantee for time-series networks [24].
The data is embedded into d = 10 dimensions via USE,
followed by computing the per-vertex Euclidean distance
between time 10 and time 1 as the outlier measure. The top
row of Figure |4| shows the histogram of outlier measure. The
vertex dynamic statistic by encoder embedding reveals that
most vertices underwent minimal shifts, while USE suggests
that a larger number of vertices experienced significant shifts.
The bottom panel of the figure shows the magnitude and
percentile ranking of the 10 outliers. It is evident that tem-
poral encoder embedding outperformed USE in identifying
outliers. Specifically, the outliers identified using temporal
encoder embedding achieved a vertex dynamic ranking of
[1,2,3,4,5,7,8,9,14,36], while the corresponding ranking
using USE was [42,69, 89,114,147, 168,235, 318,411,475],
indicating that these outliers were obscured among the other
vertices. These findings remained consistent when considering
different values of d in the USE method.

C. Pattern Shift with Community Change

In this simulation, we explore various pattern shift scenarios
as time progresses. Beginning with n = 30000 vertices and
K = 3 communities, the first graph at ¢ = 1 is generated
using a degree-corrected stochastic block model, where within-
community vertices are more likely to be connected than
between-community vertices. As shown in the top left panel
of Figure [3 this initial communication pattern is effectively
captured by the encoder embedding. In the figure, different
colors represent different communities, and these communities
are distinctly separated, indicating their distinct communica-
tion patterns. It is worth noting that such a pattern is common
in many organizations, where team members within a group
tend to communicate more frequently than with members from
other groups.

At t = 2, the second graph is generated to model typical
shifting pattern. Everything else remains the same as at ¢t = 1,
vertices from community 3 are now equally likely to connect
with every other vertex. This essentially brings community 3

much closer to the other two communities. This change is
evident in the top right panel of Figure [5| where community
3 (represented by the blue dots on top) appears closer to the
other two communities in the resulting embedding. Note that
such a change is common in a corporate setting, for instance,
due to a shift in work scope where individuals in community
3 now need to communicate equally often with everyone in
the company.

At t = 3, the third graph is generated to model a shifting
pattern involving a community split. Keeping everything else
the same as at ¢ = 2, each vertex in community 3 is
randomly reassigned to a new community 4 with a 50%
probability. Community 4 retained the same communication
pattern as community 3 had at ¢t = 1. The bottom left panel of
Figure [3] clearly captures this change, as communities 3 and
4 now have distinct embedding. Moreover, when comparing
the embedding at ¢ = 3 to that at £ = 1, it is noticeable
that this new community 4 at ¢ = 3 (the brown dots on top)
occupies a similar Euclidean position as community 3 at ¢ = 1.
Such splits are typical in organizational restructuring within a
corporate setting.

At t = 4, the fourth graph is generated to model a
shifting pattern involving a community merge. In this scenario,
community 3 is merged with community 1 and set to the
same connectivity as community 1. The bottom right panel
of Figure [3] illustrates that the embedding of communities 3
and 1 essentially merge together. Such mergers are also typical
in organizational restructuring within a corporate setting.

Note that all four graphs and the initial label vector were
used as input to generate the embedding. The updated label
vector resulting from the community label split at ¢ = 3 was
not used in the embedding process. Instead, it was employed
solely for the purpose of figure visualization, allowing us to
track whether the pattern change matches the ground truth.
The visualization demonstrates that using the same label in the
temporal encoder embedding successfully captures the pattern
shifts, even in the presence of significant community changes.

Taking t = 1 as the reference time point, the community
dynamic statistics from ¢t = 2 to ¢ = 4 are as follows:

o Community 1: 0.03,0.01,0.09;
o Community 2: 0.03,0.01,0.01;
o Community 3: 0.31,0.17,0.22.

These statistics correspond to the starting label vector, so there
is no community 4. We interpret these statistics as follows:

o Community 2 experienced minimal changes throughout,
with a slightly larger statistic at ¢ = 2 due to a slight
increase in communication with community 3.

e The same pattern holds for community 1 at ¢ = 2 and
t = 3, but the statistic becomes larger at ¢ = 4 due to its
merger with new vertices.

o For vertices in community 3, they underwent significant
changes at every time point, with the most substantial
change occurring at ¢ = 2 when every vertex in com-
munity 3 shifted their connectivity significantly. At ¢ = 3
and ¢ = 4, approximately half of the vertices shifted back
to their original pattern at ¢ = 1, resulting in smaller but
still significant dynamic statistics.
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Fig. 2. 3D Visualization of the first 3 communities’ vertices at three different times for the simulated graph. The graph dynamic at each time is shown on

top.
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Fig. 3. Visualization of the vertex dynamic statistics as time progresses. For the first 3 panels, the y-axis represents the number of vertices, while the x-axis
represents the extent to which the vertices have shifted. As time increases, more vertices start to shift away from their starting positions due to noise. The
last panel shows the percentage of vertices exceeding the vertex dynamic threshold at the last time step.

Overall, the temporal embedding successfully captures all
intended pattern changes throughout this simulation, and the
temporal dynamic statistics serve their purpose in summarizing
the magnitude of the change.

VI. COMMUNICATION NETWORK DURING COVID-19
PANDEMIC

The dataset used in this study was obtained from Microsoft,
consisting of 116 thousand anonymized and aggregated en-
tities. The dataset spans 24 months, from January 2019 to
December 2020, and contains over 80 million weighted edges
among 39 organizational groups. Namely, n = 116,508,
T = 24, and K = 39. The edge weight represents volume
of email communication between the connected vertices. Our
objective is to analyze this data and evaluate the effects
of the Covid-19 pandemic on this communication network.
Please note that the 39 vertex communities were estimated
by applying the Leiden algorithm [36] (we used the Python
implementation via the graph statistic packageEl) to the graph
at the starting month, which took approximately 30 seconds.

The Covid-19 pandemic has had a significant impact on
many corporations and how people work. It is a global event

3https://github.com/microsoft/graspologic

that has caused an increase in reliance on digital communica-
tion and remote work. It is important to gain an understanding
of how the pandemic, work-from-home policies, and the rise
of remote work have affected work patterns [42[|-[44]. To that
end, analyzing intra-organization communication networks,
such as email and chat correspondence, can provide valuable
insights into how pandemic-related changes have influenced
work behavior, which is of interest for organizational restruc-
turing purposes.

By employing a suitable graph embedding, we can obtain a
Euclidean representation for each entity in the communication
network and track pattern changes over time via a proper
distance measure. This facilitates the identification of vertices
and communities that have experienced significant changes as
a result of the pandemic, as well as those that have remained
unaffected by it.

A. Embedding and Visualization

Temporal encoder embedding was applied to this dataset
and completed in 10 seconds on a standard Windows 10 PC.
The embedding is of size 116508 x 39 x 24. To visualize
the embedding, we further applied UMAP [45] to the graph
embedding, which a fast and effective projection tool for
2D visualization. Figure [f] illustrates the visualization of the
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Fig. 4. This figure compares temporal encoder embedding and unfolded
spectral embedding in detecting 10 extreme outliers.
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Fig. 5. This figure visualizes how the encoder embedding successfully detects
the changing communication pattern despite community label changes.

embedded network for 2019 June, 2019 Dec, and 2020 June.
While the time-series graph retains a common structure across
time, it is apparent that numerous groups and vertices undergo
significant changes.

B. Change Detection via Temporal Dynamics

The temporal encoder embedding enables three types of
temporal dynamic statistics to detect communication pattern
changes: vertex dynamic statistics for each of the 116,508
vertices over 24 months, community dynamic for each of the
39 communities, and graph dynamic for the entire network.
These dynamic statistics lie in [0, 1], with lower values indi-
cating minimal change in edge connectivity and higher values
indicating a greater deviation from the baseline time point.
It is worth noting that the dynamic statistics necessitate a
baseline time point, which was set as January 2019, but it
can be modified to any other month, such as January 2020, to
focus solely on the pandemic’s impact.

The computation of temporal dynamic statistics took ap-
proximately one second after generating the embedding. Fig-
ure [/| displays the temporal dynamics for selected vertices
and communities, representative of changes in communica-
tion patterns. The left panel shows that vertex 29 and 66
experienced significant changes around March 2020 due to
the pandemic, while vertex 8 underwent similar but smaller
changes. In contrast, vertex 7 had more gradual changes in
communication patterns, while vertices 6 and 41 exhibited
communication patterns that were relatively unaffected by the
pandemic.

The right panel of Figure displays changes in the
community and graph dynamic statistics over time. The
graph dynamic statistics demonstrate that pattern changes
were occurring even before the pandemic, with values of
0.2 by December 2019, 0.31 by June 2020, and 0.33 by
December 2020. The pandemic caused an accelerated increase
in early 2020, but the change stabilized after June 2020.
We speculate that remote work was already influencing the
communication structure before the pandemic, and Covid-
19 simply accelerated and completed the trend, leading to a
relatively stable communication network after the pandemic.
In addition, the community dynamic identifies communities
that experienced significant changes and those that remained
relatively unchanged. Communities 8 and 32 shifted their
communication patterns, while communities 3 and 39 were
minimally impacted by the pandemic. Note that the community
and graph dynamic statistics are more smooth than vertex
dynamic statistics due to their aggregated nature.

Finally, different thresholds can be applied to the temporal
dynamic statistics to identify outlier and inlier vertices. For
example, using a threshold of 0.5 for the vertex dynamic
identifies 11% outlier vertices in June 2019, 17% in December
2019, 29% in June 2020, and 31% in December 2020. This
again suggests a trend of change before the pandemic that was
significantly accelerated in March and April of 2020 before
stabilizing. A histogram of the temporal vertex dynamic in
Figure [§] confirms this trend. Conversely, a threshold of 0.1
identifies inliers, with 73% in June 2019, 63% in December
2019, 48% in June 2020, and 44% in December 2020. These
results suggest that almost half of the vertices maintained their
pre-pandemic communication patterns, either because remote
work was already part of their work-style or because their
work could not be performed remotely.
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Fig. 6. The whole communication network visualized by temporal encoder embedding and UMAP. The color scheme differentiates the various groups within
the organization. The proximity of individual nodes in the 2D projection indicates a higher frequency of communication between them, especially those

belonging to the same group. The graph dynamic statistic is displayed on top.
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Fig. 7. Visualization of the temporal dynamic statistics. The left panel shows
the vertex dynamics for several selected vertices. The right panel shows the
graph and the community dynamic statistics for chosen communities.

VII. CONCLUSION

The paper presents a fast and efficient graph embed-
ding method for large-scale dynamic networks. The proposed
method has linear computational and storage complexity with
respect to the number of vertices and edges, making it highly
scalable and capable of embedding even billions of vertices
on a daily basis. The synthetic study confirms the method’s
numerical advantages, and its asymptotic behavior is char-
acterized by conditional expectation under a random graph
model. It was successfully applied to a large communication
network during the Covid-19 pandemic, revealing significant
communication pattern shifts and identifying individual ver-
tices and communities most or least impacted by the pandemic.
The proposed method not only allows for direct application
to large-scale graph data, but also enables further method
development and theoretical understanding within this scalable
framework.

There are several open areas for further investigation, and
one of these areas pertains to the reference time and its impact
on the method. The reference time influences the approach
in two key aspects. Firstly, the dynamic statistics are defined
with respect to the reference time. Secondly, in cases where
ground-truth labels are absent, the label vector is estimated
using the graph data at the reference time. The first aspect
is straightforward, as dynamic statistics and pattern shifts are
inherently relative. Choosing a different reference time merely

means that any pattern shifts are assessed in relation to the
graph structure at that specific reference time. For instance,
community 1 might have shifted significantly from time 1 to
time 100, resulting in substantial dynamic statistics. However,
if time 50 is chosen as the reference time instead of time 1,
the dynamic statistics are computed with respect to time 50,
which may yield smaller statistics.

The second aspect is particularly profound and intriguing.
Choosing a different reference point can result in entirely
different labels, which, in turn, can significantly impact the
final embedding. While simulations have demonstrated that
a significant amount of pattern shifts are discernible as long
as the same label is used consistently across each time step,
it is certainly possible that using a coarse label vector may
obscure some pattern changes. For example, when working
with data that has a ground-truth of 10 classes, estimating only
9 classes for labeling can certainly hide some information in
the embedding. Conversely, if a finer label vector is estimated,
it may have the potential to reveal previously hidden structural
shifts. Therefore, the impact of the estimated label on the
method is an interesting area for further exploration.
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APPENDIX

VIII. PROOFS

The theoretical results assume conditional independent edge
generation, i.e., each entry A (4, j)|4, j is independently gener-
ated with finite second moments. This assumption covers most
popular random graph models, including the stochastic block
model [7]], [31] and the degree-corrected variant [8]], as well
as the random dot product models [40], [41]].

Another implicit assumption is ny = O(n), i.e., as vertex
size increases to infinity, the number of vertices in each
community also increase to infinity. This assumption is always
satisfied by any probability model because if not, the prior
probability of this community would be zero, making it non-
existent.

Theorem 1. Assuming the conditional independent random
graph model, the temporal encoder embedding converges to a
conditional expectation. Specifically, for a vertex i belonging
to community y, we have that

n—>oo at(z k)

Z (i, k 2
G0 @
where a;(i,:) € RE satisfies
ar(i, k) = E(A(i,j)[Yi =y, Y, = k).

Proof. The convergence of Equation [2can be proved by show-
ing that the un-normalized embedding of vertex ¢ converges to
at(i, k) for each dimension k. Because once the convergence
of the un-normalized embedding is established, the norm shall
converge to |a¢(,:)|2.

To do so, we decompose step 3 for vertex ¢ and dimension
k. Then the un-normalized embedding equals

Z;'L:Lj;éi,yj:k At(ivj)

473

A(i, )W (i, k) =

Note that since we already assumed Y; = y, all remaining
equations are implicitly conditioned on Y; = y.
Its expectation satisfies

Z?:],j?éi’y'j:k; At(ia ])

JW(e ) = bzt M),
- Die jriy,—k (A1, )Y = k)

E(A(i,

Nk

= E(A(i, j)|Y; = k)

Note that the last equality holds if Y; # k. In case of Y; = k,
the numerator on line 2 only has ny — 1 term, resulting in
the need to adjust the last line to "’;‘l—;lE(At(i,j)\Yj = k).
However, as n and nj, approach infinity, the two cases become
asymptotically equivalent, so it suffices to consider the former
case for limiting n.

Moreover, its variance satisfies
n . .
Zj:ld;ﬁi,yj:k Aq(i, )

Var(A(i,:)W(:, k) = Var( )
ng

_ i Var(A(i, )|Y; = k)
- ;-

j=1,j#1,Y;=k k
< M

n,

n:))(x: 0’

where M denotes the maximum variance and is always
bounded due to the finite second moments assumption. As
the variance converges to 0, by Chebychev inequality we have

At(iv :)W(:v k) 71—>00 (At(l j)|Y - yv - k)

Therefore, the un-normalized embedding of vertex ¢ converges
to a4(i,k) for each dimension k, and the main theorem is
proved. O

Theorem 2. Assuming non-zero conditional expectations, the
dynamic statistic of vertex i at time t converges to 0 asymptot-
ically if and only if 6(a(i,:),a1(4,:)) = 0, and it converges
to 1 asymptotically if and only if 0(a:(i,:),a1(i,:)) = 7/2,

where 0(-,-) denotes the angle between two vectors.
Proof. The vertex dynamic statictic is defined by
Dynamic, (i) = 1— < Zy(i,), Z1(i,") > .
By Theorem 1, we have
o oo ar(i, k) a1, k)
pymamien D) S o6 TGl
=1—cosf(a(i,:),a1(i,:)).
The results immediately follow. O

IX. SIMULATION DETAILS

The main paper’s synthetic study is based on the degree-
corrected stochastic block model. In the standard stochastic
block model, each vertex ¢ is assigned a community label
Y; € {1,..., K}, which can be pre-determined or generated
by a categorical distribution with prior probability {m; €
(0,1) with Zkl,(:l 7 = 1}. The edge probability between
a vertex from community k£ and a vertex from community
[ is defined by a block probability matrix B = [B(k,1)] €
[0, 1]E>K and for any i < j it holds that

A(i,§) "% Bernoulli(B(Y;, Y;)),

A(i,i) =0, A(ji) = A(i,j).

The degree-corrected stochastic block model is a generaliza-
tion of SBM that accounts for the sparsity of real graphs.
In addition to the parameters defined in SBM, each vertex i
is given a degree parameter 6;, and the adjacency matrix is
generated by

A(i, j) ~ Bernoulli(0;0;B(Y;,Y;)).

iy Ly

The degree parameters are usually constrained to ensure a valid
probability.
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The standard stochastic block model generates dense graphs
where all vertices within the same community have the same
expected degrees. However, many real-world graphs exhibit
sparsity and varying degrees among their vertices. Therefore,
these degree parameters allow DC-SBM to better model the
sparsity of each vertex and provide an accurate approximation
for many real-world graphs, making it an ideal model for
simulations.

A. Stable Network

The synthetic study generated the graph at time ¢ = 1
using the degree-corrected stochastic block model. The model
parameters were set as follows: n = 30000, K = 20, Y; =
1,2,...,20 equally likely, and the block probability matrix
satisfies: B(4,7) = 0.5 and B(4,5) = 0.1 forall i = 1,...,20
and j # i. The degree parameter was independently generated
by Beta(1,4) for each vertex.

Given the presence of an edge, the edge weights were
randomized within the range [1,...100]. In other words, the
adjacency matrix was generated as follows:

A(i, j) ~ U;j - Bernoulli(6,0;B(Y;,Y;)),

4
where U;; is equally likely to be any integer within [1, 100],
and it is independently generated for different pairs of (i, j).

For each subsequent time ¢, the graph at time ¢ was obtained
by modifying the graph at time ¢ — 1 where 50% of the edge
weights were randomly changed. To introduce noise, a random
number uniformly drawn from [—20,+20] was added to the
weight of each edge, and then the weights were enforced to
be non-negative. In mathematical notation:

A, (i, j) = max{A(3, j) + € * Bernoulli(0.5),0},

where ¢;; is equally likely to be any integer within [—20, 20],
and it is independently generated for different pairs of (i, 7).
This procedure resulted in a relatively stable time-series graph
where the connectivity remained the same, but the edge
weights gradually change over time.

B. Outlier Vertices

This simulation employed the same model settings as de-
scribed above, with the exception of n = 1000 vertices and
T = 10. At t = 10, we introduced 10 extreme outlier vertices,
each with one or two incident edge weights randomly assigned
within the range of [500, 1000], rendering them significantly
different from all other edge weights.

For the unfolded spectral embedding, we experimented with
all possible values of d ranging from 1 to 30, and the results
were consistently similar to those obtained with d = 10.

C. Pattern Shift

In this simulation, we considered a binary graph with n =
30000 vertices, K = 3, equally likely labels Y; = 1,2,3,
and independently generated degree parameters following a
Beta(1,4) distribution for each vertex.

At t = 1, we generated the initial graph using the block
probability matrix B; € R3*3 with By(,i) = 0.9 and
Bi(i,j)=0.1foralli=1,...,3 and j # 1.

At t = 2, the block probability is changed for community
3. We first set Bo = B and then modified Bs(:,3) = 0.3,
meaning that vertices in community 3 had a 30% chance
of having an edge with any other vertex, up to the degree
parameter.

At t = 3, the label vector is changed: each vertex in com-
munity 3 was randomly reassigned to a new community 4 with
a 50% probability. The block probability matrix Bz € R**4
was set as follows: B3(i,7) = 0.9 and Bj3(i,5) = 0.1 for
all ¢ = 1,...,4 and j # . Then, we set B3(:,3) = 0.3.
Essentially, the edge probability for communities 1, 2, and 3
remained the same as at ¢ = 2, while community 4 reverted
to the edge probability of community 3 at ¢ = 1.

At t = 4, two communities are merged: all of community
3 became community 1. Vertices in community 3 follows the
same edge probability as vertices in community 1.

The temporal encoder embedding was applied to all four
graphs, with the initial label vector used as input, generating
an n X 3 X 4 embedding. Note that the modified label vector
was not used in the embedding process.
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