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Multi-Cluster Aggregative Games: A Linearly
Convergent Nash Equilibrium Seeking Algorithm

and its Applications in Energy Management
Yue Chen and Peng Yi

Abstract—We propose a type of non-cooperative game, termed
multi-cluster aggregative game, which is composed of clusters
as players, where each cluster consists of collaborative agents
with cost functions depending on their own decisions and the
aggregate quantity of each participant cluster to modeling large-
scale and hierarchical multi-agent systems. This novel game
model is motivated by decision-making problems in competitive-
cooperative network systems with large-scale nodes, such as
the Energy Internet. To address challenges arising in seeking
Nash equilibrium for such network systems, we develop an
algorithm with a hierarchical communication topology which
is a hybrid with distributed and semi-decentralized protocols.
The upper level consists of cluster coordinators estimating the
aggregate quantities with local communications, while the lower
level is cluster subnets composed of its coordinator and agents
aiming to track the gradient of the corresponding cluster. In
particular, the clusters exchange the aggregate quantities instead
of their decisions to relieve the burden of communication. Under
strongly monotone and mildly Lipschitz continuous assumptions,
we rigorously prove that the algorithm linearly converges to
a Nash equilibrium with a fixed step size. We present the
applications in the context of the Energy Internet. Furthermore,
the numerical results verify the effectiveness of the algorithm.

I. INTRODUCTION

Game theory is widely employed in modeling multi-agent
systems, while Nash equilibrium serves as a common tool to
characterize a stable state where no player unilaterally changes
their decision. However, as the need for modeling large-
scale complex systems and tasks increases, new challenges
have emerged in seeking Nash equilibrium [1]. One of these
challenges is dealing with hierarchical properties, including
both competition and collaboration [2]. These properties exist
in many real-world applications, such as health-care networks
[3], task allocation networks [4], and electricity markets [5].
Moreover, mitigating the computational complexity brought
by a large population size is a critical issue. In such multi-
agent systems, agents usually lack full-decision information
about all others, which requires an effective estimation and
communication scheme [6], [?]. This work is motivated by
these problems and aims to design an appropriate game model
for hierarchical multi-agent systems with a large population
and propose an effective algorithm for seeking the Nash
equilibrium.
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China. Corresponding author: Peng Yi. (email: chenyue j@tongji.edu.cn,
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We introduce the following two game types, known as
multi-cluster games and aggregative games, that pave a way to
model an appropriate model for large-population multi-agent
systems with hierarchical properties.

A. Multi-cluster Games and Aggregative games

The multi-cluster game is a significant game type that
comprises multiple clusters (or coalitions [7], [8]), where
clusters are treated as players instead of agents, while agents
in the same cluster have a common goal to minimize the
cost of corresponding cluster. Although the virtual players are
clusters, the real decision makers are agents, which implies
the appearance of competition and cooperation simultaneously.
Noted that such a hierarchical property requires the multi-
cluster game model to take both inter-cluster and intra-cluster
interactions into account, where inter-cluster is the mutual
behavior of agents within the cluster, and intra-cluster is be-
tween clusters. In [7] , [11], and [12], algorithms require com-
munication between clusters is carried out by the underlying
network which consists of agents chosen in each cluster, while
communications within clusters are proceeded by networks
composed of corresponding cluster agents. In [5] and [13],
there are leaders in charge of the communication between
clusters (inter-graph), and other agents obtain information by
communicating with leaders (intra-graph).

The aggregative game is a type of non-cooperative game
where the objectives of agents depend on the aggregate
quantity rather than individual interactions, with wide-ranging
applications including traffic or transmission [14] networks,
smart grids [15], [?], charging management [17], and network
congestion control [18]. Many research works have studied
algorithms for solving the Nash equilibrium for aggregative
games under diverse conditions, such as in [19], monotone
property regimes were considered while others usually need
strict or strong monotonicity. in [20], an operator theory
approach is utilized, while every player has coupling linear
constraints. and [21] consider uncertain perturbed nonlinear
players. However, the game model structure examined in these
literature works is predominantly single-layered, with algo-
rithm design primarily accomplished within the framework of
single-layer communication.

B. Motivations

Although both game types have been studied for a wide
range of applications, there are limited investigations into
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problems involving both large-population size and hierarchi-
cal properties (cooperation and competition). For networked
multi-cluster games, there are challenges in designing an
effective distributed Nash equilibrium seeking algorithm when
the population size of each cluster is large-scale. Since agents
cannot have full-information decisions of others in networked
games, there are two main communication protocols (namely,
fully distributed and leader-follower-based) in the aforemen-
tioned multi-cluster games. In fully distributed cases such as
[22], each agent relies entirely on the information exchange
from neighbors to achieve an agreement. In leader-follower-
based cases such as [5], leaders take responsibility to com-
municate with both intra-and inter-clusters. However, both
approaches bring about a significant communication and com-
putation burden on the system, since agents have to estimate all
others’ decisions, which makes the dimensions of the estimator
expand with the increase of agents. In addition, we note
that the aggregative structure in the aforementioned aggrega-
tive games can greatly reduce communication complexity.
However, the interactions are only between non-cooperative
individuals, which makes it incapable of modeling hierarchical
and complex multi-agent systems.

Motivated by challenges that arise in seeking Nash equi-
librium in large-scale and hierarchical multi-agent systems,
we first propose a novel game model, named multi-cluster
aggregative game. It combines hierarchical properties and the
aggregative structure to model the decision-making procedure
of a large-population multi-agent system that involves non-
cooperative clusters and collaborative agents simultaneously.
Such games are appropriate for many practical applications,
especially as an effective scheme for modeling an energy
management system. In the following, we will introduce an
important type of energy management system, named the
Energy Internet, as an application to further clarify this.

C. The Energy Internet

The Energy Internet is a system with the capability to
accommodate diverse kinds of energy, c.f. [23]. This system
relies on many energy interfaces, termed energy hub, to
physically connect the energy supply and demand sides. To
facilitate the seamless flow of energy, each energy hub has an
energy port that enables a certain amount of energy exchange.
Energy generation devices, including wind farms, photovoltaic
stations, boilers, gas wells, and turbines, are directly linked to
the energy networks, as well as energy storage devices such as
supercapacitors and pumped hydro storage system. The energy
hubs can aggregate the energy demands (input and output)
of residents within a certain area, and they can be seen as
prosumers.

In an Energy Internet system, various regions (communities)
act as non-cooperative participants, while energy hubs within
each region collaborate to minimize the overall cost of the
respective region. Each energy hub is an independent decision
maker, whose cost is not only dependent on its own decision
but also dependent on all other region’s aggregate demands.
Such a multi-agent system can be modeled as a multi-cluster
aggregative game. To fulfill the “plug and play” needs (see e.g.

[24] ) of the Energy Internet, we propose a novel hierarchical
network scheme, in which each cluster is a semi-decentralized
structure as in [25], and coordinators interact in a distributed
structure to ensure that their estimates are in agreement.x‘

In many scenarios, such as demand response, agents’ cost
functions rely on the aggregate quantity, cf., [26], [25], and
[27] rather than the decision of every agent. In particular,
energy demands are more capable of being simplified as an
aggregate quantity. Consequently, the multi-cluster aggregative
game proves to be an appropriate model for large-scale energy
management systems.

D. Contributions

The main contributions are listed as follows:
1) We propose a novel multi-cluster aggregative game

which is a non-cooperative game involving competitive
clusters and collaborative agents, whereas the cost func-
tion of each agent is not only dependent on its own
decision but also the aggregate quantity of every cluster.
To solve this game, we have to overcome two challenges.
One is the partial-decision information regime, namely,
each agent does not have all others’ decisions, herein,
the aggregate quantity of every cluster. The other one
is the distributed information constraints, that is, agents
do not have the aggregate gradient information of the
corresponding cluster.

2) We propose a Nash equilibrium seeking algorithm with
a linear convergence rate for a multi-cluster aggrega-
tive game under both partial-decision and distributed
information constraints. The algorithm proceeds with the
coordinations with both coordinators and agents, where
coordinators exploit a consensus scheme to estimate the
aggregate quantities and broadcast them, while agents
receive the broadcast values, obtain the aggregate gra-
dient by local tracking, and calculate Nash equilibrium
via gradient descent.
For the sake of relieving the communication burden
of large-population clusters, we design a hierarchi-
cal communication topology involving distributed and
semi-decentralized protocols. The topology between and
within clusters is distributed, however, the interactions
between coordinators and agents are semi-decentralized.
The algorithm with such topology has the following
features: one is the “anonymity” of the agent, namely,
an agent only has to recognize its neighbors within the
cluster rather than non-neighbor or other-cluster agents.
The other one is the “lightweight” feature, which means
the algorithm only requires small calculation resources.
The last one is the “plug and play” feature, i.e., the
requirements of adding a member coordinator or agent
are easy to fulfill, which only needs the coordination of
coordinators or agents.

3) We discuss the utilization of multi-cluster aggrega-
tive games in the context of an Energy Internet sys-
tem by corresponding the aggregate and competitive-
cooperative features to properties of the energy genera-
tion/consumption and the regions-hubs relationships in
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the Energy Internet. The numerical results verify the
effectiveness of the algorithm.

The remainder of this paper is structured as follows. We
formulate a multi-cluster aggregative game and discuss its
applications in the context of the Energy Internet in section
II, introduce an algorithm with a hierarchical communication
scheme in section III, present the convergence analysis in
Section IV, show the numerical simulation results in Section
V, and give concluding remarks in Section VI.

E. Notation and Preliminaries

We denote by Rm(Rm+ ) a m-dimensional (non-negative)
Euclidean space, where m is a positive integer. We utilize
V , {1, 2, . . . ,m} to denote a set contains integers from 1
to m. In this paper, all vectors are viewed as column vectors.
The vectors of m-dimensional with all items being 1 or 0 are
denoted by 1m or 0m while the identity matrix of m × m
is denoted as Im. Let x and A be a vector and a matrix,
and the transpose of x and A is denoted by xT and AT .
For simplicity, for all j ∈ V , col((xj)j∈V) is equivalent to
[(x1)T , . . . , (xm)T ]T , where xj is a vector. Similarity, when
A1, . . . , Am are matrices, diag((Aj)j∈V) refers to a block
diagonal matrix with A1, . . . , Am positioned on the diagonal.
For a function θ(x1, ..., xm), ∇xjθ denote the gradient of θ
with respect to xj .

II. GAME FORMULATION

A. Multi-Cluster Aggregative Games

Consider a multi-cluster aggregative game consisting of m
clusters where each cluster is treated as a non-cooperative
player. Every cluster j ∈ V , {1, 2, . . . ,m} contains nj
number of agents. Then the number of agents in the game
is n ,

∑m
j=1 nj . Let xji ∈ Rq denote the decision of

agent i in cluster j where i ∈ Sj , {1, 2, . . . , nj}, then
xj = col((xji )i∈Sj ) ∈ Rnjq is the stacked strategy vector
of cluster j piled up by xji . Analogously, x ∈ Rnq is
defined as x = (x1, . . . , xj , . . . , xm) , and x−j denotes
the strategies of all clusters except cluster j, i.e., x−j ,
(x1, . . . , xj−1, xj+1, . . . , xm). The strategy aggregate quantity
of cluster j is defined as follows

vj(xj) ,
1

nj

nj∑
i=1

xji , j ∈ V, i ∈ Sj .

The cost function of agent i in cluster j is given by

θji (x
j
i ,v(x)) , θji (x

j
i , v

1(x1), . . . , vm(xm)), (1)

where v(x) , (v1(x1), . . . , vm(xm)) : Rn1q×···×nmq →
Rq×···×q , and θji : Rq × Rmq → R. Denote by

v(x−j) , (v1(x1), . . . , vj−1(xj−1), vj+1(xj+1), . . . , vm(xm)),

the aggregate vector except cluster j. Each cluster’s cost
function is the sum of all agent’s cost functions within that
cluster, i.e., cluster j’s cost function is given by

θj
(
xj ,v(x)

)
,

nj∑
i=1

θji

(
xji ,v(x)

)
: Rnjq × Rmq → R. (2)

For each cluster j ∈ V , the problem is given by

minimize
xj

θj
(
xj ,v(x)

)
. (3)

Note that the optimal problem (3) for each cluster, which
involves the aggregate quantity of every cluster, is distinct from
that in many of the existing research works. This kind of games
can be exploited in many multi-agent applications. We present
an Energy Internet example in the following subsection.

B. Example of The Energy Internet

Consider an Energy Internet system that manages multiple
regions, with each region having multiple energy hubs com-
posing of an energy subnet, where each subnet corresponds
to a cluster in the aforementioned game model. The energy
subnets’ optimal energy strategy decision problem can be
recast into a Nash equilibrium seeking problem of a multi-
cluster aggregative game.

The strategy vector of energy hub i in energy subnet j is
xji , (xji,E , x

j
i,H , x

j
i,G), where xji,E , xji,H and xji,G are demand

of electricity, heat and gas [28]. The positive and negative
of the quantity represent the export and import behavior of
the hub respectively. The cost function of hub i is given
by θji (x

j
i ,v(x)) , cji (x

j
i ) − pj(v(x))Txji , where cji (x

j
i ) ,

1
2 (xji )

TQjix
j
i + (bji )

Txji + cji stands for the cost of hub i with
Qji ∈ R3×3, bji ∈ R3, and cji ∈ R being private parameters
of hub i. Herein, pj(v(x)) , dj − Cj(vj + aj

∑m
l=1,l 6=j v

l)
denotes the energy price vector of j ∈ V that not only depends
on its own demand requirement, but also on other clusters’
aggregate quantities vl , 1

nl

∑nl
i=1 x

l
i,∀l ∈ N j , i ∈ Sj , where

dj ∈ R3 and Cj ∈ R3×3 are hub j’s private parameters,
and aj ∈ [0, 1] represents how much the price of cluster j
is affected by other clusters. The vector a , col((aj)j∈V)
is called impact factor which indicates the different policies
corresponding to different regions, while the diagonal matrix
Cj ∈ R3×3 is the policies according to different kinds of
energy, in this regime, i.e., electricity, heat, and gas.

It is necessary to divide hubs into clusters to fulfill the
energy management in an Energy Internet system, where a
cluster is a subnet composed of energy hubs in one region.
The coordination of all energy hubs’ energy consumption
and generation requires hierarchical aggregative interactions
between clusters and within clusters, whereas the existing
studies are not capable of dealing with it. All in all, a Nash
equilibrium seeking problem of a multi-aggregative game is
an appropriate model for the Energy Internet’s optimal energy
strategies.

C. Basic Analysis

We present the analysis and the design motivation of the
proposed algorithm in this subsection, after imposing the
following assumption of the participants’ cost functions in the
game.

Assumption 1: For each agent i ∈ Sj in cluster j ∈ V , the
cost function θji (·,v(x−j)) is convex in Rq for every fixed
x−j ∈ R(n−nj)q , and θji (x

j
i ,v) is continuously differentiable

in (xji ,v) ∈ Rq × Rmq .



4

Under Assumption 1, for all j ∈ V , the cost function
θj(·,v(x−j)) is convex in Rnjq and θj(xj ,v) is continuously
differentiable in (xj ,v) ∈ Rnjq × Rmq .

Let zj , 1
nj

∑nj
i=1 x

j
i be a component of z ,

(z1, . . . , zj , . . . , zm) ∈ Rmq . The gradient of θj(xj ,v(x))
with respect to xj is given by

∇xjθ
j
(
xj ,v(x)

)
,

col((∇
x
j
i
θji (x

j
i , z) +

1

nj

nj∑
s=1

∇zjθ
j
s(x

j
s, z))i∈Sj )|z=v(x), (4)

where the symbol ∇zj means the gradient with respect to the
aggregate quantity of cluster j, and the same as the symbol
∇vj in what follows. Similarly to [20], we define the pseudo-
gradient mapping as

Θ(x) ,

 ∇x1θ1(x1,v(x))
...

∇xmθm(xm,v(x))

 . (5)

For a multi-cluster aggregative game (3), x∗ is a Nash
equilibrium if the following for each j ∈ V:

θj
(
xj∗,v(x∗)

)
≤ θj

(
xj , vj(xj),v(x−j∗)

)
. (6)

Lemma 1: ([29], Proposition 1.4.2) If x∗ is a Nash equilib-
rium of (3), then it is a solution to the variational inequality
problem VI(Ω,Θ), i.e., (x− x∗)TΘ(x∗) ≥ 0,∀x ∈ Ω, which
is equivalent to

x∗ =
∏
Ω

(x∗ − γ(Θ(x∗,1n ⊗ v(x∗)))). (7)

If Ω = Rnq , it implies that Θ(x∗,1n ⊗ v(x∗)) = 0.
In order to facilitate the subsequent analysis, we denote by

ẑji ∈ Rmq , ∀i ∈ Sj , ẑj = (ẑj1, . . . , ẑ
j
nj ) ∈ Rnjmq . Further-

more, the mappings Θj
xj (x

j , ẑj) : Rnjq×Rnjmq → Rnjq and
Θj
zj (x

j , ẑj) : Rnjq × Rnjmq → Rnjq are defined as follows

Θj

xj
(xj , ẑj) ,


∇
x
j
1
θj1(xj1, ẑ

j
1)

...
∇
x
j
nj
θjnj (x

j
nj , ẑ

j
nj )

 ,

Θj

zj
(xj , ẑj) ,

 ∇zjθ
j
1(xj1, ẑ

j
1)

...
∇zjθjnj (x

j
nj , ẑ

j
nj )

 .

Note that Θ(x) : Rnq → Rnq and Θj
zj (x

j , ẑj) : Rnjq ×
Rmq → Rmq are different mappings. Likewise, denote by
ẑ , (ẑ1, . . . , ẑj , . . . , ẑm) ∈ Rnmq , the mappings Θx(x, ẑ)
and Θ̄z(x, ẑ) are defined as follows

Θx(x, ẑ) ,

 Θ1
x1(x1, ẑ1)

...
Θm
xm(xm, ẑm)

 ,Θz(x, ẑ) ,

 Θ1
z1(x1, ẑ1)

...
Θm
zm(xm, ẑm)

 ,

Θ̄z(x, ẑ) ,


1n1 ⊗ 1

n1
1Tn1

Θ1
z1(x1, ẑ1)

...
1nm ⊗ 1

nm
1TnmΘm

zm(xm, ẑm)

 ∈ Rnq. (8)

Based on (4), it can be verified that

Θ(x) = Θx(x, ẑ) + Θ̄z(x, ẑ)|z=v, ẑ=1n⊗v(x). (9)

Note that Θ(x∗,1n⊗v(x∗)) is equivalent to Θ(x∗). Further-
more, we use v and v∗ instead of v(x) and v(x∗) in what
follows for the brevity of notation.

From the above analysis, we have that each agent needs
the aggregate quantity vector (v1(x1), . . . , vm(xm)) and the
aggregate gradient

∑nj
s=1∇zjθjs(xjs, z))i∈Sj |z=v(x) when cal-

culating the gradient of its objective function, cf., (4). How-
ever, the aggregate quantity vector and the gradient cannot
be directly obtained by each agent. In order to obtain the
information and calculate the Nash equilibrium distributively
by each agent, we design the hierarchical communication
scheme and present it in the following subsection.

D. Communication Topology

Herein, we design a hierarchical communication scheme to
obtain the aggregate quantity vector and the aggregate gradient
of each cluster. For the sake of clarity of exposition, we in-
troduce the hierarchical scheme of three kinds of interactions:
coordinator-coordinator, agent-agent, and coordinator-agent, as
shown in Fig.1.

Fig.1. Communication topology of the multi-cluster
aggregative game.

The coordinator-coordinator interactions (the upper level)
are guaranteed by an undirected graph. Each coordinator owns
an estimator to approximate (v1(x1), . . . , vm(xm)), e.g., for
cluster j, the estimate is denoted by

v̂j , (v̂j(1), . . . , v̂j(h), . . . , v̂j(m)),

where v̂j(h) is coordinator j’s estimate of cluster h’s aggregate
quantity.

The agent-agent interactions (the lower level) arise within
each cluster, where each agent obtain the cluster’s aggregate
gradient by gradient tracking. For instance, in cluster j, each
agent i possesses a tracker yji ∈ Rnjq to dynamically track
1
nj

∑nj
i=1∇vjθ

j
i (x

j
i , v̂

j) that is the global information of the
whole cluster.

Thus, the coordinator-agent interactions contain two pro-
cesses: gathering and broadcasting. The gathering process can
be carried out through an interference graph (by observations)
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as described in [30] to make sure the actual decisions of agents
can be obtained by the coordinator. The broadcasting process
ensures the estimator value of each coordinator is received by
its corresponding agents.

Note that each agent only communicates to its neighbor
agents within the cluster, and to its own coordinator which
can be seen as a neighbor between clusters.

For j ∈ V , we denote by Gj , (Sj , Ej) an undirected graph
of cluster j, where Sj is the set of agents, Ej ⊂ Sj×Sj is the
edge set, and W j , [wjis] ∈ Rnj×nj is the adjacency matrix.
If wjis = wjsi > 0, it means agents i, s within cluster j can
mutually exchange information, and if wjis = 0, it means that
agents i, s are not able to exchange information directly , cf.,
[31]. The set of neighbors of agent i in cluster j is defined
as Nji = {s|(i, s) ∈ Ej}. We denote dji ,

∑nj
s=1 w

j
is, and

Degj , diag((dji )i∈Sj ) ∈ Rnj×nj . The weighted Laplacian
of Gj is defined as Lj , Degj −W j . For i, s ∈ Sj , if there
exists a sequence of distinct nodes i, i1, . . . , ip, s such that
(i, i1) ∈ Sj × Sj , (i1, i2) ∈ Sj × Sj , . . . , (ip, s) ∈ Sj × Sj ,
then we call (i, i1, . . . , ip, s) the undirected path between i and
s. If there exists an undirected path between any i, s ∈ Sj , then
Gj is connected, cf., [32]. In addition, G0 is denoted as the
coordinators’ communication graph. The weighted matrix is
W 0 , [wjl] ∈ Rm×m, and Laplacian matrix is L0. The set
of neighbors of coordinator j is N j = {l|(j, l) ∈ E}, j, l ∈
V , where E is the edge set of G0. We impose the following
assumptions on the communication network.

Assumption 2: Graphs G0, G1, G2, . . . , Gm, are undirected
and connected. The adjacency matrix W 0 of G0 are double-
stochastic with positive diagonal elements, i.e., W 01m = 1m,
1TmW

0 = 1Tm, wjj > 0, j ∈ V , while all adjacency matrices
of clusters W 1, W 2, . . . , Wm, are double-stochastic, i.e.,
W j1nj = 1nj , 1

T
njW

j = 1Tnj , j ∈ V .

Assumption 2 is a typical setting for networked systems, cf.,
[33], [34]. It can be fulfilled by using the Metropolis-Hastings
rule, such as for cluster j,

wjis =


1

max{dji ,d
j
s}+1

if i 6= s, and(i, s) ∈ Ej ,

1−
∑
s∈Nji

1

max{dji ,d
j
s}+1

if i = s,

0 otherwise.

The adjacency matrix W 0 can be defined analogously.

III. ALGORITHM DESIGN

In this section, we propose a novel algorithm for Nash
equilibrium seeking of the multi-cluster aggregative game (3).
The algorithm is shown as follows:

Algorithm 1 Nash Equilibrium Seeking Algorithm for Multi-
cluster Aggregative Games

Initialize: For all j, h ∈ V , i ∈ Sj : xji,0 ∈ Rq , vj0 =
1
nj

∑nj
i=1 x

j
i,0, v̂j(h)

0 ∈ Rq , v̂j0 = (v̂
j(0)
0 , . . . , v̂

j(h)
0 , . . . , v̂

j(m)
0 ),

yji,0 = ∇vjθji (x
j
i,0, v̂

j
0).

Iteration:
For every coordinator j ∈ V , step k ≥ 0,

vjk ←
1

nj

nj∑
i=1

xji,k : gathersxji,k, and calculates vjk, (10)

forh = 1 tom do

v̂
j(h)
k+1 = (

∑
s∈N j

wjsv̂
s(h)
k ) + ξjhwjh(vhk − v̂

j(h)
k ), (11)

end

v̂jk+1 = (v̂
j(1)
k+1, . . . , v̂

j(h)
k+1 , . . . , v̂

j(m)
k+1 ), (12)

For every agent i ∈ Sj in cluster j ∈ V , step k ≥ 0,

xji,k+1 = xji,k − γ(∇
x
j
i
θji (x

j
i,k, v̂

j
k) + yji,k), (13)

yji,k+1 = (
∑

s∈Nji
wjily

j
l,k) + (∇vjθ

j
i (x

j
i,k+1, v̂

j
k+1)

−∇vjθ
j
i (x

j
i,k, v̂

j
k)), (14)

where vjk, v̂j(h)
k , v̂jk, xji,k, and yji,k denote vj , v̂j(h), v̂j ,

xji , and yji at iteration k. Moreover, ξjh is a positive constant
fulfilling 0 < ξjh < wjj

wjh
in matrix W̃h, ∀wjh 6= 0, ∀h ∈ V

that is given by

W̃h ,

 w11 − ξ1hw1h . . . w1m

...
. . .

...
wm1 · · · wmm − ξmhwmh

 .

For every coordinator j ∈ V at iteration k, it gathers the
information of its corresponding agents and calculates the
aggregate value vjk = 1

nj

∑nj
i=1 x

j
i,k. Furthermore, every coor-

dinator renews its estimate v̂jk+1 of other clusters’ aggregate
values by (11) based on the information gathered from its
neighbors, i.e., v̂sk,∀s ∈ N j . Specifically, if the estimated
cluster like h, already is the neighbor of j, then the actual
value vhk can be directed transmitted to j. The parameterized
residual ξjhωjh(vhk − v̂

j(h)
k ) is taken into account. However,

if h is not a neighbor, i.e., ωjh = 0, the residual is 0. After
the updating process of all aggregative value estimators, each
coordinator broadcasts its own estimates to all corresponding
agents in that cluster. Finally, agent i updates the strategies
xji,k+1 and the tracker value yji,k+1 by (13) and (14) based on
the information v̂jk obtained from the coordinator, respectively.

Remark 1: Herein, we discuss another possible commu-
nication topologies when there is no communication within
the cluster. Namely, all agents communicate only with the
coordinator (no agent-agent interactions), while agents not
only receive information from the coordinator (coordinator-
agent interactions) but also communicate with its neighbor
nodes (agent-agent interactions). For a topology like this, all
agents voluntarily send gradients to the coordinator to obtain
the aggregate value calculated by the coordinator. Note that
for such a scheme, the interactions need both-way interactions
between the coordinator and agents, while agents only need
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to receive the information from the coordinator. Nevertheless,
for this kind of topology, agents need no interactions with
the coordinator but communication with their neighbors in the
cluster to obtain the aggregate gradient.

However, in real engineering applications, agents might not
directly share gradient information or deliver it to the coor-
dinator due to privacy concern, the cost function or gradient
information is regarded as the sensitive information known to
user that has to be kept confidential, such as in [35]. In this
case, it is very important to set up the communication structure
among the agents within the cluster, so that each agent can
estimate the gradient information of the whole cluster only by
exchanging estimates with its neighbors without taking risks
to transfer the privacy information to the coordinator.

IV. MAIN RESULTS

In this section, we show the main results of the multi-
cluster aggregative game by subsection preliminary results and
subsection convergence analysis.

A. Preliminary Results

In this subsection, we introduce the preliminary results
including the properties of W j , W̃h, the extended matrix W̃h,
and the compact form of Algorithm 1, in order to further
support the convergence prove.

Next, we give a lemma of a local cluster’s gradient tacking
method, cf., [36].

Lemma 2: Suppose Assumption 2 holds, we have

ȳjk =
1

nj

nj∑
i=1

yji,k =
1

nj

nj∑
i=1

∇vjθ
j
i (x

j
i,k, v̂

j
k).

Proof : Note that

yjk+1 = (W j ⊗ Iq)y
j
k + (Θj

vj
(xjk+1, v̂

j
k+1)−Θj

vj
(xjk, v̂

j
k)),

(15)

We multiply 1Tnjq/nj to both sides of the (15), since
1Tnjq(W

j ⊗ Iq) = 1Tnjq in light of Assumption 2. Then, it
suffices to have

ȳjk+1 = ȳjk +
1

nj
1Tnjq(Θ

j

vj
(xjk+1, v̂

j
k+1)−Θj

vj
(xjk, v̂

j
k)).

By recalling the definition of Θj
vj (x

j , v̂j)), we have

1

nj
1TnjqΘ

j

vj
(xjk, v̂

j
k) =

1

nj

nj∑
i=1

∇vjθ
j
i (x

j
i,k, v̂

j
k).

Thus, it follows that

ȳjk+1 −
1

nj

nj∑
i=1

∇vjθ
j
i (x

j
i,k+1, v̂

j
k+1)

= ȳjk −
1

nj

nj∑
i=1

∇vjθ
j
i (x

j
i,k, v̂

j
k)

= ȳj0 −
1

nj

nj∑
i=1

∇vjθ
j
i (x

j
i,0, v̂

j
0).

This together with the initial values yji,0 = ∇vjθji (x
j
i,0, v̂

j
0)

implies that ȳjk = 1
nj

∑nj
i=1∇vjθ

j
i (x

j
i,k, v̂

j
k). �

In the following, we introduce the properties of the matrix
W̃h by two lemmas.

Lemma 3: Suppose Assumption 2 holds. For all j ∈ V , if
0 < ξjh < wjj

wjh
holds, then the spectral radius of W̃h, denoted

by ρ(W̃h), is less than 1, for all h ∈ V , i.e., ρ(W̃h) < 1.
Furthermore, there exists a norm ‖·‖w such that ‖W̃h‖w < 1.

Proof : Due to Lemma 3 of [37], it follows that ρ(W̃h) < 1.
Next, we introduce the following lemma to facilitate the proof.

Lemma 4: ([38], Th.5.6.10) Let W̃h ∈ Rn×n and ε > 0
be given. There is a matrix norm ‖ · ‖w such that ρ(W̃h) ≤
‖W̃h‖w ≤ ρ(W̃h) + ε.

By invoking the above lemma, it is straightforward to see
that ε can be any value, so we can set ε sufficient small such
that ρ(W̃h) + ε < 1, then there always exist a matrix norm
‖·‖w such that ‖ρ(W̃h)‖w < ρ(W̃h)+ε < 1, which facilitates
the proof. �

Since W̃ is symmetric, we can choose 2-norm directly, i.e.,
‖W̃h‖2 < 1.

We give the following definitions to recast the distributed
algorithm 1 into a collective form from an intuitive perspec-
tive. Recall that v̂j(h) is the coordinator j’s estimate to the
aggregate quantity of cluster h, we can compactly denote all
clusters’ estimates of cluster h by

v̂:(h) , (v̂1(h), . . . , v̂j(h), . . . , v̂m(h)).

Furthermore, the piled up vector from 1 to m is defined by
V̂ = col(v̂:(j))j∈V).

For further analysis, here we define a matrix Rj to extract
the estimate of cluster j from V̂ , i.e.,

Rj ,

 [E1]11 . . . [0q×mq]m1
...

. . .
...

[0q×mq]1m . . . [Em]mm

 ,

where [Ej ] , [0q×(<jq), Iq,0q×(>jq)], and there are m2

blocks in Rj , and the subscript of a block represent its
positions i.e., when the block’s subscript is ij, it means the
block is in block row i, block column j. Each block row has a[
0q×(<jq), Iq,0q×(>jq)

]
in respective position, i.e., for block

row j, the block is in position jj. and the rest block row are
all [0q×mq]. Thus, Rj V̂ = v̂j .

For the brevity of notation , we denote xk , col((x
j
k)j∈V),

vk , col((vjk)j∈V), Vk , col((1m ⊗ vhk )h∈V), v̂k ,
col((v̂jk)j∈V), V̂k , col(v̂

:(h)
k )h∈V), v̂jk , col((v̂

j
i )i∈Sj ), v̂k ,

col((vjk)j∈V), yjk , col((yji,k)i∈Sj ), Y k , col((yjk)j∈V),
Y k , col(1nj ⊗ (ȳjk)j∈V), W̃ , diag((W̃ j)j∈V), W ,
diag((W j)j∈V), W ,W ⊗ Iq , and R , diag((Rj)j∈V).

In order to facilitate the calculation, we define a matrix M
as follows

M ,


1
n1

1Tn1
⊗ Iq · · · 0

...
. . .

...
0 · · · 1

nm
1Tnm ⊗ Iq

 ∈ Rmq×nq, (16)

and we can get nM , ‖M‖ = maxj∈V
√

1
nj

. Note that, nM is
exploited to simplify the notation in what follows. Moreover,
we define M , diag((1m ⊗ 1

nj
1Tnj ⊗ Iq)j∈V) ∈ Rmmq×nq .

By the definition of v, M , V , M , it can be deduced that
v = Mx and V = Mx.
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The compact form of Algorithm 1 is given as follows

Vk =Mxk, (17)

V̂k+1 =Vk −
(
W̃ ⊗ Iq

)(
Vk − V̂k

)
, (18)

v̂k+1 =R(1m ⊗ V̂k+1), (19)
xk+1 =xk − γ (Θx (xk, v̂k) + Y k) , (20)
Y k+1 =WY k + Θv (xk+1, v̂k+1)−Θv (xk, v̂k) . (21)

Suppose Assumptions 1, 2 hold. The Algorithm 1 is equiv-
alent to (17), (18), (19), (20), and (21). Therein, the compact
form of x̂k+1 and Y k+1 are straightforward by (13) and (14).
Furthermore, for v̂k+1, in light of 11, we have

v̂
:(h)
k+1 = 1m ⊗ vhk − (W̃h ⊗ Iq)

(
1m ⊗ vhk − v̂

:(h)
k

)
, , (22)

and we stack vectors from 1 to m, which yields (18). For
cluster j at time k, every agent gets a copy estimate v̂jk from
coordinator j by receiving the broadcasting signal. Namely,
for overall compatibility, the act of broadcasting is that every
item v̂

j(h)
k in vector v̂:(h)

k makes nj copies. As a result, it leads
the dimensions of compact vector v̂:(h)

k extended from m to n.
Denote the extended vector by v̂

:(h)
k , then the extended (22)

is given by

v̂
:(h)
k+1 = 1n ⊗ vhk − (W̃h ⊗ Iq)

(
1n ⊗ vhk − v̂

:(h)
k

)
, (23)

where v̂
:(h)
k , col((1nj ⊗ v̂

j(h)
k )j∈V), and let enj =

(1, 0, . . . , 0) ∈ Rnj , for item wjs in matrix W̃h replaced
by block wjs ⊗ 1nj ⊗ (ens)

T form matrix W̃h, i.e., W̃h ,
[(wjs ⊗ 1nj ⊗ (ens)T )j,s∈V ]. Moreover, by elementary trans-
formation of W̃h − λIn, we can get a matrix consisted of
two nonzero blocks On the diagonal, while other elements
of this matrix are all zeros. One of the nonzero blocks is
W̃h−λIm, however, the other one is −λIn−m. According to
the determinant properties of the partitioned matrix, we can get
det(W̃h−λIn) = det(W̃h−λIm)det(−λIn−m). As a result,
we can derive that the spectral radius of matrix W̃h is equiva-
lent to W̃h, i.e., ρ(W̃h) = ρ(W̃h). Additionally, invoking the
properties of the Kronecker product, ρ(W̃h ⊗ Iq) = ρ(W̃h)
is hold, and the same as W̃ which is given by

ρ(W̃h ⊗ Iq) = ρ(W̃h). (24)

To proceed with the analysis of the convergence, as the
definitions of V̂k, Vk and W̃ , we define the following variables:
V̂k , col(v̂

:(h)
k )h∈V), Vk , col((1n ⊗ vhk)h∈V), and W̃ ,

diag((W̃j)j∈V). For V̂k, Vk, v̂k, vk, vk, V̂k, and Vk, we

have ‖V̂k−Vk‖ =
√∑m

s=1

∑m
j=1 ‖v̂

s(j)
k − vjk‖2, ‖v̂k−1m⊗

vk‖ =
√∑m

j=1

∑m
s=1 ‖v̂

j(s)
k − vsk‖2. Furthermore, it follows

that ‖V̂k − Vk‖ = ‖v̂k − 1m ⊗ vk‖, and

‖v̂k − 1n ⊗ vk‖ =‖V̂k −Vk‖

=

√√√√ m∑
j=1

m∑
s=1

nj‖v̂j(s)k − vsk‖2. (25)

B. Convergence Analysis

Next, we give assumptions on the mappings defined in (5)
and (8) to facilitate the prove of the convergence of Algorithm
1.

Assumption 3: The following hold for the above defined
mappings associated with the problem (3):

1) The mapping Θ(x) is strongly monotone with η > 0
and Lipschitz continuous with L > 0 on Rnq , i.e.,(

Θ(x)−Θ
(
x′
))T (

x− x′
)
≥ η

∥∥x− x′
∥∥2
,∀x,x′ ∈ Rnq,

‖Θ(x)−Θ(x′)‖ ≤ L‖x− x′‖, ∀x,x′ ∈ Rnq.

2) The mapping Θx(x, z) + Θ̄z(x, z) is Lipschitz contin-
uous with constant LΘ > 0 on Rnq × Rnmq , i.e.,∥∥Θx(x, z) + Θ̄z(x, z)−Θx(x′, z′)− Θ̄z(x

′, z′)
∥∥ ≤

LΘ(
∥∥x− x′

∥∥+
∥∥z− z′

∥∥), ∀x,x′ ∈ Rnq,∀z, z′ ∈ Rnmq.

3) The mapping Θz(x, z) is Lipschitz continuous with
constant Lv > 0 on Rnq × Rnmq , i.e.,∥∥Θz(x, z)−Θz(x

′, z′)
∥∥ ≤

Lv(
∥∥x− x′

∥∥+
∥∥z− z′

∥∥), ∀x,x′ ∈ Rnq, ∀z, z′ ∈ Rnmq.

Assumption 3 is common in many literature on aggregative
games and aggregative optimizations, such as [39] and [40].
Furthermore, we give the following lemma that is also seen
in [41].

Lemma 5: Suppose Assumption 3 holds Then ‖x−γΘ(x)−
(x′ − γΘ(x′))‖ ≤

√
1− 2ηγ + L2γ2‖x − x′‖ hold, for all

x,x′ ∈ Rn, where γ ∈ (0, 2η
L2 ).

Proof: Note that

‖x− γΘ(x)− (x′ − γΘ(x′))‖2

≤ ‖x− x′‖2 − 2γ
〈
x− x′,Θ(x)−Θ(x′)

〉
+ ‖Θ(x)−Θ(x′)‖2,

≤(a) (1− 2ηγ + L2γ2)‖x− x′‖2,

where (a) is invoking the strong monotonicity and the Lips-
chitz continuous properties of Θ(x). �

To advance the proof, we introduce a lemma in the follow-
ing, and omit the proof since it is analogous to Lemma 1 in
[42] or Lemma 4 in [40].

Lemma 6: The following formulas hold under Assumption
1,
• (W j ⊗ Iq)J

j = J j(W j ⊗ Iq) = J j ;
• ‖(W j ⊗ Iq)y

j − J jyj‖ ≤ ρj‖y − J jy‖ for any yj ∈
Rnjq , where ρj , ‖(W j ⊗ Iq)− J j‖ < 1. �

We then present the following proposition, which is essen-
tial to demonstrate the convergence of Algorithm 1.

Proposition 1: Suppose Assumptions 1, 2, and 3 hold.
Furthermore, if x∗ fulfills the optimality condition (7), then
we have the following linear inequality system (LIS): ‖xk+1 − x∗‖

‖v̂k+1 − 1n ⊗ vk+1‖
‖Y k+1 − Y k+1‖

 ≤ G (γ)

 ‖xk − x∗‖
‖v̂k − 1n ⊗ vk‖
‖Y k − Y k‖

 ,

(26)

where the matrix G(γ) is defined as follows

G (γ) ,

 ∆ LΘγ γ
G1γ σw + τLΘγ τγ
G2γ Lvσs + LvLΘγ ρ+ Lvγ

 , (27)
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with parameters defined by τ ,
√
nnM , G1 , τLΘ(1 +

τ), G2 , LvLΘ + τLvLΘ, ∆ ,
√

1− 2ηγ + L2γ2, for all
γ ∈ (0, 2η

L2 ), σw , ‖W̃ ⊗ Iq‖, σs , ‖Inq − W̃ ⊗ Iq‖, and
ρ , ‖W − J‖.

Proof: By (20) and (7), we have

‖xk+1 − x∗‖
≤ ‖xk − x∗ − γ ((Θx (xk, v̂k) + Y k)− (Θ (x∗,1n ⊗ v∗)))‖
≤ ‖xk − x∗ − γ(Θx (xk,1n ⊗ vk) + Θ̄v (xk,1n ⊗ vk)

−Θ (x∗,1n ⊗ v∗) + Θx (xk, v̂k) + Y k

−Θx (xk,1n ⊗ vk)− Θ̄v (xk,1n ⊗ vk) + Y k − Y k)‖
≤ ‖xk − x∗ − γ(Θx(xk,1n ⊗ vk) + Θ̄v (xk,1n ⊗ vk)

−Θ (x∗,1n ⊗ v∗))‖+ γ‖Θx(xk, v̂k) + Y k

−Θx(xk,1n ⊗ vk)− Θ̄v(xk,1n ⊗ vk)‖+ γ‖Y k − Y k‖
≤(a) ∆ ‖xk − x∗‖+ γLΘ ‖v̂k − 1n ⊗ vk‖+ γ

∥∥Y k − Y k

∥∥ ,
(28)

where ∆ ,
√

1− 2ηγ + L2γ2. The first term of (a) follows
from Lemma 5 , while the second term follows from Assump-
tion 3.

Next, for the second line of the LIS, by (25), we have

‖v̂k+1 − 1n ⊗ vk+1‖ = ‖V̂k+1 −Vk+1‖

=
∥∥∥Vk − (W̃ ⊗ Iq)(Vk − V̂k)−Vk+1

∥∥∥
≤ σw‖v̂k − 1n ⊗ vk‖+ ‖Vk+1 −Vk‖ , (29)

where σw , ‖W̃ ⊗ Iq‖. By (24), we can derive that ρ(W̃ ⊗
Iq) < 1 holds. Namely, σw , ‖W̃⊗Iq‖ < 1 holds. Moreover,
for the second term of (29), we can get

‖Vk+1 −Vk‖
= ‖1n ⊗ vk+1 − 1n ⊗ vk‖ = ‖1n ⊗ (vk+1 − vk)‖
= ‖1n ⊗ (Mxk+1 −Mxk)‖ = ‖1n ⊗M (xk+1 − xk)‖
≤ ‖1n‖ ‖M (xk+1 − xk)‖ ≤ τ ‖xk+1 − xk‖ . (30)

Thus, we have

‖v̂k+1 − 1n ⊗ vk+1‖
≤ τLΘγ(1 + τ) ‖xk − x∗‖+ τγ

∥∥Y k − Y k

∥∥
+ (τγLΘ + σw) ‖v̂k − 1n ⊗ vk‖ . (31)

In the following, we aim to derive the third line of LIS.
More succinctly, denote W j , W j ⊗ Iq , Jj , 1

nj
1nj1

T
nj ,

J j , Jj ⊗ Iq , J , diag((J j)j∈V), In , diag((Inj )j∈V),
and W be as defined in (21), in light of Lemma 6, it is easy
to verify that WY k − JY k = (W − J) (Y k − JY k) hold.
Therefore,∥∥Y k+1 − Y k+1

∥∥
≤ ‖WY k − JY k + (I − J) (Θv(xk+1, v̂k+1)−Θv(xk, v̂k))‖
≤ ‖(W − J) (Y k − JY k)‖

+ ‖(I − J)‖ ‖(Θv(xk+1, v̂k+1)−Θv(xk, v̂k))‖ , (32)

by ρ , ‖W − J‖ = max{ρj} < 1, ‖I − J‖ = 1, and
Assumption 3, we have∥∥Y k+1 − Y k+1

∥∥ ≤ ρ ∥∥Y k − Y k

∥∥+ Lv (‖xk+1 − xk‖
+ ‖v̂k+1 − v̂k‖) . (33)

In the following, we will separately analyze the second and
third terms on the right-hand of (33). In light of Assumption
3, we have

‖xk+1 − xk‖
≤ γ‖(Θx(xk, v̂k)) + Y k −Θ(x∗,1n ⊗ v∗) + Y k − Y k‖
≤ LΘγ ‖xk − x∗‖+ LΘγ ‖v̂k − 1n ⊗ v∗‖+ γ

∥∥Y k − Y k

∥∥
≤ LΘγ ‖xk − x∗‖+ LΘγ ‖v̂k − 1n ⊗ vk‖+ γ

∥∥Y k − Y k

∥∥
+ LΘγ‖1n ⊗ vk − 1n ⊗ v∗‖, (34)

and by the definition of M in (16), i.e., v = Mx, it yields
‖1n⊗vk−1n⊗v∗‖ ≤ ‖1n⊗ (Mxk−Mx∗)‖ ≤ τ‖x−x∗‖.
Thus, (34) is equivalent to

‖xk+1 − xk‖
≤ (LΘγ + τLΘγ) ‖xk − x∗‖+ γ

∥∥Y k − Y k

∥∥
+ LΘγ ‖v̂k − 1n ⊗ vk‖ .

Furthermore, it follows from (24) and (25) that

‖v̂k+1 − v̂k‖ = ‖V̂k+1 − V̂k‖
= ‖Vk − (W̃ ⊗ Iq)(Vk − V̂k)− V̂k‖
≤ ‖Inq − W̃ ⊗ Iq‖‖Vk − V̂k‖
≤ σs‖v̂k − 1n ⊗ vk‖. (35)

Above all, due to (33), (34), and (35), it can be verified that∥∥Y k+1 − Y k+1

∥∥ ≤ (ρ+ Lvγ)
∥∥Y k − Y k

∥∥
+ (LvLΘγ + τLvLΘγ)‖xk − x∗‖
+ (LvLΘγ + Lvσs)‖v̂k − 1n ⊗ vk‖. (36)

By combining (28), (31), and (36), we conclude that the
LIS proposed in Proposition 1 holds, which further implies
that (27) holds. �

Lemma 7: ([38],Th.6.3.12) Let G(γ) be differential at
γ = 0. Assume that λ is an algebraically simple eigenvalue
of G(0), and λ(γ) is an eigenvalue of G(γ), for small γ,
λ(0) = λ holds. Let w and v be a left eigenvector and a right
eigenvector of G, respectively. Thus, the following equality
holds:

λ′(0) =
wTG′(0)v

wT v
.

Proposition 2: There exists a positive step-size γ near 0,
which results in the spectral radius of G(γ) strictly less than
1. The bound of γ can be estimated by solving the det(I3 −
G(γ)) = 0. Namely, let γs be the smallest positive root of
det(I3 − G(γ)) = 0, then for every 0 < γ < min{γs, 2η

L2 },
ρ(G(γ)) < 1 holds.

Proof: Firstly, we prove the existence of the γ. Let γ = 0,
we have

G(0) =

1 0 0
0 σw 0
0 Lvσs ρ

 . (37)

We can observe that ρ(G(0)) = 1, since 0 < σw < 1 and 0 <
ρ < 1. Accordingly, we have w = [1, 0, 0]T and v = [1, 0, 0]T

to be the left and right eigenvector of G respectively. Since the
existence of γ depends on how the eigenvalue λ(γ) of G(γ)
changes near 0, we need to take the derivative of λ(γ). Also,
by Theorem 1 of [43], λ(γ) is unique at the neighborhood of
γ = 0. In light of Lemma 7, we have

dλ(γ)

dγ

∣∣∣∣
γ=0

=
wT dG(γ)

dγ

∣∣∣
γ=0

v

wT v
=

−2η + 2Lγ

2
√

1− 2ηγ + L2γ2

∣∣∣∣∣
γ=0

= −η.
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Note that G(γ) is continuous with respect to γ, and so does
λ(γ). Since −η < 0, λ(γ) decreases while γ increases. Recall
that ρ(G(0)) = 1, then we can conclude that when γ increases
from 0 to a positive sufficient small value, ρ < 1. Namely,
there always exists γ > 0 such that ρ(G(γ)) < 1. Secondly, by
Perron-Frobenius theorem, G(γ) is primitive and ρ(G(γ)) is a
simple and biggest eigenvalue of G(γ). Since the determinant
is equal to the product of the eigenvalues, det(I3−G(γ∗)) = 0
implies ρ(G(γ∗)) = 1. It can be deduced that for the smallest
positive solution of this equation γs, det(I3−G(γs)) = 0 hold.
Furthermore, for every 0 < γ < min{γs, 2η

L2 }, ρ(G(γ)) < 1
holds. �

Theorem 1: Suppose Assumptions 1, 2, and 3 hold. When
0 < γ < min{γs, 2η

L2 } holds, xk generated by Algorithm
1 converges to a Nash equilibrium x∗ = (x1∗, . . . , xm∗)
of problem (3) at a linear convergence rate, and x∗ fulfills
the optimality condition (7). Furthermore, all coordinators’
estimates of aggregate quantities reach a consensus when
k →∞, i.e.,

lim
k→∞

v̂jk = lim
k→∞

v̂hk = lim
k→∞

vk = v∗, ∀j, h ∈ V, (38)

where v̂jk , v̂(xjk), v̂hk , v̂(xhk), vk , v(xk), v∗ , v(x∗).
Proof: In light of Proposition 1 and Proposition 2, we have

lim
k→∞

v̂k = lim
k→∞

1n ⊗ vk = 1n ⊗ v∗,

which represents that the copies of coordinators’ aggregative
mappings’ estimates reach consensus, and further implies that
the coordinators’ estimates reach consensus.

Due to the strong monotonicity in Assumption 2, there exists
a unique Nash equilibrium of (3) , and it satisfies the optimal
condition (7). Furthermore, in conjunction of Proposition 1 and
2, we have that xk → x∗ with a linear rate when k →∞. �

Remark 2: From the above analysis, it can be deduced that
the scenario discussed in Remark 1, where there is no agent-
agent communication within each cluster, is a special case
of the topology shown in Fig.1. Namely, Algorithm 1 is still
suitable for such a topology.

Since γs in Proposition 2 is with high calculation expense,
we utilize the following propositions to obtain a slightly strict
upper-bound γ′s.

Proposition 3: Suppose Assumptions 1-3 hold. We utilize
1 − Ξγ to replace ∆ in (27), and it forms a matrix M(γ),

where Ξ ,
1−

√
1+

(a2−2a)η2

L2
aη

L2
, a ∈ (0, 2). Then we have

ρ(G(γ)) < ρ(M(γ)), ∀γ ∈ (0,
aη

L2
]. (39)

Furthermore, if γ′s is the smallest positive solution of det(I3−
M(γ)) = 0, then ρ(G(γ)) < 1 holds, for all γ ∈
min{r′s,

aη
L2 }, a ∈ (0, 2), where r′s is given by

γ′s =
Ξ(1− ρ)(1− σw)

(G1 + τΞ)(LΘ − ρLΘ + Lvσs) + (1− σw)(ΞLv +G2)
,

where G1, G2, and Ξ are defined in Proposition 1 and 3.
Proof: By the definition of Ξ and a, we have that Ξ is a

constant when a ∈ (0, 2) is given. Furthermore, 1 − Ξγ is
a function of γ, and it always has a greater function value
than another function ∆(γ) when γ is in (0, aηL2 ]. Notably,
G(γ) and M(γ) are nonnegative. By Corollary 8.1.19 of [38],

we have ρ(G(γ)) < ρ(M(γ)) since ∆(γ) < 1 − Ξγ, which
implies that if a proper γ fulfills ρ(M(γ)) < 1, then it must
have ρ(G(γ)) < 1 holds. Additionally, γ′s can be calculated
by solving det(I3 −M(γ)) = 0. The proof is complete. �

V. APPLICATION TO THE ENERGY INTERNET

In this section, we present a numerical simulation of an
Energy Internet system.

In an Energy Internet system, an energy subnet corresponds
to a cluster in the game, while an energy hub corresponds to
an agent. As shown in Fig.2, all energy hubs are physically
linked together by a unified energy bus. For each energy
subnet, there exists a coordinator gathering information from
hubs. Each coordinator is in charge of a certain number of
energy hubs’ information transmitting, meanwhile, they can
also communicate mutually at the same time. In addition,
we hypothesize that each hub can communicate with adjacent
hubs in the same subnet to obtain estimates of the aggregate
functional values of the entire subnet, which are referred to as
private information in literature (see e.g., [44]) while avoiding
direct transmission of these values.

Energy market

1

Electricity

Heat

Gas

Energy port

Energy bus

Energy HubEnergy subnet
Information connection
Broadcasting device

Information flow

Energy flow

Electricity flow

Heat flow

Gas flow

Fig.2. The schematic of an Energy Internet system and
energy hubs.

A. Case 1: Small-Scale Energy Subnets

Herein, we consider a game with 4 energy subnets in
different regions (communities) of 7, 8, 9, 10 hubs (unified
interfaces) respectively. For each j ∈ 1, 2, 3, 4, i ∈ Sj , without
loss of generality, set γ = 0.003, 0 < ξjh < wjj

wjh
, every

element in diagonal matrix Qji is randomly drawn from [2, 4].
The same as bji , d

j
i , and cji , elements are randomly drawn from

[−3, 1], [1, 3], and [4, 5], respectively. Moreover, Cji ∈ R3×3

is a diagonal matrix, and the elements on the diagonal take
different values corresponding to different energy policies,
where the element values are randomly drawn from (0, 1].

The trajectories of relative error ‖xk−x
∗‖

‖x0−x∗‖ of Algorithm
1 and Algorithm in [12] are depicted in Fig.4. Recall that
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the Algorithm in [12] require an extra communication graph
that is independent of all other inner-cluster communication
subgraphs. We can see that although both xk converge to Nash
equilibrium at a linear convergence rate, Algorithm 1 can reach
a better rate compared to [12].

In addition, denote the v̂j [1] the first element of v̂j , i.e., the
estimate of aggregate electricity flow of cluster j. As shown in
Fig.4, we present the trajectories of electricity strategy v̂[1],
from which it is seen that all coordinators’ estimates will
eventually reach consensus, i.e., v̂j = v̂h,∀j, h ∈ V .

0 500 1000 1500 2000
10

-6

10
-4

10
-2

10
0

Fig.3. The trajectories of ‖xk−x
∗‖

‖x0−x∗‖ of Algorithm 1 and
Algorithm in [12] .

Fig.4. The trajectories of v̂[1].

In order to show the communication advantages of multi-
aggregative games. We present the consensus process of two
estimators which are v̂ in this work and q̂ introduced in
[22] for comparison. In our setting, we use 3-dimension xji
to be hub’s decision, and hence the aggregate quantity v is
also a 3-dimension vector. Thus, the estimator v̂ is a 12-
dimension vector for 4 clusters. However, in [22], the estimator
q̂ has to be a 102-dimension vector, since it estimates all
34 agents’ decisions. Then we let v̂ and q̂ reach consensus
in G0 to v̄ and q̄ which are randomly drawn from [30, 50]
respectively. As is depicted in Fig.5, where ε represents the
upperbound of ‖v̂(q̂) − v̄(q̄)‖, that estimator q̂ cost more
time compared to v̂. However, this is a conservative gap

between these two kinds of estimators, since q̂’s dimensions
will keep expanding with the increase of the agents while v̂
is not. Additionally, the whole system requires less mutually
communications between individuals (agents, coordinators) by
hierarchical scheme in this work compared to those network
schemes without coordinators, such as [11], [12], and [22].
Thus, the multi-cluster aggregative game model is more suit-
able for large-scale participant interaction scenarios compared
to conventional multi-cluster games.

0.1 0.01 0.001 0.0001 0.00001
0

0.02

0.04

0.06

0.08

0.1

0.12

Fig.5. The processing time of the convergence process of
v̂(q̂) to v̄(q̄) under different ε.

In addition, we set a = [1, 1, 1, 1], ã = [0.9, 0.6, 0.5, 0.1],
termed impact factors, which implies the different policies cor-
responding to different communities. These impact factors can
be regarded as the government’s energy policies for different
regions. a means that the price is completely dependent on the
aggregate quantity of the whole game 1

n

∑m
j=1

∑nj
i=1 x

j
i , the

same setting can be referenced in [26]. Meanwhile, ã states
for different percentage of other communities to influence the
corresponding cluster, see in subsection II-B. Form Fig.6, we
can see that the price is higher with parameter ã compared
to a, and the same with xj . It results in a higher payoff.
Namely, communities tend to generate more power with the
higher energy price, and it yields a higher return. Thus, it is a
more flexible way corresponding to different energy policies
in different regions.

B. Case 2: Large-Scale Energy Subnets

In this subsection, we show the “anonymity”, “lightweight”,
and “plug and play” features by extending the scale size of
each subnet and the number of subnets. The large-scale energy
subnets diagram is shown in Fig.7.

To show the “anonymity” feature of Algorithm 1, we
compare the algorithm’s performances by adding a different
number of agents to each subnet, i.e., 4 subnets with 7, 8, 9,
and 10 agents, 4 subnets with 25, 30, 35, and 40 agents, and
4 subnets with 100, 150, 200, and 250 agents. As depicted in
Fig.8, the convergence rate of Algorithm 1 has barely changed,
even with the number of agents having reached 100, 150, 200,
and 250. The “anonymity” feature of Algorithm 1 makes it
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Community1 Community2 Community3 Community4
0

1
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Community1 Community2 Community3 Community4
0

10

20

Fig.6. The prices, aggregate energy generation, and the
payoff values with respect with different communities under

ã and a.

Energy subnet-8

Energy subnet-5

Energy subnet-0

Energy subnet-9

Coordinators communication network

Energy bus

Fig.7. The Energy Internet system with large-scale energy
subnets.

more readily for extending new hubs.
The “ lightweight ” feature is present in the following.

Recall that n ,
∑m
j=1 nj is the total number of agents,

m is the number of clusters, q is the strategy dimensions
of each agent, and we denote by T the iteration rounds of
the algorithm, moreover, the date type is set to be double.
Then, as shown in table I, we can infer that for large-
population clusters, i.e., n is sufficient large, the requirement
calculation resource, like RAM, would cost less in Algorithm
1 than other multi-cluster algorithms. For instance, in the

TABLE I
COMPARISON WITH AGENTS’ ESTIMATES OF OTHER

MULTI-CLUSTER ALGORITHMS

a estimator total estimators

dimensions RAM(GB) dimensions RAM(GB)

This paper q 8qT
10243 mq 8mqT

10243

[12], [22] nq 8nqT
10243 n2q 8n2qT

10243

case of 4 subnets scenario, and each subnet has 100, 150,
200, 250 agents respectively. A hub processes a estimator of
3∗(100+150+200+250) dimensions, and the total estimators
dimensions reach 3 ∗ (100 + 150 + 200 + 250)2. With 20000
iterations, the algorithms require at least total 219GB RAM if
there exist no simplification measurements, whereas Algorithm
1 requires only 0.000447GB. Thus, the “lightweight” feature
of Algorithm 1 makes it more practical and stable in large-
population cases.

To demonstrate the “plug and play” feature, we not only
increased the number of agents in each subnet but also
expanded the number of subnets from 4 to 6, and 10. As
shown in Fig.9, the performance of Algorithm 1 remains stable
under different numbers of subnets and total agents, which are
4 subnets with 34 agents, 6 subnets with 415 agents, and 10
subnets with total of 1077 agents.

Combined with features of “anonymity”, “lightweight”, and
“plug and play”, Algorithm 1 is suitable for large-population
multi-agent systems and can readily be implemented.

Fig.8. The trajectories of ‖xk−x
∗‖

‖x0−x∗‖ under 4 subnets with 7, 8,
9, 10 agents, 4subnets with 25, 30, 35, 40 agents, and 4

subnets with 100, 150, 200, 250 agents.

VI. CONCLUSION

In this paper, we proposed a multi-cluster aggregative game
with a hierarchical communication architecture, where each
cluster has a semi-decentralized structure, and coordinators
are able to communicate with each other. The decisions are
collected and transmitted by coordinators, while gradients
required for agents are estimated through communication with
their neighbors within the cluster. This framework offers the
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Fig.9. The trajectories of ‖xk−x
∗‖

‖x0−x∗‖ under 4 subnets with total
34 agents, 6 subnets with total 415 agents, and 10 subnets

with total 1077 agents.

benefits of easy extension and privacy preservation. Subse-
quently, we developed a linearly convergent algorithm to seek
Nash equilibrium and provided a rigorous proof of conver-
gence. By considering aggregate quantities of each cluster,
multi-cluster aggregative games are particularly suitable for
large-scale scenarios as they significantly reduce the com-
munication burden between clusters. Additionally, the semi-
decentralized structure of each cluster readily accommodates
the “plug and play” needs of numerous engineering systems.
We further discussed its potential application to the Energy
Internet and demonstrated its effectiveness through numerical
simulations.
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