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Abstract—Detecting errors in traffic trajectories (i.e., packet
forwarding paths) is important to operational networks. Sev-
eral different traffic monitoring algorithms such as Trajectory
Sampling, PSAMP, and Fatih can be used for traffic trajectory
error detection. However, a straight-forward application of these
algorithms will incur the overhead of simultaneously monibring
all network interfaces in a network for the packets of interest.
In this paper, we propose a novel technique called router grop
monitoring to improve the efficiency of trajectory error detection
by only monitoring the periphery interfaces of a set of seleed
router groups. We analyze a large number of real network
topologies and show that effective router groups with high
trajectory error detection rates exist in all cases. Howewe for
router group monitoring to be practical, those effective rauter
groups must be identified efficiently. To this end, we develop
an analytical model for quickly and accurately estimating he
detection rates of different router groups. Based on this mdel,
we propose an algorithm to select a set of router groups thatan
achieve complete error detection and low monitoring overhad.
Finally, we show that the router group monitoring technique can
significantly improve the efficiency of trajectory error detection
based on Trajectory Sampling or Fatih.

Index Terms—Traffic trajectory error, monitoring, sampling, detec-
tion, router group

I. INTRODUCTION

bugs can cause a network interface to drop all future packets
(Cisco Advisory IDs [1]: cisco-sa-20080326-1Pv4IPv6 cos
sa-20090325-udp). Another bug may cause the firewall module
of Cisco routers to stop forwarding traffic (Advisory ID: ¢
sa-20090819-fwsm). Another bug may change the forwarding
table of a router (Advisory ID: cisco-sa-20080326-mvprgt Y
another bug may invalidate control-plane access contstd li
(Advisory ID: cisco-sa-20080604-asa). Multiple bugs ctops
access control list from working, so that unauthorizedfitraf
can go through the affected routers (Advisory IDs: cisco-sa
20090923-acl, cisco-sa-20071017-fwsm, cisco-sa-2004-11
gsr-acl, cisco-sa-20000803-grs-acl-bypass-dos). Astotiug
(Advisory ID: cisco-sa-20070412-wlic) could allow packet
filters to be inserted so that some packets may be dropped
silently.

According to Cisco advisory [1] and Quagga Bugzilla [3],
the reported Cisco and Quagga router bugs exist in multiple
versions of Cisco 10S and Quagga routing software, that is,
many deployed routers may be affected by those bugs. Worse,
there are likely many more bugs yet to be discovered.

Eliminating router implementation bugs during develop-
ment is hard, because no vendor can test all network de-
signs, configurations and traffic patterns that can exish@ t

Routers are Complex systemsy SO they are prone to |fﬁ.a.| world. Note that static router Conﬁguration correste
plementation bugs. Publicly available bug reports for Giscchecking tools [13][12] or control plane monitoring mecha-

routers and open-source router Quagga [4] show that a lafi@ms [24] do not help here. This is because the bugs may exist
number of router bugs, once triggered, can cause vatiafiic  €VeN when routers are correctly configured by the operator,
trajectory errorsincluding forwarding error (i.e., traffic devi- @ahd the control plane (e.g. OSPF, BGP) of a buggy router
ating from its intended forwarding paths), dropping eriie.( May continue to appear to be working correctly. Therefdre, i
traffic being mistakenly dropped) and filter-bypass errc. (i would be very beneficial for the network operator to have the
unauthorized traffic bypassing packet filters). These trafffbility to detect traffic trajectory errors quickly and eiintly
trajectory errors are serious problems because they maecalihen they are eventually triggered in the field.

network applications to fail and create security loophdtes

network intruders to exploit. B. Building Blocks of Trajectory Error Detection Systems

_ . _ A number of traffic trajectory error detection systems
A. The Need For Detecting Traffic Trajectory Errors (e.g.,WATCHERS [7][15], Fatih [20][21], SATS [19], Tra-

Here we list some recently reported Quagga and Cisi&ftory Sampling [10]) have been proposed. The detailed
router bugs that can cause traffic trajectory errors: description of these SyStemS is in Section VI. Although the

For Quagga routing software, multiple reported bugs cdtioposed systems employ different approaches to detecting
result in incorrect routing tables such as new routes beiffgiectory errors, they share two common building blocks:
ignored (Quagga Bugzilla [3] bug ID: 298, 464, 518), expired « Tracking routers’ control states: The control states (e.g.
routes being used (Quagga Bugzilla bug ID: 85, 134), inabrre  forwarding table, packet filters) of a router determine its
routes being installed (Quagga Bugzilla bug ID: 238, 546), intended behaviors, i.e., how it should process packets.
and routers stopping adapting to topology change (Quagga Commercial software such as Packet Design’s Route
Bugzilla bug ID: 107). For Cisco routers, multiple reported  Explorer [22] can accurately track the routing states of
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multiple routing protocols including BGP, OSPF, IS-IS, oo
and EIGRP. Existing trajectory error detection systems @  Feriphery mtriaces forroutr roup | & romarons o
employ their own approaches to tracking routers’ control
states. Our trajectory error detection prototype [30]
can also track the BGP and OSPF states by passively
collecting BGP and OSPF messages. These existing im-
plementations suggest that it is feasible to accuratetktra
routers’ control states. Therefore, this paper will focas o
the other orthogonal building block: monitoring the actual
traffic trajectories.

« Monitoring the actual traffic trajectories: To monitor
how the traffic flows through a network, the existing
techniques need to enable the traffic monitoring functidrg- 1. lllustration of router group monitoring technique.
on all the network interfaces in a network. Ideally, each ) ] ]
interface should monitor all traffic that is going througtih® Set of vertices (routers) arid is the set of edges (links).
it. However, monitoring all traffic at full rate will incur a A "OUter groupRG; is a set ofconnectedvertices such that
high monitoring and reporting overhead on both route®@Gi C V. When monitoring a router groufiGy;, interfaces
and the network, so in practice only a certain fraction &" €ach cut edgéu, v) € E with u € RG; andv € V'\ RG;
traffic is sampled for each monitoring period. Specifically® mo_nltored_. We informally refer to these interfaces as
during each monitoring period, all monitoring device&® perl_phery interfaces of a router group. The overhead of
deterministically choose a certain subset of the packets9nitoring a router group thus depends on the number of
be sampled by all interfaces. Different subsets of packdt§/Phery interfaces and the packet sampling rate used. The
are then monitored during different monitoring periodsP.Ote”t'al over_head saving comes from not monitoring those
Once the actual traffic trajectories are obtained, traffRd9es(u,v) with u, v € RG;.
trajectory errors can then be detected by comparing theFigure 1 illustrates how the router group monitoring ap-
observed traffic trajectories against the intended trajecfProach works. Router group 1 is a singleton router group.
ries according to the obtained control states. Although tH® monitor router group 1, we only need to monitor the
traffic sampling can help reduce the monitoring overhealdiree periphery interfaces represented by the black sirélg
existing approaches still require concurrently monitgrinmonitoring the router group 1, we can detect the forwarding
all network interfaces. In this paper, we propose a novelTor immediately because the flow 1 is leaving the group
technique to improve the efficiency of the trajectoryfom a wrong periphery interface. When monitoring the route
monitoring by only monitoring a subset of interface§roup 2, we can still detect this forwarding error. However,
during each monitoring period_ The proposed techniqlﬁeonitoring the router group 3 will not detect this Specifi[Der
is generic and can be adopted by mu|t|p|e trajectory erraﬁcause it has been self-corrected inside the group. Ties te
detection systems to improve their efficiency. us that a router group may not detect all errors originateshfr

the inside of the group.

Multiple router groups can be concurrently monitored as
long as the total processing overhead is below the desired

An important observation we made is that to detect a traffaeiling. Note that concurrently monitored router groups;
trajectory error, it is sufficient to have just one monitonegr- andRG; need not be disjoint. It is possible to choose a set of
face detect the error. In other words, monitoring all irdegfs router groups that guarantee to detect all persistentctaaje

concurrently is unnecessary and overkill for trajectoryoer errors. A sufficient condition is presented in Section IV.

detection. Take Figure 1 as an example, if all interfaces aréis result is intuitive because one can always chodse

monitored, then routers,, R5, and Rg can all detect the router groups wheréV is the number of routers and each

same forwarding error, which creates unnecessary momgtorigroup corresponds to a unique router in the network; this

overhead. strategy simply degenerates into the monitoring of all oekw
This observation leads to the following question: Comparéaterfaces.

to the straight-forward setting of monitoring all interéac ~ However, to determine whether router group monitoring

concurrently, is it possible to detect the same trajectorgre improves efficiency, a number of questions must be addressed

in fewer sampling periods (i.e., faster) on average, withoFRirst, how likely is a trajectory error inside a router grodg
increasing the overall processing overhead, by monitoringctable at the periphery interfaces? Second, what faaffast
fewer interfaces concurrently but each at a higher packée detection rate of a router group and how can we efficiently
sampling rate? Conversely, is it possible to maintain theesa identify router groups that have high detection rates? dlhir
detection speed, but reduce the overall processing oveihea how can we choose a set of router groups that can guarantee
monitoring fewer interfaces at the same packet samplirePraerror detection and achieve a low monitoring overhead? This
This paper studies these questions under a particular paper systematically addresses each of these questions and
terface monitoring strategy we catbuter group monitoring show that router group monitoring has significant efficiency
Suppose we model a network as a graplV, E) whereV is  benefits for trajectory error detection.

C. Router Group Monitoring



D. Contributions and Findings .

« We propose router group monitoring, which introduces a
new spatial dimension to traffic trajectory error detection
That is, in addition to the dimension of varying the packet
sampling rate to adjust the monitoring overhead, a new
dimension to be considered is which network interfaces
are to be monitored.

« To show that router group monitoring can be effective
in practice, we analyze a large number of real network
topologies by static computations and show that effective
router groups with high trajectory error detection rates
exist in all cases.

« We show that the router group size, the average router
degree inside a group, and the number of exiting periph-
ery interfaces are the key factors that influence a router
group’s detection rate. We develop an analytical model *
for quickly and accurately estimating the detection rates
of different router groups. This model makes it possible
to identify effective router groups efficiently.

« We propose an algorithm to select a set of router groups
that can achieve guaranteed error detection and low mon-
itoring overhead. We show that applying this algorithm
to select router groups to be monitored can significantly
improve the efficiency of trajectory error detection based
on Trajectory Sampling or Fatih.

E. Road-map

The rest of this paper is organized as follows. In Section II,
we study the effectiveness of router group monitoring irl rea
topologies. In Section Ill, we derive an analytical model fo
predicting the effectiveness of a router group. In Sectidn |
we formulate the router group selection problem and present
an efficient heuristic algorithm for router group selectiém
Section V, we show the benefits of applying router group
selection to Trajectory Sampling and Fatih. We discuss the
related work in Section VI and conclude the paper in Sec-
tion VILI.

Il. EFFECTIVENESS OFROUTER GROUP MONITORING IN
PRACTICE

A trajectory error represents a deviation from the intended
network path and thus can potentially be detected at many
interfaces in the network. Router group monitoring is a way
to exploit this observation. Specifically, even if the ta@y
of a packet starts to deviate from its intended path at a rou
inside a router group, the error may still be observable at tEer
periphery interfaces of the router group. The effectiverefs
the router group monitoring on detecting the three types

Filter-bypass error - A filter-bypass error causes a flow
to bypass a packet filter that should drop it. When a
filter-bypass error occurs inside a router group, whether
it will be detected by monitoring the periphery interfaces
depends on the distribution of packet filters inside the
group. If the flow encounters another packet filter that is
designed to drop it as well before it leaves the group,
then the specific filter-bypass error will not be detected.
On the other hand, if the flow leaves the group, then a
periphery interface will see the unexpected flow so that
the error will be detected. In practice, configuring the
same packet filter on multiple routers along a path is not
very common due to its inefficiency, so most filter-bypass
errors will be easily detected. Thus, this paper will not
focus on filter-bypass errors.

Forwarding error - A forwarding error misforwards a flow
to a wrong nexthop. A forwarding error can lead to two
possible outcomes:

1) Forwarding loop error: If a forwarding loop keeps a
packet inside the router group, the packet will never leave
the router group and can be detected just like a dropping
error. If the forwarding loop takes the packet outside
of the router group, if the exiting periphery interface is
wrong, the error is detected. On the other hand, if the
exiting periphery interface happens to be correct, thererro
is not detected by this router group.

2) Detour error (no loop is formed): If the detour takes
the packet outside of the router group via an incorrect
exiting periphery interface, the error is detected. On the
other hand, if the exiting periphery interface happens to
be correct, the error is not detected by this router group.
Therefore, a router group does not guarantee the detection
of all forwarding errors that start inside the group. Differ
ent router groups can also have different error detection
rates. Ultimately, multiple router groups must be chosen
carefully to guarantee the detection of all trajectory esro
and achieve low monitoring overhead. In this paper, we
will focus on detecting forwarding errors because they are
more subtle and more difficult to detect. Applying router
group monitoring approach to detect other trajectory
errors (e.qg. filter-bypass error) is studied in detail in][30
Our evaluation shows that the router group monitoring
approach is also effective in detecting other types of
trajectory errors.

A router at which an error occurs is calledr@sbehaving
router. The misbehaving router’s erroneous action such as
opping traffic, misforwarding traffic and allowing traffio
ypass filters is called #&ajectory error. More formally, a

isbehaving router is said to have one forwarding error with
%spect to a flowi denoted asF; if it forwards all packets
belonging toF; to a wrong next hop interface. We perform
« Dropping error - A dropping error simply drops ally series of empirical experiments to understand the imgfact o

packets in the affected flow. Because a packet that risuter group monitoring on forwarding error detection.
simply dropped in the middle of its trajectory will never

leave the router group, by consistently observing packets ,

missing from the intended exiting periphery interface, thfé- Methodologies

error is easily detected. Thus, this paper will not focus 1) Static Analysis Methodology\Ve first consider the case
on dropping errors. where only one forwarding error exists inside a router group

trajectory errors is discussed as follows:



. : o Topologies: | # of nodes | # of ed D Link weight?
Given a router group and a forvyardmg error inside the_gr(_)up, B B (zegzr%e 2 es
whether the forwarding error will be detected by monitoring [ TEN2 11 11 .27 No

. . . iLight 19 21 1,22, 4) | No
thg periphery |r.1terface.s of the.router group can be decided—gar > o © 349 | Yes
using the following static analysis approach: startingrfrine SUNET 25 78 T, 22,4) | No
misbehaving router, a hop-by-hop forwarding table looksip i [0t us) = o g 32 51’)2) Y
used to decide the exiting interface where the mis-forwdirde Re> 87 161 1,37, 1D | Yes
packet leaves the router group. If the exiting interfacehis t RF-3 104 151 (1,29 18) | Yes

.. . . RF-4 138 372 (1, 5.4, 20) | Yes

same as the 0r|g|ngl corr_ect interface, then this error «_rann RES 61 378 (1 41.29)] Yes
be detected by using this router group. Otherwise, it can [RF-6 315 972 (1.62.45)[ Yes
be detected because either the packet leaves from a wrong TABLE |
interface or a routing loop is formed. Similarly, if we wawt t SUMMARY OF 12 REAL NETWORK TOPOLOGIES USED IN OUR

EXPERIMENT. THE THREE NUMBERS IN THEDEGREE COLUMN ARE

know the overall effectiveness of one router group in datgct (MINIMUM DEGREE, AVERAGE DEGREE AND MAXIMUM DEGREB).

single forwarding error, we can calculate tthetection rateof

the router group as fOHOWS.: fqr ea_\ch router inside the gro twork topologies, including Internet2, TEIN2 (Transr&sia
and for each possible destination in the network and for e

. X L ormation Network), iLight (Indiana’s Optical Network)
possible wrong next hop interface for each destination, W ANT (European research network), SUNET (Swedish Uni-
introduce one forwarding error. Then a hop-by-hop forwagdi !

table lookup is performed to decide whether the forwardi versity Network), Sprint North America backbone network

error can be detected. Thus, the detection rate can beaa:'midullc mposed of only Sprint global IP nodes, and six Rocket-

. el [25] topologies. Table | summarizes the basic propsrti
by dividing the n.umber qf detected errors _by the number lf‘each topology. For those topologies whose link weights ar
total errors. Basically, given a network witV nodes and

- not available, we set all link weights as 1 to compute their
a router group with|RG| nodes,O(|RG| x N x (d — 1)) routing tables g P

errors will be analyzed, wheré is the average node degree In addition to real network topologies, we have also con-

and accordingly! — 1 is the average number of wrong neXtducted the same experiments on some representative dgnthet
hop interfaces. Becaug®G| = O(N) andd = O(N), the . P P y
. : . . topologies, such as power-law topologies (PLRG [6] and
complexity of exhaustively calculating the detection rafe . hical loai . b @
one router group i(N?) in the worse case INET [27]), Hierarchical topo ogies (Transit-stu _[29]_)1
' random graphs. The results obtained from synthetic topetog

Next, we consider the case where multiple forwarding errors . . . .
L . are similar to those based on real network topologies shawn i
exist in the router group. When two forwarding errors a

independent from each other (i.e., they affect differenw$lp ‘Section 11-8. In.this paper we will only presen_t results t_dase
i . . . an real topologies. Results based on synthetic topologies a
the detection rate for these errors is the same as in theesmgl/ailable in [30]
error case. On the other hand, if multiple forwarding errors ‘
do affect the same flow, we call them “dependent forwarding
errors”. We only_ study the o!etection rate of multiple deB' Detection Rate of Forwarding Errors
pendent forwarding errors. Given a network wi¥i nodes
and a router group witHRG| nodes, in order to analyze 1) Single Forwarding Error:We first study how effectively
K dependent forwarding errorsk( <= |RG|), K distinct the router group monitoring approach can detect single for-
routers from the group will be selected, each of which willvarding error in real network topologies. Figure 2(a) shtives
exhibit one forwarding error affecting the same flow. Eactesults. We can make two observations from this graph.,First
selected misbehaving router will mis-forward the flow to onas the router group size increases, the fraction of detectab
wrong next hop interface. Similarly, a hop-by-hop forwagji mis—forwarding cases decreases but onIy sIowa. When the
table lookup is used to test whether the mis-forwarded pgackgoup size increases to 50% of the network size, the detectio
can leave the router group from the original correct intefa rates are still as high as 80% for most of the topologies. @hes
The complexity of exhaustively analyzing all possible ripiét  results based on real topologies demonstrate that routepgr
forwarding errors iSO(C(|RG|, K) x N x (d —1)X), where monitoring can be highly effective in practice.
C(|RG|,K) = |RG|!/K!(|RG| — K)!. SupposeX = 2, then 2) Multiple Forwarding Errors: Next, we consider the case
the worse case complexity is alrea@yf N ). where multiple dependent forwarding errors exist in a route
For each network topology, we randomly choose routgroup. It is hard to predict the detection rate of multiple
groups with different sizes and introduce forwarding esras dependent forwarding errors because they can interact with
described above. We then can calculateagarage detection each other. For example, after one router forwards a flow to a
rate for all the router groups. In Section II-B, for each topolwrong path, the second misbehaving router on the wrong path
ogy, we calculate average detection rates for router groupgght forward the flow back to the correct path. On the other
with different sizes. For each router group size, we chogse hand, if the first misbehaving router fails to direct the flaw t
to 500 random router groups in order to limit the computatioa wrong exiting interface, the second misbehaving router ma
time. We implement our analysis tool using Matlab scripts. increase the chance of the flow leaving from a wrong exiting
2) Topologies: To show the real-world detection perfor-interface by mis-forwarding it again. Therefore, the ollera
mance of router group monitoring, we conduct forwardindetection rate when having multiple dependent errors dipen
error detection rate analysis using a large number of rdadth on the network topology and the locations of the errors.
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Fig. 2. Average forwarding error detection rates when applyouter group monitoring on 12 real network topologies.

. . Overl tio bet best 10% for detecting diff t b f
To better understand the detection rate for multiple depe vertap reflo helwesh best T grotlps Tor delecting CereT] nurhers 7 erors

dent forwarding errors, we conduct the static analysis @n t il B one ror v, ives v
same set of real topologies. Specifically, we introduce 2 a

3 dependent forwarding errors on distinct routers insidehea
router group. The results are shown in Figure 2(b) and 2(1 % .|
We can see that some topologies have higher detection re & os|
than the 1-error case, while the other topologies have low & oat

detection rates. Results based on synthetic topologies & o3 1
confirm that the detection rate of two dependent errors is r 02r :
consistently better or worse than the one error case. Hawe\ oL 1
it is worth noting that even multiple dependent errors cistex ® Intemer2TEIN2 iLight CEANTSUNET sp 1 RE-2 RE-S RF-t RF-5 RF-6

and even if we use 50% of the nodes in the network as tic
routgr group, for most of the_networks (ex_cep_t RF-3) we ha‘ﬁ%. 3. Overlap ratio between the 10% router groups with ésgHL-error
studied, the average detection rate is still higher than .65%gtection rates and the 10% router groups with the highest 3-error
Another interesting observation is that when the number gftection rates.

dependent errors increases from 2 to 3, the detection rates f One straight-forward way to avoid exhaustive analysis is
all topologies also increase. to use sampling. For example, given a router group, instead

3) Relation Between 1-Error Detection Rate and Multiof analyzing all errors, we only analyze a small subset of
Error Detection RateIn this section, we ask the question: If aandomly selected errors to estimate the overall detection
router group is effective in detecting one forwarding ervall  rate of the router group. Another approach is to develop an
it also be effective in detecting multiple forwarding es®r  analytical model for quickly estimating the detection saté

To answer the above question, we first define the overlagferent router groups. The analytical model should regui
ratio metric as the percentage of the 10% router groupfuch less computation than the static analysis approach. In
with highest 1-error detection rates that also belong to thigis section, we will first present our analytical model, i
10% router groups with the highest 2 or 3-error detectiashly depends on some simple structural and routing metrics
rates. Figure 3 then shows the result for all topologies. Adf router groups, and then we will compare the prediction
topologies have high overlap ratios. Take the RF-6 topologycuracy of both the sampling approach and the analytic
as an example, the result shows that for the 10% router groufproach in Section I11-B.
having highest 1-error detection rates, 89% of them are also

among the 10% router groups having highest 2-error deteCtiy - qnyripyting Factors of Trajectory Error Detection Rate

rates, and 88% of them are also among the 10% router groups i o , .
having the highest 3-error detection rates. Three major contributing factors affecting the forwarding

In the rest of this paper, we use the 1-error detection rdtd°" detection rate hf"“’e behen |dgnt|f|e_zd as fzolloxvs: , ¢
to characterize the effectiveness of a router group. Router group S'Ze',AS shown in Figure = t.e size o
a router group is an important factor affecting its detattio

rate. Specifically, the average detection rate decreasts wi
the increase of router group sizes. Given a router group, its
size is easy to calculate. It is also not surprising that the s
As we have shown in Section IlI, router group monitoringf a router group is important to its error detection rate. In
can be highly effective in detecting trajectory errors imlre a singleton router group with only one router, any error will
topologies. However, for router group monitoring to be prabe detected immediately. On the other hand, given a larger
tical, those effective router groups with high trajectoryoe router group, a mis-forwarded packet is more likely to bé sel
detection rates must be identified more efficiently than gisircorrected, i.e., it might fall back to its original routingah
the exhaustive hop-by-hop analysis approach. and leaves the router group from the original correct inteef

I1l. ANALYTICAL MODEL FORROUTER GROUP
EFFECTIVENESS
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Destination router Misbehaving router Correct forwarding path Wrong forwarding path

If, " out

(a) Route group with loop topology (b) Router group with tree topology

(a) Only one exiting interface: If, (b) Two exiting interfaces: If, and If, . . L. . .
=> Error not detected. => Error detected. Fig. 5. The impact of router group connectivity on forwaglirror detection.

Fig. 4. lllustration of how the number of exiting interfadespacts the error routers, and the topology inside the router group has a cycle
detection rate. There are two potential path8;, and P, between periphery

interfacesl f; and I f5. Assuming pathP; is the correct path
for a particular flow F, then flow F should enter the router
o . o group at the interfacd f; and leave at the interfacéfs,
Number of exiting interfaces: Given a destinationist following path P, inside the router group. However, if the

outside of the router group, a periphery interfdge is called i . has a forwarding error, it may forward the flow
an exiting interfacefor dst if the interface’s host router uses, router R as opposed to routes. The flow F will take

_Ifi as its direct _n_ext hop interface t_o routec@t. The rou'Fer path P, inside the router group, but it still leaves the group
is called an exiting router accordingly. Given a particulaty jnterfacer f,. In this case, this router group cannot detect

destination, we can count how many periphery interfaces ¢g,ier r s forwarding error. Generally, given a router group,
exiting interfaces by scanning routing tables of routerf® i yhere is more than one path between an ingress interface

_at least one periphery inte_rface. The average n_umberdl_‘lgxi_tand an egress interface, it is possible that some forwarding
interfaces can be determined across aII“ p_053|blne destitsati o 1or5 inside a particular router group cannot be detected
Intuitively, th's factor characterizes how dlvgrse tmutlng _from the periphery interfaces. Note that the same forwardin
paths from inside the router group to a particular destmati oo may e detectable by using a different router group. In
outside are. Please note that this metric is not the Sameaségntrast as shown in Figure 5(b), if a group of routers is
number of periphery interfaces. One router group can Naygnnected in a tree topology, there is only one path between
many periphery interfaces, but all the_ router_s inside thipr o5cp, ingress interface and egress interface. If the rduter
may only use a small. number of periphery interfaces to royl«sonyards the flow F to the wrong pafhy, the flow F will
to any particular destination. o ~ either leave the router group at the wrong interfdge, or

To illustrate why the number of exiting interfaces is imporpe styck betweerRyz and Rp (assumingRp consistently
tant to a router group’s error detection rate, Figure 4 (@)sh isforwards the packet t&p). Therefore, in a tree topology
a router group with only one exiting interfaé¢, with respect oyter group, any single forwarding error is guaranteedeo b
to the destinationi?-. Sincel f; is the only exiting interface getected by monitoring the periphery interfaces because th
to Ry, when a forwarding error occurs (sdyg), it will bé 416 no redundant routing paths for a misforwarded packet to
self-corrected by the router group (i.e., mis-forwardedigts 4o hack to the original correct path. Also, if a network has
end up leaving from the only exiting interface) unless air@it 5 f|.mesh topology with all links having equal link weight
loop is formed. On the other hand, Figure 4 (b) shows a routgriorwarding error inside any router group is guaranteed to
group with two exiting interfaces/(f; and! f,) for destination pe getected. This is because all nodes have a one-hop path to
Rp, then a mis-forwarded packet is more likely to leave fromy gestination in the network, and so any forwarding error
the wrong exiting interfacel(f, in this example), allowing the il result in the packet leaving the group from the wrong
error to be detected. interface.
~ Connectivity of a router group: Given a router group,  Generalizing these observations, intuitively, routeng®in
its connectivity is related to many topological characliits networks with tree-like topologies or full-mesh-like tdpgies

of this group, such as the average node degree, the avergfietend to have excellent error detection performance.
outgoing degree (i.e., for each node, how many of its edges ar

connecting itself to nodes outside of the group), the awera .

internal degree (i.e., for each node, how many of its edges & Analytical Model

connecting itself to other nodes inside the group). All thes Based on the three important factors identified above, we

metrics are very easy to calculate. Intuitively, the cotinég  have developed an analytical model for accurately and tyuick

can impact how likely a mis-forwarded packet will be selfestimating the 1-error detection rate of a router group. Ve fi

corrected inside the group and how likely a forwarding loogefine some notations we will use in our discussion. A router

will be formed. group’s size is denoted &BG/|. The average number of exiting
To illustrate why connectivity can impact the forwardindnterfaces ise, which is also the number of exiting routers.

error detection rate, Figure 5(a) shows a router group withThe average outgoing degree and internal degred ateand

thus the trajectory error might not be detected by this paldr
router group.



Notations
Router group size: /RGf

FH is a well-behaved router. Now we have two possibilities.
The first possibility is thatF"H is an exiting router. The
probability thatF'H is an exiting router i9s = e/(|RG| —1),

\G where|RG| — 1 is the number of correct routers inside the
router group. If this is the case, thdnH will use its own

Leave from
original Correct
Interface?

No. of exiting interfaces: e
Avg. outgoing degree: d,,,

Avg. internal degree: d,,
Path from FH.
to dst visit
Ragain?

Avg. node degree: d = d,+ d,,,
Avg. # of hops to leave group: L = log,(/RG//e)

First-hop

ciing pu=1ds exiting interface to route the packets out of the group. €hes

Ao K g (ramne packets therefore leave the group from an incorrect interfa

st prmel(RGL) and will be caqght_because the correct trajectory folloves th

Mol v ﬁ‘ shortest path implies that’H does not lie on the correct
W yes " trajectory. The other possibility is thdf H is a non-exiting
pi=e//RG/ router. We model the length of the pattuthry from FH
to its exiting router asL. = logq(|RG|/e), where |RG|/e

Detection rate = p,x1 + (1-p,)x(p; + (1-pIX(Ps + (1-p)X(P+(1-0,)X(1-05)))) is simply the average number of nodes using one particular

exiting interfaces. IfPathry does not contair,,,, then the

Fig. 6. Analytical formula for estimating error detectioate. probability of Pathr g leaves from the same exiting interface

. as R,, should have used is modeled gas = 1/e, in which
din respectively. The average node degtiee d,.: + din- IN  case the error cannot be detected by this router group. On
deriving the model, we assume that each router has an eq#@l other hand, ifPathry does containR,,, then a loop
chance to be the misbehaving one, and the misbehaving rouweformed, which will cause the error to be detected since
will forward the affected flow to one random incorrect nextthe packet is missing from its expected exiting interface.
hop. This assumption is made to make sure that the errgye estimate the probability oPathry containing R,, as
analyzed in our model do not have a biased distribution. Wg = 1/d + (1 — 1/d) x L/|RG|, where1/d estimates the
also assume that any two routers in_side a router group @iebability of F'H sending the packet directly back @,
equally likely to have_ a link connecting _them. In additionforming a 1-hop loop and./|RG| estimates the probability
we assume that all links have equal weight and the corregta path of length. contains a nod&,,, out of | RG| possible
trajectories follow shortest path routing. These assumngtare nodes in total.
made to facilitate our model derivation. In areal netwohlese  Figure 6 gives a summary of the model and the final
assumptions may not always accurately hold. However, ogialytical formula for estimating detection rates.
evaluation using 12 real network topologies in SectionQll-
shows that the derived model is robust and it can accurately o ) )
estimate the detection rates of router groups even if these rC- Prediction Accuracy of Using Model vs. Sampling

topologies have different connectivity and non-uniformks We now evaluate the accuracy of both model-based and
weights. sampling-based detection rate prediction as follows: Up to
We denote the misforwarding router &s,. To accurately 100 router groups of each size are randomly chosen from
model the error detection rate of a router group, the fireach topology. We first use static analysis to calculate the
thing to note is that ifR,, is an exiting router with respect exact detection rate for each chosen router group. Then we
to destinationdst and is misforwarding packets destined tmse our model to predict the detection rate for each router
dst, then the error is guaranteed to be detected. Recall tiggbup and record the computation time required. For the
an exiting router fordst is supposed to forward packetssampling based approach, we sample different percentages
destined todst directly out of the router group using its(up to 50%) of errors and then predict the overall detection
exiting interface. If it fails to forward the packet usings it rate by analyzing only the sampled errors. We also record
own exiting interface and assuming this is persistent, then the computation time used for different sampling percesgag
misforwarded packets will not leave the router group on thigure 7 compares the average prediction errors (defindtkas t
correct interface. Therefore, the forwarding error by aitiex  absolute difference between the predicted detection nade a
router can always be detected. The probability that a routee correct detection rate) of both approaches when they use
inside a router group is an exiting routerzis = ¢/|RG]. the same amount of computation time. As can be seen, first of
However, if R, is not an exiting router, its misforwardedall, the model's average prediction error is smaller thad50.
packets may or may not leave the group from the corremb mosttopologies. Therefore, the model successfullyucapt
exiting interface. When the non-exiting routét,, misfor- the important characteristics of the error detection. Sdauf
wards packets, it has the probability = d,.:/(d — 1) to all, given the same amount of computation time, the model can
misforward packets directly out of the group using one of itsredict the detection rates more accurately for most tapeto
outgoing edges, wheré — 1 is the number of all possible On iLight and RF-2, the sampling based approach works only
wrong next hops. In this case, the error will be caught by thetightly better than the model based approach. Then for the
device that is monitoring the corresponding peripheryrfate  ten topologies where our model works better than sampling,
because the packets are observed from incorrect interfacge study how much more time is needed to generate results
On the other handR,, could misforward to a wrong next as accurate as the model. Our results show that the sampling
hop (also the first hop routedy'H inside the router group. based approach generally needs a few times more computation
Since we assume onli,,, in the router group is misbehaving,time to have the same accuracy as the model-based approach.
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Fig. 9. The model accurately preserves the ranking ordemgnpairs of

Internet2 TEIN2 iLight GEANTSUNET Sprint RF-1 RF-2 RF-3 RF-4 RF-5 RF-6

Topologies router groups.
Fig. 7. Prediction errors of model-based and samplingébagproaches. IV. ROUTER GROUP SELECTION ALGORITHM
oo el We have demonstrated that router group monitoring is
o0 |~ iton ] effective in detecting traffic trajectory errors. We haveoal

GEANT
1401 —#*— SUNET

proposed a model to predict the detection rates of router
groups. The next problem is to design an algorithm to choose
a suitable set of router groups for the system to monitor for
each monitoring period.
As explained in Section I, existing traffic trajectory moni-

toring algorithms monitor different subsets of packetsimyr
o om 0s different monitoring periods. If during each monitoringioel,

x% of packets are monitored, thé@g monitoring periods are
Fig. 8. Computational speedup of computing error detecties using Needed to cover all traffic. Similarly, router group moniitgr
model versus computing error detection rates using statdysis approach. can also be performed period by period. However, in order
to reduce monitoring overhead, in router group monitoring,

. . .only up toM interfaces are monitored during each monitoring
For some topologies such as Sprint and GEANT, the sampllngriod’ where M is no larger than the total number of

based approach needs .9 and 10 times more computation t|n 8rfaces of the network and thel interfaces are periphery
to get the same prediction accuracy as the model.

) i . interfaces of the set of monitored router groups.

The computation required by the model for computing the A go0d router group selection algorithm should (1) provide
detection rate is significantly reduced compared againtt Wkomplete trajectory error detection coverage, which is the
the static analysis approach. Figure 8 shows the compatatiQ,rectnessequirement elaborated in Section IV-A, and (2)
speedup comparison between the model based approach @dct errors as quickly as possible, which is essentiatly t

the static analysis based approach. For all topologiespﬂaxcgptima"ty requirement discussed in Section IV-B.
TEIN2, the speedup is over 20 times when a router group

contains 50% of the nodes in the network. For some large _ _
router groups in the large topologies, the speedup is upAe Correctness of Router Group Selection Algorithm

153 times. For example, given a desktop computer with anas we explained, when using router group monitoring, some

Intel Pentium 4 3.0 GHz CPU, 9 hours of computation timMgterfaces {/) are monitored during each monitoring period.

is used to compute the detection rates of 1000 random routgfys, the first concern of the router group selection algorit

groups in RF-6 topology by analyzing all errors inside eagh \hether it can guarantee complete trajectory error tietec

group, while it only costs 5 minutes of computation time fog,yerage. One straight-forward way to satisfy this request

our analytical model. As expected, the computation saving @ g treat each single router as a router group and then alway

using our model increases when the network becomes largge|yde all the singleton router groups for monitoring. Fhi
Another useful property of our model is that the pair-wis& however unnecessary. We give a more general sufficient

ranking order among router groups is mostly preserved, whicondition as follows.

is very important to our router group selection algorithm Lemma 1:To guarantee that all observable trajectory er-

in Section 1V, where we use predicted detection rates tors' are eventually detected, it is sufficient to select a set of

help select the most effective router groups. Specificédly, router groups such that every router interfggeon a nodey;

each pair of router groups, we will predict which one hasonnecting to a node; is an end of a cut edge;, v;) € E of

a larger detection rate using our model and then validate th&elected router grouRG, with v; € RG andv; € V' \ RG.

results using the detection rate calculated by the statityais

approach. Figure 9 shows the percentage of router group paifA fundamental requirement for trajectory error detectioarly approach is

whose order is preserved by the model. For example, the motjal the evidence of an trajectory error must be observapleter monitoring
nodes. This paper does not address errors that are not abkerizor example,

Corre(?tly predict.s the ranking order for 89.2% of routergro if one router mistakenly drops a packet destined to itse#fntthis error cannot
pairs in the Sprint topology. be detected because it is not observable from outside.

—o— sprint
—*—RF-1
100+ —+—RF-2
——RF-3
80 —8—RF-4
—o—RF-5

Analysis time / model computing time

. . n . . .
0 005 01 015 02 025 03 035
Size of router groups / size of network



Intuitively, f;; is a periphery interface of a router groles « A Monitoring is defined as a multiset of sets of subsets

facing outward. of V4
Every error, whether it is a mis-forwarding, or a packet A = {A, Aay .. A}
dropping or a filter-bypass exhibits itself in one of two ways = A, A VAo, Ao
(1) a packet that should have been observed on an interface is (A, Ay V) (Aij C V)
not observed; (2) a packet that should not have been observed " B
on an interface is observed. If a router interface is a periph wherem > 1 andn; > 1.

interface of a router grougkRG facing outward, then that Optimization objective:
interface’s behavior is monitored when router grolp is Find the smallesMonitoring A such that for any4’ we
monitored. Therefore, any error involving that interfacél w have |A| < |A’|, where A and A’ satisfy the following two

be caught. constraints:
« Given aMonitoring A = {A4;, As,..., A}, for each
B. Complexity of Optimal Router Group Selection 1<i<m, A € A,
Given the sufficient condition, we can now easily tell | U Fal <M
whether a set of router groups can provide complete error AcA,;

coverage. The next question is: how should we select router
groups to monitor during each monitoring period so that
we can not only achieve complete error coverage but also
iteratively monitor thesmallesinumber of monitoring periods?
This is theoptimality requirement of the router group selection '
problem. P vred IO 1= H H (1 —w(A, fiy)) 2 6

Minimizing the total number of monitoring periods while l1sksm A€AL
providing complete error coverage is a hard problem. TheWe generally want to find the smallebtonitoring given
reason can be intuitively explained as follows. Supposé eaé = 1 and a small constant/.
interfacef;; is involved in some number of errors. When the In the above problem formulation, during monitoring period
interface f;; is inside (i.e. not on the periphery of) a routef, a set of router groupd; = A;1, As2, ..., Ain, are monitored
group RGy, those errors involvingf;; can be detected with concurrently, whereA;; and A;; could overlap with each
some probabilityw(RGy, fi;) € [0 1]. Therefore, onceRG,,  other. We have studied a special case of the above problem,
is selected for monitoring, the usefulness of monitoringeot where for anyj, k € [1 n;] and j # k, A;; and A;; always
router groups that also contajfy; will decrease accordingly. have no overlap. We have proved that as longas: |F|, the
This interdependence makes it hard to determine an optinaiove special case is a NP hard optimization problem [18].

WhereM > 1.

o Given a Monitoring A = {A;, As,..., A} and a
constant) < 3 < 1, for eachf;; € F (1 <4,j <|V|),
5.

selection of router groups. Please refer to [30] for the complete proof. We believe the
1) Definition of the monitoring problemiVe now formalize general case is also NP hard and we are currently working on
the router group selection problem as follows. the proof.
Notations:
« Let G = (V, E) be a graph, wher& is a set of nodes C. Heuristic Algorithm for Router Group Selection
V = {v,v2,,vn} Given the above definition, we now give a heuristic algo-
) rithm for selecting a set of router groups that achieves com-
and B is a set of edggE = V x V. , plete coverage, has bounded concurrent monitoring ovdrhea
« Each nodey; is associated with a set aiterfaces and in practice provides timely error detection.
Fy, = {fi : (vi,v;) € E} Input of the algorithm: A positive integer M, a set

) . ) of n router group candidates denoted B ...didates =
The set of all the interfaces in the graph= (V, E) iSRGy, RG,, ..., RG,,, and thew(RG}, f;;) function defined in

F= \J F,, 2 For any subsetl C V, Section IV-B1.
viev M is the maximum number of interfaces that the system
Fa={fij + (vi,v;) € EA(vi € A) A (v; € A)} can concurrently monitor and it should be determined by the

operator based on resource constraints. We assume that the
maximum degree of any router in the network is no larger than
M. RGeqnaidates Should contain a large number of diverse

« Given functione, for any subsetd C V' the monitoring
weight function is defined dsfor eachf;; € F,

1 if fi; € Fa router groups of different sizes in order to provide enough
w(A, fi;) =< «a(Ai,j)€[0,1] ifv,€e ANv; €A  opportunity for the selection algorithm to explore. We cainn
0 if v, g ANv; ¢ A include all possible router groups iNRG candidates fOr large
2The set of interfaces is decided by the #&t 4(1) Nodes inA4;; may not necessarily be connected. {£); and A;;, may
SIntuitively, the weightw (A, fij) means that the errors involved with the have overlapped nodes.
interface f;; can be detected using group A with probability @wfA, f;;). SIntuitively, this means that aftem groups of monitoring, all the error

Trajectory errors on periphery interfaces can always beddiaiely detected, involved on the interfacef;; have been detected with a probability of at least
while errors on other interfaces may or may not be detected. G.



10

Intemet2 TEIN2 iLight GEANT predicted detection rates and put ifgx"" .. .
Using singleton routels 3.5 5, 510 04:  RGcandidates = RGeandidates U RGLL 1o0 o o
d —— Using model S |5 ) , 5] 05: END-FOR
sing analysis o Q @
f:tsmgran;imsearcé -5 §5 § 06: RGselected = { },
ks e . 8s 8 07: A = ;
g . %1‘5 %4 § 08: E(f’bj) =1, for Vf” € F,
é é N é z é 09: period = 1,
S 2 = = =
z et 200 2 E , 10: WHILE(E E(fi;) > 0)
s 10 15 % & 10 12 14 16 10 20 "0 20 a0 11: AvailablelFs =M;
# of interfaces monitorgtof interfaces monitordidof interfaces monitorédof interfaces monitored 12: A . — .
period { },
SUNET Sprint RF-3 RF-6 13:  WHILE AvailablelFs>0 AND E E(fij) >0
10 * 14: Find RG; € RGcandidates With largestiV (RG;)
8 = and with < AvailablelFs periphery interfaces,
20 if multiple choices exist, pick the largest group,

if no such choice exits, break the WHILE loop;
15: RGcandidates = RGcandidates\{RGi};
16: RGselected = RGselected U {RG’L}y
° | 17 Aper'iod = Ape7'iod u {RGL},
0% 1015 20 25 20 20 20 40 60 8010020140 %200 400 600 800 18: Vfiij(fij) = (1 - w(RGi7fij)) X E(fZ])’
# of interfaces monitoredof interfaces monitoreiof interfaces monitoretiof interfaces monitored 19: UpdateW (RG;) for VRG; € RGandidates:
20: AvailablelFs -= # periphery interfaces &G;
21: END-WHILE
_ ) ) ) 22: A= AUAperiod
Fig. 10. Comparison of average error detection speeds ferelift router 23:  period = period + 1;
group selection approaches. 24: END-WHILE
25: RETURNA;

Avg time to detect one error
Avg time to detect one error
N S
Avg time to detect one error
Avg time to du:tect one error

networks. Thus, we first randomly generate a number of router

groups of each size, and then select upiforouter groups

from each size with the highest predicted detection ratéls. A Algorithm termination and correctness: Since we assume

singleton routers are always included RG andidates, Which M is no smaller than the largest router degree in the network,

is important for guaranteeing that the selection algorith@fich router is eligible to form a singleton router group whil

eventually terminates. The(RGy, f;;) function specifies that Not violating the resource constraint. SindeGcandidates

if RG} is monitored, then the errors involving interfagg includes all singleton rquter groups, the selection atbaori

can be detected with a probability of( RGY, fi;). can a_llway_s return the smgleton_ router groups. Thereftwe, t
Output of the algorithm: Given M, function w(-) and algorithm is guaranteed to terminate and return a set oerout

RG candidates, the output of the algorithm should be sets of 9roups that has complete coverage.

router groupsyy, Ts, .., T, WhereT; C RG qndidates- Then

we can iteratively monitor alin sets of router groups onep. performance of Heuristic Router Group Selection Algo-

by one. If we can sample% packets at each moment, therithm

190 periods are needed for eagh That is, in totalm x 12

monitoring periods are needed to cover all traffic. algorithm. In the experiments, we ugé = 10 to initialize

Algonthms intuition: T_he main idea of our heuristic RGoundidures. We study the performance of the algorithm
algorithm is to keep greedily selecting a set of router gsoup

! using variousM, as long asM is no smaller than the
that have the potential to detect most uncovered errorsrto fomax?mum dearee of the r?etwork topolo
a new set of router grougs; until the sufficient condition is 9 pology.

satisfied. We define an uncovered error functi(y;;) <[0 (V}\%/Z u?:.)t\N_l(_)hSH;firesrter;t aﬁggﬁ ?gebsa;); de(s)m?ggg ;ﬁgf“s?g
1] on each interface;; to represent the fraction of uncovere ko Jij): PP ysIs,

. So we can accurately know the(RGy,1,j) function. The
errors onf;; at the current moment. At the beginning of the ! / .
) : . ) Second approach is based on our detection rate model. Given
algorithm, none of interfacg;;’s errors have been covered by . ) . .
a router groupRGy, suppose its predicted detection rate is

?%ng?/ Sg(l)enct:(:i:;l}terr?arl(s)ub%eﬂ;(éfg)e;eld. g?(;?oar‘li;glrji;egg g\]/\r/(;ulf)pdetedi(m’C € [0 1] and suppose the router grofi/,, contains
k 1,7 ’ - . . . .
dateE(f;;) as follows:E(f,;) = E(f;;) x (1 —w(RGy, fi))). pr € [0 1] fraction of periphery interfaces and accordingly

: 1 — pi) faction of non-periphery interfaces. If we assume all
SUPPOSERGiscicctea 1S the set of selected router groups aﬁnternal non-periphery interfaces RG), have the same(k)

this moment. Now we can define the selection weight of a S
router groupRGy, as follows: values, then we havéetection = p x 1+ (1 — pi) x a(k),

i.e., a(k) = (detectiony, — pg)/(1 — pi)-

In this section, we evaluate the performance of our hearisti

0 Zf RGk S RGselected . . .
W(RGy) = ZW(RGk7fij) X B(fiy) if RGy ¢ RGouteoten As a bas_ellne for comparison, we alsp mcludel the perfor-
= mance of singleton rout_er baseq selection algorithm, whose
] ) ] RG candgidates ONly contains all singleton router groups. In
The router group selection algorithm is as follows: order to estimate how close our heuristic algorithm is to
01: RG candidates = {All singleton routers; the real optimal group selection, we also compare with a
02: FORm =2: V| —1 bounded random search based approach. Specifically, given

03: Randomly generate up B router groups containing . .
m routers and< M periphery interfaces a topology and itSRGcandidates: We Will randomly select

and then select up t& < T router groups with highest a multiset of sets of router groups for monitoring and then
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we can compute a corresponding average detection spbedearned from the dynamic routing protocol messages such
by introducing 10,000 random forwarding errors uniformly as OSPF LSAs. To quickly respond to the dynamic topology
distributed across all nodes for all possible destinatid®his change, different sets of router groups with respect tedfit
repeat this random group selection proc&édd)00 times and potential network events should be computed in advance as
keep the best detection speed we found. Please note thall. How to incrementally update the set of monitored route
performing 10,000 random search is very expensive. Fogroup to efficiently accommodate unexpected dynamic events
example, given the RF-6 topology, 66 hours of computatias one of our future work.

time is used to finish on a desktop computer with an Intel

Pentium 4 3.0 GHz CPU. On the other hand, it only costs 16 v. APPLICATIONS OFROUTER GROUP MONITORING

minutes of computation time for our algorithm. In this section, we show how the router group monitoring

For each topology, we introduce up 1,000 forwarding  ochnigue can improve the efficiency of trajectory error de-
errors uniformly distributed across all routers for all pibte tection based on Trajectory Sampling and Fatih. The basic

destinations one by one. We then statically analyze to sfgreajectory Sampling algorithm monitors all interfaces ret

how many monitoring periods it will take for each approachetwork and samples the same subset of packets at the same
to detect each introduced error. We then present the avergge. Then information about sampled packets is sent to a
detection speed of all four approaches on different topeidg oo yralized collector for analysis. The basic Fatih alion

in Figure 10. We omit the results for RF-1, RF-2, RF-5 a5, ne other hand, monitors all interfaces that are used in

they are_quahtqnvgly Sm,"l"?“ to those of RF-3. The resultl%rwarding packets, although as we shall see this is nearly
for RF-4 is qualitatively similar to those of RF-6 and areoalsthe same as monitoring all interfaces in practice. Fatilo als

omitted. As we can observe, first of all, t_he detectior_1 Speédssamples the same subset of packets at the same time. The
the approach based on the model predicted detection r@esggjoarrints of the sampled traffic belonging to each network

very close to the one using static analysis across all tqpedo path will be exchanged among the monitors along that path
Secondly, the detection speeds of our approach are also Vi%rﬁ/analysis

close to the bounded random search based approach, thougﬂqe router group monitoring technique can be used to

our approach requires much less c_or_nputatiqn tim_e. For SOdect a subset of network interfaces to be monitored under
topologies such as RF-3, our heuristic algorithm is bemr_fTrajectory Sampling or Fatih. This translates into reduced

someM. This_indicates our heuristic algorithm is effecf[ive_ "]nonitoring overhead and/or faster trajectory error dégect
quickly selecting a good set of router groups for MONItoringithout sacrificing the completeness of coverage.
Thirdly, our algorithm outperforms the singleton routeogps

based approach for all topologies. Especially whehis a ) _ )

small value, our approach can detect an error a few tim@s APPlying to Trajectory Sampling

faster than the singleton router group based approach. Thisn Trajectory Sampling, all network interfaces in the net-
performance gain comes from the fact that we are coverimgrk will sample the same subset of packets (say, 1% of all
much more routers at any moment, though both approachiesfic) during the same monitoring period. Different sulse
monitor the same number of interfaces and have the sanfepackets will be sampled for different monitoring peridds
overhead. achieve complete coverage.

1) Scenario One: Improve Detection Speed While Keeping
the Reporting Traffic Overhead Constamt this scenario, we
want to keep the reporting overhead (i.e., how many messages

In our problem formulation, we assume no constraints @re sent to the collector per period) constant so that we tlo no
which routers can be used for monitoring, that is, all rasitepverwhelm the collector.
are assumed to be homogeneously powerful. However, routerSuppose we can vary the sampling rate in a small range
in real networks might be very heterogeneous. For examplegm 1% to 5%. Can router group monitoring improve the
some routers may even not have the monitoring capabilityajectory error detection speed while keeping the repgrti
Fortunately, we can always use standalone passive traffic moverhead constant? To maintain the same reporting overhead
itoring devices (e.g., [2]) to tap on the corresponding mekw when we increase the sampling rate times, we decrease
links to perform the monitoring function. In addition, soméhe number of concurrently monitored interfacesrhytimes
low-end routers might only afford up to a certain samplingccordingly. The overall reporting overhead is maintaiaéd
rate due to resource constraints in hardware or softwatbidn the same level as sampling all interfaces in the network with
case, we can either use standalone passive traffic momjtorin1% rate.
devices for monitoring or we need to carefully set the samgpli  Figure 11 shows the result. If we use a 5% sampling rate
rate on all periphery interfaces to not to exceed the tlad allow the concurrent monitoring of 20% of the interfaces
required resource constraints on the slowest monitoringde the detection speedup over baseline Trajectory Sampliag (i
If certain routers need to be taken offline for the schedulesdmpling 1% on all interfaces) is at least 2 times and for some
maintenance, then the operator should plan ahead andaiglculopologies the detection speedups are more than 4 times. The
a new set of router groups for monitoring according to th@etection speedup comes from the fact that when we increase
specific topology change. If topology change is caused liye sampling rate, we can rotate the set of monitored router
other dynamic network events such as link failures, it cagroups more quickly. For example, if we use a 5% sampling

E. Discussion
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r'fhgmé(le'r O?T;fg:;ggessp‘égﬁg&‘:’;‘a; ‘ﬁg{:ﬂgéh; sampling rafefemaximum .. and r, can detect this error when they exchange traffic
information.
rate, we only need to monitor each set of router groups 20For the purpose of trajectory error detection, we can use the
periods then we can rotate to a new set of router groups tfi@gter group monitoring technique to reduce the monitoring
can detect another set of errors. Specifically, taking SUNEFerhead by only having each periphery router to maintain
as an example. If we assume that each monitoring period lais@rmation about what traffic it will forward to other pe-
one minute and the router group monitoring approach manitdiphery routers in the same router group. Therefore, while
20% of all the interfaces with a sampling rate of 5%, then i@ baseline Fatih each router keeps a set of information for
will take the router group monitoring approach 25 minutes ®ach path segment, in contrast, with router group monigorin
detect all errors, while it will take 105 minutes for the angl  only periphery routers need to maintain information foresth
Trajectory Sampling. periphery routers.

2) Scenario Two: Reduce Fraction of Monitored Interfaces e evaluate the benefits of applying router group monitor-
While Keeping Same Detection Spedd: this scenario, we ing to Fatih. First of all, we compare the number of interface
assume a fixed 1% sampling rate. Then we want to study wia@nitored with and without router group monitoring while
fraction of interfaces we have to monitor to keep the san€eping the detection speed the same in Figure 13. Sinde Fati
detection speed as monitoring all interfaces simultarigoud’€€ds to monitor every 3-path segments, for many topolpgies
Figure 12 shows the result. As can be seen, for certa@ interfaces need to be monitored. The interfaces will et
topologies such as iLight, concurrent monitoring of 33% dhonitored if the corresponding link is not used or only used
the interfaces are enough to provide the same detectionl sple@n end-to-end path with length 2. Applying router group
as baseline Trajectory Sampling. For most of the top0|ogié§onit0ring allows much fewer interfaces to be monitored
monitoring roughly 50% of the interfaces concurrently i¥hile having the same detection speed and detection agcurac
enough to detect errors as quickly as baseline TrajectoryNext we evaluate the fingerprints communication overhead
Sampling. Specifically, taking RF-6 as an example. Assumi$gVing after using router group monitoring. In this expei
that each interface forwards 13,000 active flows per secofy§ assume the same amount of traffic is sent between each
on average [5]. Given a 5% sampling rate, each interface d@f of nodes in the network, and we study the fingerprint
sample 650 active flows per second on average. Because edghanging overhead with and without router group monitor-
NetFlow record is 64 bytes, each interface will generate®32ng. The results are shown in Figure 14. The communication
Kbps of traffic. Since there are a total of 1944 interfaceska ROVerhead of the baseline Fatih is normalized to 100 units. As
6 topology, 646.9 Mbps of reporting traffic will be generatect@n be observed, applying router group monitoring can reduc
On the other hand, the router group monitoring approach wiramatically the fingerprint communication overhead fdr al

only generate about 329.9 Mbps of reporting traffic whilioPologies. For certain topologies, the overhead redndgo
having the same detection speed. more than 80%. To understand the absolute reporting ovérhea

reduction, we first take RF-6 as an example. Following the
same assumption in Section V-A2, we assume that ten packets
on average will be sampled for each flow. If each hash value is
In Fatih, each router; needs to maintain certain traffic in-8 bytes, then a total of 808 Mbps of traffic will be sent to the
formation foreach3-path-segment containing itself. A 3-path¢ollector by all links. By employing router group monitogin
segment is a subpath with length 3. The traffic informatio@mpproach, the reporting overhead can be reduced from 808
Fatih maintains for each path segment is the fingerprings,(e Mbps to 266 Mbps while keeping the same detection speed.
hash values of the packets) of all the packetforwarded
along the monitored path segment. Periodically, roufezx- VI. RELATED WORK
changes the fingerprints information with other routerstent Network measurement and monitoring are important for
same 3-path-segment. Because all 3-path segments 7, many network management applications. However, measure-
are monitored, then if; dropped or misforwarded packetsment and monitoring often incur high overhead. Therefore, a

B. Applying to Fatih
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. errors. Like our router group monitoring technique, cSamg a

E%‘tﬁiﬂrz‘u;j’gWWmoniwmg SATS also introduce a spatial dimension to their solution in
1 the sense that different parts of the network perform daffier

heterogeneous tasks to improve the overall efficiency dfidra

sof 1 monitoring. At the interface traffic sampling level, Estah

al [11] proposed a set of efficient techniques to adapt the

NetFlow sampling rate in order to better control resources

consumption. Kompella and Estan [17] proposed an efficient
I ‘ ‘ ‘ flow measurement solution called Flow Slices to control and

IS
S

reduce CPU usage, memory usage and reporting bandwidth
of flow measurements. Our router group monitoring technique
currently assumes packet level monitoring. Applying these
Intemet2TEIN2 ~iLight GEANT SUNET %&Ioi;els RF-2 RF-3 RF-4 RF-5 RF-6 flow based monitoring techniques can potentially improwe th

efficiency of trajectory error detection further. Theseaidfit
interface-level sampling techniques are orthogonal anmd-co
plementary to our work.

Percentage of monitored interface (%)
~
S

o

Fig. 13. Router group monitoring helps Fatih reduce moeadonterfaces.
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1001 Router group monitoring could also be viewed as a sort
of traffic monitor placement technique because it identifies
8of 1 interfaces that need or need not be monitored for trajectory
error detection. However, our technique is only designed fo

the trajectory error detection problem. The selected fates

always form a boundary around a group of routers, so we

“or 1 can track how the traffic flows through the network. The more
I ‘ | general monitor placement problem has been extensivetlly stu
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ied for various problem settings. However, all these manito
placement techniques aim to sample more flows, instead of
Internet2 TEIN2  iLight GEANTSUNET Sprint RF-1 RF-2 RF-3 RF-4 RF-5 RF-6 |earning the actual Spatia' trajectories of flows. Thath'eytare
Topologies . L . . .
designed to sample different flows at different locationdlevh
Fig. 14.  Router group monitoring helps Fatih reduce commatisn ©Ur approach is designed to sample the same flow at different
overhead. locations so that we can infer their complete trajectories.
Horton and Lopez-Ortiz [14] addressed the monitor placegmen
constant theme in many related research is to improve fblem in an active monitoring infrastructure to efficignt
efficiency of measurement and monitoring techniques. Thgeasure delays and detect link failures. Saital [26] used
goal of our paper is to specifically improve the efficiency ofptimization techniques to place monitors and set the sampl
traffic trajectory monitoring. In the following, we discussme rates in order to maximize the fraction of IP flows being mon-
previous work on improving the efficiency of monitoring angtored. They first find the links that should be monitored and
measurement for other important applications. then run another optimization algorithm to set samplingsat
WATCHERS [7], [15] maintains several packet counter€haudetet al [9] not only studied the tap device placement
at routers and uses inconsistencies found in these counfensblem for passive monitoring but also the beacon placémen
among different routers to detect forwarding errors. Bseauproblem for active monitoring. Their goal is to minimize the
it only uses course-grained counters, it is only capable nfimber of tap devices used for passive monitoring and to
detecting dropping errors. Sekat al [23] presented a find the optimal locations for placing the beacons. Simjlarl
new flow monitoring system, cSamp. cSamp can improve tlantieniet al [8] proposed mechanisms to optimally select
flow monitoring coverage by enabling routers to coordinataks to be monitored and select sampling rates in order to
and to sample different flows. Their goal is however not tachieve specific measurement tasks with high accuracy and
identify the trajectory errors in flows. Therefore, cSamp cdow overhead. Jacksaat al[16] studied the monitor placement
only tell which flows are in the network, but it does noproblem using the current Internet topology. Their goalois t
know the actual trajectories of the monitored flows. lede choose a set of locations to maximize the chance of covering
al [19] presented a secure split assignment trajectory sampliall possible communication pairs in the Internet. Note fhat
(SATS) technique. The idea is to enhance trajectory sampligeneral, how to optimally choose interfaces to monitor for
by letting each pair of routers to sample different subset@jectory error detection is still an open problem. Zastg
of packets to improve monitoring coverage. However, SATA [28] investigates the problem of deploying NetFlow with
cannot detect forwarding error unless a forwarding loop @ptimized coverage and cost in an IP network. It aims to solve
formed causing some packet loss. In addition, it only dete¢che Optimal NetFlow Location Problem (ONLP) for a given
packet dropping error with a certain probability. On theesth coverage ratio. However, it only samples flows at fixed points
hand, our approach can detect both forwarding and droppiimgtead of monitoring their actual spatial trajectories.

Fingerprints communications overhead

o



VIl. CONCLUSION

fic trajectory error in a network, it is unnecessary to maratb
network interfaces. However, how to exploit this obseosmati

was not entirely obvious. This paper has explored one cl
of strategy called router group monitoring. To understarieb]

the potential of this strategy, we have studied numerouls r
network topologies and found that router group monitorimg
surprisingly effective. To make this idea practical, we da27] J. Winick and S. Jamin. Inet-3.0: Internet topology ertor. Technical

derived an analytical model to predict the effectiveness of
router group as well as designed an efficient algorithm for
selecting sets of router groups with complete error coveragol

and fast error detection under monitoring resource coingta

The analytical model provides key insights on the factoad t

determine the error detection rate. Our router group detect

algorithm, when applied to Trajectory Sampling, can imgrov
detection speed by up to a factor of 4, and when applied to
Fatih, can reduce the communication overhead by up to 85%.

Interestingly, router group monitoring is just one of pbsi
many interface selection strategies that remain to be exglo
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