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NEWCAST: Joint Resource Management and
QoE-Driven Optimization for Mobile
Video Streaming

Imen Triki, Rachid El-Azouzi

Abstract—Predicting future throughput in mobile networks
becomes more and more possible today thanks to the rich con-
textual information provided by mobile applications and smart-
phone sensors. It is even likely that such contextual information,
which may include traffic, mobility and radio conditions will
lead to a novel agile resource management not yet thought of.
In this paper, we propose a framework (called NEWCAST) that
anticipates the throughput variations to deliver video streaming
content. NEWCAST takes advantage of the capacity prediction
in order to better distribute the resources allocated by the sched-
uler among users over the prediction horizon. This has the
advantage of leading towards better user engagement for video
streaming users without harming other traffics present in the
system. We develop an optimization problem that realizes a fun-
damental trade-off among critical metrics that impact the user’s
perceptual quality of experience (QoE) and the cost of system uti-
lization. Both simulated and real-world throughput traces were
carried out to evaluate the performance of NEWCAST. It is
shown from our numerical results that NEWCAST provides the
efficiency that the new 5G architectures require in terms of
computational complexity and robustness. We also implement
a prototype system of NEWCAST and evaluate it in a real envi-
ronment with a real player to show its efficiency and scalability
in a multi-users scenario compared to baseline adaptive bitrate
algorithms.

Index Terms—Adaptive video streaming, quality of
experience, resource allocation, mobile network, capacity
prediction.

I. INTRODUCTION

UE TO the breakthrough evolution of smartphones and

their large penetration in daily life, mobile networks have
witnessed an unrivaled growth of their mobile traffic posing
new challenges to their resource management. The evolution
of multimedia services in the Internet and the increasing con-
sumer demand for high definition (HD) contents have even
led the operators and the industry to rethink the way networks
are dimensioned. According to recent statistics carried out by
Cisco [3], 82% of all Internet consumers’ traffic will be http
video streaming by 2021, which explains the huge amount of
care being accorded to video streaming services.
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In the literature, many studies were carried out to iden-
tify the critical metrics that may impact the user’s percep-
tual QoE [4]-[8]. To estimate QoE, researchers have also
developed model using data from extensive subjective qual-
ity assessment tests [5], [9], [10]. One of the key factors that
may reflect the users’ experience is user engagement. Authors
in [11] quantified the user engagement and identified some
critical metrics that may affect it such as the buffering ratio,
the rate of buffering, the start-up delay, the rendering qual-
ity, and the average bitrate. It was revealed through [11] that
the rebuffering events have a significant impact on the QoE
in the sense that the time spent on rebuffering during a video
session can significantly reduce user engagement. One other
aspect that may impact user engagement is the temporal vari-
ations of the video quality. Indeed, authors in [12] claimed
that temporal variability in quality can be considered as worse
as a constant quality with a lower average bitrate. Additional
empirical results in [13] showed that humans appear to be
more forgiving on buffer stalls than they are on video qual-
ity variations. Long buffer freezing events are even not rated
worse than short buffer freezing towards high video quality
levels.

To improve user engagement in real time, DASH (Dynamic
Adaptive Streaming over HTTP) appeared as an emerging
standard for video content delivery [14]. Various commercial
solutions adopting DASH have been proposed to improve the
user’s QoE such as Microsoft’s smooth streaming, Adobe’s
HTTP dynamic streaming and Apple’s live streaming. In
DASH, each video file is divided into multiple small seg-
ments encoded at multiple quality levels, and it is up to
the client to chose the most suitable quality level (bitrate)
to stream the future segment. In the literature, adaptive
bitrate algorithms are classified in three main classes: buffer-
based [15], throughput-based [16] and buffer—throughput-
based algorithms [17]. While the first class makes the decision
based on the playback buffer occupancy state, the second class
exploits the historical TCP throughput measurements [18]
to estimate the current bandwidth and instantaneously adapt
the quality. From tests conducted on millions of real users,
authors in [15] were able to conclude that a buffer-based
approach reduces the re-buffering rate by 20% while pro-
viding better video quality. To efficiently ensure network
performance along with QoE, several researchers are explor-
ing HTTP Adaptive Streaming (HAS) enabled architectures
[8], [19], [20].
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RELATED WORK

Within these classes, many adaptive strategies were
proposed to reduce the interruption of the playback buffer.
In [17], authors proposed a predictive control algorithm
that combines throughput and buffer occupancy information.
Reference [21] developed a suite of techniques that guide
the trade-offs between stability, fairness, and efficiency lead-
ing to a general framework for robust video adaptation.
In [22], authors addressed the resource management issue
in DASH QoE provisioning while considering user prefer-
ences on rebuffering and cost of video delivery. Several works
have also explored cross-layer bandwidth allocation schemes
to improve the QoE of adaptive video streams. Cross-layer
allocation schemes that factor the channel quality, video qual-
ity requirements and encoding rate fluctuations of HAS video
streams with the goal of minimizing the transmission delays
experienced by users were proposed in [23], [24]. The authors
in [25] propose a cross-layer scheme to optimize the total
utility of all clients while maintaining stable video quality
and supporting user and device-specific needs. AVIS presented
in [26] is yet another cross-layer scheme that can separate
resource management of adaptive video flows from regular
video flows. In [27], authors investigated the buffer-based
selection problem and formulated the problem as a stochastic
optimization problem with an objective to maximize the QoE
metrics. Their solution outperforms other alternative solutions
such as FESTIVE [28], prediction method in [16], but they
obtained low improvement compared to buffer based in [15].

We have compared NEWCAST with a recent approach
developed in [15], [27]. Performance results have been
obtained through real-world LTE traces from the University
of Ghent. Our algorithm can be considered as a pure buffer-
based algorithm as the capacity estimation is unnecessary in
the steady state. Authors compared their approach with Netflix
default algorithm, and they reduced the buffer rate by 10-20%
while delivering a similar average video quality and a higher
video quality in steady state. Now, if we ignore the cost
of delivering, NEWCAST reduces the bitrate switching from
13 for throughput-based (TB) algorithms to 2, and from 27
for buffer-based (BB) algorithms in [27] to 2, which is very
well appreciated for the users’ perceptions. A more detailed
analysis is presented in Section VI-E.

Although there is a rich literature on methods used for opti-
mizing the QoE in video streaming services, very few papers
exploited the knowledge of future throughput variations for
quality adaptation. The main idea of this paper is inspired
from [29], where authors designed a QoE-driven optimization
framework that exploits the knowledge of future through-
put variations to minimize the system utilization cost while
avoiding rebuffering events. The main shortcoming of their
approach is that it is only suited for classical video stream-
ing as it ignores important visual quality metrics related to
adaptive streaming.

In [30], [31], authors design a low-latency prediction based
bitrate adaptation scheme over wireless access, which lever-
ages TCP throughput predictions on multiple time scales (i.e.,
1 to 10 seconds). They proposed several prediction methods
in order to maximize the average video quality under some
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constraints on target latency, number of quality and number
of playback interruptions. These techniques may result in some
performance problems when multiple adaptive video streaming
share a wireless link. These problems manifest as large num-
ber of switching rate and inefficient utilisation of the wireless
link. Indeed, these frameworks ignored the system utilisation
and how knowledge of future capacity variations could be
used towards reducing system utilisation while maximizing
the QoE [26]. NEWCAST exploits both future temporal and
multi-user diversity to reduce the congestion in the wireless
link and to maintain high QoE in terms of average video qual-
ity, number of quality and number of playback interruptions.
The level of congestion is modeled here through the capacity
that a user can get as function of the time. Small capacity
reflects high congestion in the wireless link shared by several
users. Since video streaming is very bandwidth consuming,
its delivery cost became too high for operators to support
the increasing bandwidth demand with the arrival of ultra
high definition (UHD) video quality, which requires 16 times
more pixels than full HD. However, it is important to develop
solutions taking into account the delivery cost as well as the
QoE through different metrics like rebuffering, average qual-
ity and switching in quality levels. In this paper, we design
a QoE-driven optimization framework that realizes the trade-
off between bandwidth utilization cost and content resolution
under constraints on rebuffering events. It extends the model
developed in [29] by considering adaptive video streaming.

SUMMARY OF CONTRIBUTIONS

We summarize our main contributions as follows:

e We provide a general optimization framework for stored
video delivery that accounts for heterogeneous client
preferences, QoE models and capacity variations,

e Under the constraint of no rebuffering events, we for-
mally obtain an optimal solution where the transmission
schedule is of a threshold type and the bitrate distribution
is of an ascending order,

e We propose an efficient heuristic, which we call
NEWCAST, that performs close to the optimal approach.
NEWCAST performances are evaluated through simula-
tions under the constraint of no rebuffering events,’!

o We study the characteristics of NEWCAST in terms of
robustness (using real traces) and complexity. We then
compare it to baseline adaptive bitrate algorithms,

e We conduct extensive simulations to evaluate the
proposed solution. Experimental results indicate that
NEWCAST achieves a good trade-off between the cost
of the delivery and QoE metrics. Noticeably, we also
observe that NEWCAST can be stabilized effectively and
video bitrate switches occur rarely (at the maximum num-
ber of bit-rate levels). The freezing events can be almost
completely avoided if the predictive capacity can down-
load a video with lower quality. Our solution clearly
outperforms the solution proposed in [27],

IDue to the lack of space, we moved the results where we tolerate buffer
stall during the video duration in [32].
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¢ We implement NEWCAST in a real environment and
adapt it for real interactions with a real DASH player. We
present a detailed design of NEWCAST at client side and

how it interacts with the base station in a multi-users sce-
nario. This allows NEWCAST to work with any existing
bases station scheduler, facilitating simpler deployments.

The rest of the paper is organized as follows: In Section II,
we introduce the system model and formulate the optimization
problem. In Section III, we discuss the properties of
the optimal solution. In Section IV, we propose optimal
approaches and heuristic algorithms for the problem resolu-
tion with the constraint of no rebuffering events. Then, in
Section V, we consider the hypothesis to allow rebuffering
events during the streaming session. Section VI is dedicated to
both simulations and numerical results and Section VII is ded-
icated to experiments. We conclude the paper in Section VIII.

II. PROBLEM FORMULATION

We consider a video file stored in a video streaming server
and divided into N segments of equal length in second. Each
segment is composed of S frames and encoded at L different
bitrates {b1, ..., by}, such that b; < b; for i<j. To stream the
video, the client requests the segments to the server one by
one and indicates at each request the video quality (bitrate)
needed for the streaming. Denote by b(f) the video bitrate
being streamed at time #, and by 7(#) the quotient 3 L where
by, is the highest video bitrate. We assume that, at the client
side, the video frames are played at a rate of A frames per
second (fps), and that, before starting the video, a prefetch-
ing stage is introduced till having )y frames in the playback
buffer. Thus, )y represents the number of accumulated frames
that playout buffer should reach before the media player starts
to play. To avoid buffer overflows, we assume that the playback
buffer is very large.

In our problem modelling, we exploit the knowledge of the
user’s future available throughput (hereinafter called network
capacity) to optimize the system usage cost and the QoE. Let
c(t) be the network future capacity at time ¢ and r(¢) be the
transmission bitrate of the user at that time, note that 0< r(r)<
c(t). Inspired by [29], we define the system utilization cost as

1 [T r(t)
== —=dt 1
where % the proportion of resources allocated to the user
at time 7 (can be interpreted as the proportion of time the user
is occupying the network if we use discretize the time), and T
defines the video length in second. We compute the number

of frames that will be streamed with quality level j during the
streaming session as

T 3gb(H)=b,3 (DA T i () (A
{b(1)=b;} _/ W
— T dt= Tt 2
/o b(1) o br 2)
where
o ) i b)) =b;, jel... L],
(1) = {0 otherwise. 3)

Assume that the user’s perception on the video quality levels
can be expressed by the mean of weights {wy,...,wy} such

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 17, NO. 2, JUNE 2020

that w; corresponds to quality level j and w; < wj; for i<j.
Hence, we define the weighted average quality of the video as

_ E;'z wj o v (D)r(HAde
b, X (N x §)
- b
SIiwi o v (t)r(t)dt
= 5 : @)
L
where Sj, represents the video total size in bits when it is
coded with the highest bitrate level by, i.e., S; = W

Normally, a high video quality comes at a high cost.
However, it may happen that a user wishes to reduce his cost
in return of a low quality, or that an operator wishes to save
the network resources for further usage. To cover such situa-
tions, we define a positive parameter m to make the tradeoff
between system utilization cost and video quality. Therefore,
we define our optimization cost function as

F=o0—-—mXp.

Remark 1: All results obtained in this paper are still avail-
able for other types of function F that satisfy the following
assumptions: the objective function F is increasing in system
utilisation and decreasing in average quality of the video.

Let u(¢) be the cumulative number of arrival frames at time
t and I(t) be the cumulative number of frames being already
played at that time. Therefore, we define the buffer underflow
constraint as u(t)>1(tr) V t< T. Given the transmission bitrate
r(¢) and the corresponding video bitrate b(r), we express the
network frame rate as )‘brgt)

Denote by (r, ) the video transmission strategy during the
streaming session, where r defines the transmission schedule
and ~y characterizes the distribution of video bitrates. We start
with the case where no rebuffering events will happen during
the streaming session. Hence, we summarize our optimization
problem, as follows2

. _ (),
wiy #e= g [
i w o (O

St
Jg 24 > (),

Vi< T
st Jisimp ANl s gy, vicT )

fo Z] L)\T (t):

where the first constraint ensures the existence of at least one
solution which corresponds to a mono-quality streaming using
the lowest video bitrate and the whole resources. At the end
of Section VI-B, we study the case where several rebuffering
events are tolerated during the streaming session.

1),

2we emphasize that all results obtained hereafter can be extended to other
functions such as logarithm function. The more important assumption needed
for our theoretical results is to assume that the objective function F is increas-
ing in system utilization and decreasing with the weighted average quality of
the video.
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Fig. 1. Sketch of proof of the threshold strategy. Here, the hatched area on
the right can be entirely shifted to the left, which gives a value of (3 equal
to 1.

III. PROPERTIES OF OPTIMAL SOLUTION WITHOUT
REBUFFERING EVENTS

A. The Threshold Scheme for Transmission Schedule

Definition 1: Giving the network capacity ¢, we define the
threshold transmission schedule by

ron (1) = {c(t) if ¢(t) >« ©)

0 otherwise.

Proposition 1: Assume that there exists a feasible solution
that satisfies the constraints in (5), then there exists an optimal
strategy (74, vr,,) of optimization problem (5), where 7y, is
a threshold transmission schedule.

This propriety was actually inspired by [29]. Nevertheless,
authors in [29] assumed a classical video streaming with only
one bitrate level, whereas we consider adaptive video stream-
ing with multiple bitrate levels, which makes our optimization
problem more appealing as it fits current video streaming
schemes.

Proof: Let ¢ and r be the network capacity and the user
transmission bitrate on a given interval of time [0, €]. Without
loss of generality’ and for the sake of illustration, we choose
an interval of time where ¢ is monotonically decreasing as

shown in Fig. 1. As we have r(t) < ¢(t) V t € [0,¢€], then
3 (4,8) € [0, 5] x [0,1] such that V ¢ € [0, 4]
c(t) > c(t+e—9) (7)
and
s _
/ r(t) + Br(t+e—9) it < 6, ®)
0 c(t)

where Inequality (7) derives from the decreasing pace of c,
and Inequality (8) derives from the fact that some data at the
end can be transmitted beforehand. On the other hand, we have

“r(t) ,  [Or(t)+Br(t+e—9) &
Acm“‘A (1) “*/ ()"

+/ i /ﬂ”“_). )

3The proof still holds for a monotonically increasing c.
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Using Inequality (7), we obtain

/(;ZggdtZ/ ()—l—ﬁr((t—I—e /6 ;f
+/ (Edt) / o 1; at. (10)
Obviously, if

O p(t) + Br(t+e—9)

dt =6,
0 c(t)

then all the given capacities in [0, §] will be used, i.e., all the

white surface in Fig. 1 will be filled. In that case, we define
a new transmission schedule 7’ such that

c(t) t €10,0]
r'(t) = r(t) t €[d,e—4] (11)
(1=p8)r(t) t €le—19,¢
which gives
€ w € T'/(t)
[ aguz ) wme
Otherwise, if
/5 r(t) +Br(t+e—9) . <5 12)
0 c(t)

then 3 will be equal to 1 since our objective is to shift as much
data as possible from the times where the capacity is low to
the times where the capacity is high. Therefore, to completely
use the highest capacities, we must repeat the same shifting
operation on [0, e —§] considering a new transmission function

r’ verifying
5 r'(t) r(t)+Br(t+e—03)
0 o) U= 4(:(15) dt
(1) = r(t) ¥ ¢ € [, — 4.

In both cases, Inequality (10) holds, which means that the
highest capacities are less expensive than the lowest capacities
in terms of network utilization cost if they were used for trans-
mitting data. If we keep repeating the shifting operation on all
the future horizon, we end up having all the highest capacities
entirely used and all the lowest one unused, which is clearly
a threshold transmission schedule as defined in Definition 1.

Now, we assume that, knowing c, there exists a feasible
solution (r, ) that satisfies the constraints in (5). To per-
form the data shifting operation on the transmission schedule,
three main conditions should be verified: (i) The shifted data
must have the same video bitrate as the bitrate used in the
shifted-to time, (ii) data shifting shall not interrupt a segment
transmission schedule, (iii) data shifting shall not violate the
stall constraints.

Actually, shifting the data transmission can be either done
to the left (earlier) or to the right (later). As we assume a
very large playback buffer, sending the video data at earlier
times will not cause packets rejection and, thus, will not cause
video stalls. In other words, any data shifting to earlier times of
higher capacities will be performed without violating the stall
constraints. However, when the higher capacity values come
later, the data shifting must be checked whether it violates

(13)
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<@

Fig. 2. Ascending bitrate level strategy.

the stall constraints or not. As we only shift the data trans-
mission without changing their corresponding video bitrates,
we end up having a new bitrate level strategy ., that gives
the same weighted average quality as given by ~. Thereby,
the resulting strategy (ry,,7yr,,) outperforms strategy (r, 7),
which completes the proof. |

In practice, the setting of the transmission threshold « does
not follow the data shifting process of the proof. We will
thus design an approach to build a threshold strategy for the
transmission schedule.

B. Ascending Bitrate Level Strategy

In this section, we study the proprieties of the bitrate level
strategy under a threshold based transmission schedule. More
specifically, we analyze the impact of the video quality levels’
order on the setting of «.

Definition 2: We say a bitrate level strategy is ascending if
the quality levels of the video segments increases during the
session, i.e, forall 0 < ¢t <t/ < T

b(t) < b(t'), ie., y(t) > ~(t).

Proposition 2: Assume that there exists a threshold-based
solution (ry,,7y) that satisfies the constraints in (5), then
there exists a threshold-based ascending bitrate level solution
(r4,,7") that optimizes problem in (5).

Proof: Pick a suite of N segments with a non ascending
order quality levels, in a way that they can be streamed without
video stalls over the future horizon. Then, according to this
quality levels’ order, set a threshold-based solution (ry,,7)
with threshold a such that, beyond this threshold, the first
constraint violation will occur at time ¢ = s,. Suppose that,
under this solution, two bitrate levels b; and by will be respec-
tively streamed over [, 7 + 6] and [7/, 7" + ¢'] as depicted in
Fig. 2, such that

T4+06< s, T > sp,

T4+ '8
/ ryp () dt = / ron (1) dt.
T T

/

b1 > bg,

and

Let fry,(t) be the network frame rate at time 7. As we have
b1 > b9, then the number of frames that will be streamed
during [/, 7' + &'] is greater than the number of frames that
will be streamed during [, 74 ¢]. Therefore, 3 5 > 0 such that

/46 T+6
// frin(t)dt = / Jrap(t)dt 4 3.

T

(14)
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frames A u(t)

u'(t)\

>

T'+d’ t

T T+

Fig. 3.

frames u.

Impact of bitrates switching on the cumulative number of arrival

Suppose that we switch between by and by over these two
intervals of time. Then, the number of cumulative received
frames at s, will be increased by 3. Let u and u’ be the
cumulative number of arrival frames functions before and after
switching the bitrates. therefore, we have

u'(sn) = u(sy) + f. (15)

Actually, if u/(s;,) is large enough and allows increasing
the threshold beyond « without violating the stall constraint
at t = s, and later, then the cost function will be reduced.
Otherwise, the threshold remains the same without chang-
ing the system performance. In fact, as explained in the
previous section, streaming the data beforehand will only add
more flexibility toward the stall constraints since the buffer is
assumed to be very large. We show by the sequel that, even
if we switch between the two bitrate levels the streaming will
remain without video stalls under the same threshold since
u' > u(t) Vt € [0, T] (see Fig. 3). Let frj, be the network
frame rate function after switching. Then, we have

frin(t) > fron(t) Yt € [, 7+ 9], (16)
frip(t) < frn(t) VE € [7',7" + 8], (17)
T4+
[ i = o) d
T'46
[, - d=5 a3
We further define u’ as
u(t) t<T
u(T) +f7_tfr£h(s) ds t € [r, 7+
u'(t) =4 u(t)+ 83 t €[r+6,7]
u(T') +ﬂ+f:,f7’£h(s) ds t € [T’,T’+5/]
u(t) t>7+6.
(19)

Actually, the cumulative watched frames function [ will
remain the same as the playback frame rate A remains the same
for all bitrate levels. Now, we see clearly that V' ¢ & [7/, 7/+§],
u'(t) > u(t). However, for t € [/, 7" + &'], we have

t
W) = ult) =0 [ uls) = fls) ds, - 20)

which is positive according to (17) and (18). To conclude,
putting the segments in an ascending bitrates’ order may
allow a higher transmission threshold which further reduces
the cost function without degrading the average quality of the
video. |
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IV. ALGORITHMIC APPROACHES UNDER NO
REBUFFERING EVENTS CONSTRAINT

In this section we solve optimization problem (5) through
algorithmic approaches based on the properties of the optimal
solution characterised in the previous section. We provide an
approach that compute the optimal threshold-based solution
but this algorithm is faced with a high computational com-
plexity necessary to obtain the optimal solution. Due to this
shortcoming, we propose an alternative heuristic approaches
to obtain nearly optimal solutions under the assumption of no
rebuffering events during the session. Afterwards, we extend
the study to the case where the number of video playback
interruptions (stalls) can be tolerated to a certain level.

A. Optimal Threshold-Based Solution

We summarize here our global optimal approach in three
main steps : (i) first, we look for all the possible values of o €
[@min, maz] that satisfy the constraints in (5) and associate
to each one the birates level strategy that gives the highest
possible weighted average quality, (ii) for each threshold and
its corresponding video quality, we compute the resulting cost
function F, (iii) the optimal solution corresponds to the one
that minimizes F.

1) Optimal Transmission Schedule «: To find the optimal
threshold « with the lowest complexity, we propose to sort
the future capacity in an ascending way, then try its ascendent
values as thresholds till reaching the one that causes video
stalls. This approach will determine all the possible thresh-
olds [min, @magz|- Fig. 8 illustrates the example used for the
simulation section.

2) Optimal Bitrate Level Strategy: Our approach for gen-
erating an optimal ascending bitrate level strategy consists of
using a tree of choice of N levels as depicted in Fig. 4, where
each level corresponds to a video segment. The nodes of a
tree level i correspond to all possible quality levels that can
be assigned to segment i. The parent of a node (if it exists)
has either a worse or equal quality. The children (if they exist)
have either a better or equal quality. We construct the tree
level by level to form the path that gives the optimal sequence
of bitrates. At each level, we remove the nodes whose paths
cause a constraint violation in order to minimize the number
of nodes at the bottom of the tree. At each level, we compute
the partial weighted average quality till reaching the end of
the tree. The optimal sequence of bitrates corresponds to the
path that maximizes the total weighted average quality. The
complexity of this algorithm may reach up to O((L + 1)),
which makes it non suited for online streaming services.

B. NEWCAST Design

NEWCAST (aNticipating qoE With threshold sCheme And
aScending biTrate levels) follows the same principle as the
optimal global approach, but it uses two heuristics INVEST
and AWARE for respectively computing the thresholds and
generating the sequence of bitrates. Let v, and F, be
the ascending bitrate levels strategy and the cost function
under 7,-based transmission schedule. The main steps of this
heuristic are described in Algorithm 3.
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Algorithm 1: INVEST: INcrease With VariablE Foot STep
Data: ¢, i, O

1 SortedC=sort(c),

2 CumSortedC=CumulativeSum(SortedC),

3 ind = max(find (CumSortedC < i x Q)),

4 return SortedC(ind)

Fig. 4. Tree of choice for optimal ascending bitrate.

f(C)=Sorted(C)

Oy

2

ett

\ A . A v /o f(t)

v Y

Q Q Q

Fig. 5. INVEST: INcrease with VariablE foot STep.

1) INVEST (INcrease With VariablE Foot STep): This
heuristic also follows the same principle as the optimal
approach. However, instead of trying all the sorted capacity
values as thresholds till violating the contraints, it defines a
variable foot step to increase the threshold initially set to ¢y, -
The values taken by this foot step will depend on the dynamic
of the network capacity, Let {a1,...,ap} C [@min, ®maz]
such that ;41 > «;,4 € {1,..., M — 1}. To compute o;41
knowing a;, we set the number of bits that we want to aban-
don through increasing the threshold (denoted by Q). Then,
we find the capacity value (threshold) that allows doing that
as described in Fig. 5. o;11 — a; will define the it foot step
(See Algorithm 4).

2) AWARE (Anticipating Qoe With Ascending BitRate IEv-
els): This heuristic has a polynomial complexity and is quite
faster than the optimal approach. Our simulation results show
that its outcoming solution approaches the optimal solution
at almost 98% in terms of the video average quality. We
summarize its steps in the few following points:

At the beginning, we assign the lowest bitrate to all video
segments. Then, starting from the end of the video (latest
segment) back to the beginning, we increase the bitrate of
each segment by one level as long as the stall constraints are
satisfied. We repeat this step many times till reaching the high-
est available bitrate (See Fig. 6). By following this approach,
the number of times the bitrate will be increased is at most
equal to L—1 (see Algorithm 2). To reduce the startup delay,
which is a prominent key QoE factor (but not included in
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Algorithm 2: AWARE: Anticipating QoE With Ascending
bitRate IEvels
Data: c, o, videoProperties, by ... by,
1 s = 1, SegmentsBitrates[1 : N]=bs,
2 while s < L do

3 s=s+1,

4 Start=FirstSegmentOfBitrate(bs_ 1),

5 End=N,

6 middle = (End-Start) div2 +1,

7 while middle > 1 and End > Start and middle < End ) do
8 init=SegmentsBitrates,

9 SegmentsBitrates[middle:End]=bs,

10 SegmentsBitrates[1:StartupSegments]=b1,

11 Test =

ExistViolation(SegmentsBitrates, ¢, a,videoProperties),
12 if Test then

13 SegmentsBitrates|middle:End] = init[middle:End],
14 ‘ middle=middle+(End-middle) div2 +1,

else

End=middle-1,

middle=Start+(End-Start) div2 +1,

15
16

end

end
end
17 [ra,Ya]=TransmitVideo(c, o, VideoProperties,
SegmentsBitrates),
18 Test = ExistViolation(SegmentsBitrates, ¢, «, VideoProperties),
19 return (Zest, ra;, Ya)

Algorithm 3: NEWSCAST: aNticipating qoE With
Threshold sCheme and aScending biTrate Levels

Data: ¢, VideoProperties, L, w,
1 a=Cppin, ¢ = 1,
[PossibleTransmission, 7o, Yo ]J=AWARE(c, «, videoProperties,
L),
while PossibleTransmission do
Fa=computeObjFunction (c, ro/, Yar, W),
i=i+1,
«a = INVEST(c, i, Q),
[PossibleTransmission, 7o, Yo ]J=AWARE(c, a,
videoProperties, L),

(5]

NS e W

end
8 Fre=min{Fqa},
9 Oéth=a*,
10 return (o, Yoy,)

our optimization problem), we set the startup-segments to the
lowest bitrate and stream them using a greedy* transmission
rather than a threshold-based transmission. As shown in Fig. 7,
an inherent advantage of this algorithm is that it ensures a
progressive increase of the bitrate instead of an aggressive
increase as given by the optimal approach, which is quite more
appreciated by the users.

V. ALGORITHMIC APPROACHES UNDER
REBUFFERING EVENTS

So far, we have assumed no rebuffering events during the
streaming session, i.e., the future capacity has been assumed
quite sufficient to allow streaming the hole video at the lowest
bitrate. In extreme cases, the capacity may not be sufficient

4A greedy transmission uses all the available network capacities.
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Fig. 6. Tllustrative example of the bitrate increasing steps used in AWARE.
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Fig. 7. Comparative example between optimal approach and AWARE.

and may cause the player having video stalls even with the
lowest quality level. End-user may prefer to tolerate few stalls
in order to have a better quality. To go further with the analysis,
we adapt our approach to a similar case where ¢ stalls can be
tolerated during a session. The optimization problem in (5)
becomes

T
min F(r,v) = l/ @dt—ﬂ
0

(ryy) T c(t)
Eimr o (B
Sy, ’
T =L X r(t)y;(t
o LIS = ), 1)
f(r,’y)(T) <4q,

where F ;. . (T) is the number of stalls during the streaming
session under strategy (r, ).

Lemma 1: Any optimal strategy will experience exactly g
stalls.

Proof: Assume that there exists an optimal solution (7, )
that has experienced ¢’ stalls such that ¢’ < ¢. Suppose that
under (r, ), 29 frames have been downloaded over |7, T + Zg]
where 7 is the time needed to download zy frames. By
imposing an additional starvation at time 7, the number of
cumulative frames at playout buffer will be increased by .
This allows to give more opportunity for the transmission
schedule to reduce the cost of transmission without chang-
ing their corresponding video bitrate v and without violating
the stall constraints. Thus, the strategy (r, 7v) may decrease the
cost function F by forcing an additional stall, which completes
the proof. |

The following result extends the proprieties of the optimal
solution by including the possibility of rebuffering. By
Lemma 1, the following corollary holds.

Corollary 1: Assume that there exists a feasible solution
that satisfies the constraints in (21), then there exists an optimal
strategy (74, Vs, ) Of optimization problem (21), where 7y, is
a threshold transmission schedule and v, is a threshold-based
ascending bitrate level solution.
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Algorithm 4: AWARE-MS,;: AWARE With at Maximum
q Stalls

Data: ¢, «, videoProperties, by ... by, maxStalls=g,

s = 1, SegmentsBitrates[1:N]=bs,

while s < L do

s=s+1,

Start=FirstSegmentOfBitrate(bs_ 1),

End=N,

middle = (End-Start) div2 +1,

while middle > 1 and End > Start and middle < End ) do

init=SegmentsBitrates,

SegmentsBitrates[middle:End]=bs,

SegmentsBitrates[ 1:StartupSegments]=b1,

nbrStalls = ComputeViolations(SegmentsBitrates, ¢, a,

videoProperties),

if nbrStalls > maxStalls then
SegmentsBitrates|middle:End] = init[middle:End],
middle=middle+(End-middle) div2 +1,

R T N R W N

—
]

—
LN S

else
End=middle-1,
middle=Start+(End-Start) div2 +1,

e
N W

end

end
end

17 [rasYa]=TransmitVideo(c,«, VideoProperties,
SegmentsBitrates),

18 nbrStalls = ComputeViolations(SegmentsBitrates,c,c,
VideoProperties),

19 Test= nbrStalls < maxStalls,

20 return (Test,ra,va)

With the above results, the algorithmic approaches under
no rebuffering events still hold for the general case where the
number of video playback stalls can be tolerated.

In Algorithm 4, we present the modified NEWCAST algo-
rithm where we allow video playback stalls to happen. The
major modification concerns only AWARE algorithm to com-
pute the optimal bitrate level strategy since INVEST algorithm
remains unchanged under rebuffering events.

VI. SIMULATIONS AND NUMERICAL RESULTS
A. Simulation Tools and Setup

We performed all our simulations using MATLAB server
R2015b on a Dell PowerEdge T420 Intel Xeon running Ubuntu
14.04. The streaming session was configured according to
some DASH and Youtube parameters [33], [34]. To the best of
our knowledge, no explicit way does really exist to compute
the weights that can be accorded to the video bitrates. In [35],
authors were exploring a QoE estimation model in which they
were assigning to each video segment a QoE metric with a
logarithmic variation as function of the bitrate and the motion
factor. In [36], however, authors used a MOS (Mean Opinion
Score) factor in order to reflect the user’s satisfaction toward
each quality level. In this paper, we assign the weights to the
bitrates in a proportional way as follows: w; = b;/ 25:1 bi,
where b; is the i*" bitrate level and w; is its corresponding
weight. All the parameters are listed in Table I. For the sake
of accuracy, we explore the values of the threshold « using the
optimal approach. Our heuristic (INVEST) will be discussed
later in Section VI-D.
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TABLE I
PARAMETERS OF MATLAB SIMULATIONS

Window Size 3 min 10 s
Average throughput 2 Mbps
Capacity Time Slot 1s

Video Length 3 min

Segment Length 1s
Video frame rate 30 fps
Playback cache 43

Video bitrates (Mbps) | [0.4 0.75 1 2.5 4.5]

¢ (Mbit)

0 20 40 60 80 100 120 140 160 180 200

Sorted(c)
+  possible thresholds

196 I I I I I I
0 20 40 60 80 100 120 140 160 180 200

Fig. 8. Network capacity and its corresponding threshold c.

B. Framework Performance

As a first step, we generate the network capacity randomly
around a constant average value. This capacity will serve us
to show the main characteristics of the proposed algorithm.
Then, we resort to use real-world capacities for robustness and
performance comparison with baseline rate adaptation policies.
Fig. 8 illustrates the dynamic of the capacity along with its
correspondent threshold values «.. Note that, when « exceeds
its maximum value, a stall constraint will be violated. By the
sequel, we define our benchmark as the case where all the
future capacity is used and the highest possible video qual-
ity is delivered, i.e., & = ¢p;,- The execution of NEWCAST
using the above parameters shows a variation in the system
performance for 7 ranging from 4.50 to 4.70. Beyond the lim-
its of this interval, the system performance remains the same.
In the following analysis, we will only focus on three values of
m: low, medium and high. Let us denote by o the outcoming
threshold after running NEWCAST using the a chosen value
of .

Fig. 9 illustrates the variation of a, as function of 7. A
small value of 7 results in a high «, as it prioritizes the
system utilization cost. A big value of w, however, results
in a low threshold as it gives more importance to the average
quality. As a matter of fact, a medium 7 leads to an in-between
threshold that balances QoE and system cost.

In Fig. 10, we plot the playback buffer state evolution over
time and its correspondent sequence of bitrates for the three
aforementioned values of 7. When 7 is small, many silent
times are noticed and the buffer state evolves with high slopes
(mainly at the beginning and at the middle of the video).
This is actually due to the low quality of the segments being
streamed. Note that the player streams as much frames as the
bitrate is low. For the medium value of 7, more flexibility is
noticed with shorter silent times and better quality. As for the

Authorized licensed use limited to: LABO EA 4128 Avignon. Downloaded on December 17,2021 at 07:51:36 UTC from IEEE Xplore. Restrictions apply.



1062
T T T T T T T -
208 |- e
Y r>=a7
ﬁh ; ﬂﬂnﬂ : ﬂﬁﬂﬂﬁﬁ%ﬂ
TM] fﬂﬂw o ”Hﬂvw H 0]
1e7 [ 1 i
-
Fig. 9. Variation of ar as function of 7.
7=4.5 7=4.5
25
4000
") ® —~
g iz
S 2000 =
w L §U7fj
J— 0.4
0 [
0 50 100 150 0 50 100 150
t(s) Segment
7=4.6 7=4.6
25
4000
an © —~
£ 58
S 2000 -‘:g 3
w RS
‘“ 0.4
0 0
0 50 100 150 0 50 100 150
t(s) Segment
7=4.7 7=4.7
25
4000
] ey
£ 58
S 2000 =8
w BEo7s
— 04
0 0
0 50 100 150 0 50 100 150
t(s) Segment

Fig. 10. Playback buffer state evolution and corresponding sequence bitrates
for different .

big value of 7, no silent times are noticed since almost all the
network resources are used. The buffer state evolves gradually
with low slopes, given the fact that segments of high-order
quality are being streamed.

Now, we explore the idea of enforcing a stall during the
streaming session. Let F,, be the original cost function before
enforcing a stall, and Fg; be the resulting cost function after
enforcing a stall. In Fig. 11, we plot again the playback buffer
state evolution over time for the three values of 7, and plot
below the variation of Fg as function of the stall emplace-
ment (15¢ segment, 2" segment, etc.). As depicted in the
figure, for m = 4.5, F; experiences high fluctuations around
For mainly when the stalls are enforced at the beginning of
the video. The lowest values of Fg are noticed when the
stalls are enforced at the moments where the original buffer
state is critical, i.e., a low quality with no much flexibility
toward the stall constraint. Note that, the critical states of the
buffer at these moments prevent NEWCAST from setting a
higher threshold. When a stall is enforced there, the video is
divided into two independent parts and the streaming strategy
is optimized before and after the stall, leading to two differ-
ent thresholds that reduce the overall system utilization cost.
Now, by increasing m, we observe a quasi-constant decrease
in Fg. A stall enforcement certainly enhances the quality at
the beginning part of the video, but it condemns the flexibility

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 17, NO. 2, JUNE 2020

and the average quality for the rest of the video. The degra-
dation in the global quality induces a reduction in the global
system cost that outweighs the resulting Fg;. To sum it up,
a stall enforcement may be only interesting when the value
of m is low since it may reduce the system cost. A judicious
choice of its emplacement would be at the moments where the
original buffer state is critical.

C. Robustness Under Prediction Errors

One key limitation of the proposed idea is that there is
still no explicit approach that accurately predicts the network
capacity over more than ten seconds to the future. In order
to evaluate the robustness of NEWCAST, we used the real
throughput traces of the HSDPA dataset [1]. This dataset con-
sists of 30 minutes of continuous throughput measurements
of a moving device in Telenor’s 3G/HSDPA wireless mobile
network. We used the traces of the Ljabru-Jernbanetorget tra-
jectory as it has the least variance in the throughput spatial
variation (see Fig. 13 and Fig. 14). A temporal mapping of
the throughput variation was performed by supposing the user
moving at a speed of 50 Kmph. Using the same parameters of
Table I, we computed the performance P, of NEWCAST by
averaging all the throughput realizations, then, we computed
its performance P,., by using each throughput realization
apart. The robustness of the framework was evaluated through
the performance averaged error rate

Preal = Pav
Pay .

Results shown by Fig. 14 depict an averaged error rate less
than 15% for both the system cost and the average quality.
They even depict a lower sensitivity of the system cost to
prediction errors when 7 is smaller, and a lower sensitivity of
the average quality to prediction errors when 7 is higher. In
general, we can claim that our scheme performs pretty well
even with the presence of real prediction errors.

Perror = ‘

D. Complexity

1) Framework Performance Under Bigger Time Slots: In
Fig. 15, we compute the mean execution time of NEWCAST
(using optimal thresholds) by averaging results on 100 (ran-
domly generated) capacities and using different time slots
(from 1 s to 5 s). It takes almost 4 s to compute the final
strategy with a time slot equal to 1 s. As expected, using big-
ger time slots takes much shorter time. However, this comes
at the expand of the final result accuracy depending on the
value of 7. In the same figure, we show the system response
(through F) for each time slot by averaging results over the
100 capacities. We compute an accuracy rate factor (< 1) by
comparing the obtained results with the result of 1 s time slot.
In our model, we assume that in a time slot only one bitrate
level can be streamed, which explains why using bigger time
slots may add constraints to the QoE. For high values of 7,
very slight degradation is noticed since the system tends to use
all the network resources. However, for low values of m, the
constraints have bigger impact since the system tends to use
less network resources, which explains the higher degradation
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in the QoE, and, by the sequel, the higher reduction in the
system cost.

2) Framework Performance Under Different Values of
Q: Here, we set the time slot to 1 s and run NEWCAST
using different values of O (between 1 Mbit and 5 Mbits) by
averaging results on the same 100 capacities. Results in Fig. 16

show that setting Q to the average throughput (2Mbps) leads
to a high accuracy rate (= 1) with an execution time of 4 s (as
for optimal thresholds). Setting lower values of Q, increases
the execution time and keeps almost the same accuracy on F.
For higher Q, the complexity is notably reduced, but slight
degradations are noticed on the accuracy rate (less than 16%).
A judicious choice of Q should then be made depending on
the operator’s preferences: a high O gives a high QoE and a
very low complexity, whereas, a low Q gives a low system
cost and a higher complexity.

E. Comparison With Baseline Adaptive Bitrate (ABR)
Algorithms

In this section, we compare NEWCAST to two baseline
ABR algorithms: one is throughput-based (TB-ABR) in [16],
the other is buffer-based (BB-ABR) in [27]. We develop each
algorithm on MATLAB and simulate its behaviour on different
video streaming sessions. We keep all the parameters setting
of Table 1.
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1) ABR Algorithms: The key difference between current
ABR algorithms is the logic they use for bitrate selection.
As found in the literature, ABR logics can be categorized in
two main classes: throughput-based class [21], [34], [37] and
buffer-based class [15], [27], [38]. While the first class relies
only on the next throughput prediction to decide on the current
bitrate selection, the second class relies only on the current
playback buffer occupancy. Few algorithms, however, were
proposed as a mixture of throughput-based and buffer-based
algorithms [17].

2) TB-ABR and BB-ABR Configuration (Criteria of Choice
for Comparison With NEWCAST): The main characteristic of
NEWCAST is that it increases the quality of segments pro-
gressively to avoid bothering the user with sudden quality
jumping. To do so, we configure the TB-ABR and the BB-
ABR algorithms to be both conservative. For TB-ABR, we
use the smoothed throughput estimation such that

T(i+1)= 3 pT(k),

k=1—3

with p;1 = 0.5,p2 = 0.3,p2 = 0.15 and py = 0.05. T(i)
designs the throughput measured after downloading segment
i,and T'(i+1) is the throughput estimate of segment i+1. As
for the bitrate selection, we use a method close to that defined
in “Microsoft Smooth Streaming”.

For BB-ABR, we use the algorithm in [27]. The bit rate
selection is determined by a mapping function that charac-
terises the relation between the bitrate of the next segment
and the current buffer size. The algorithm defines two thresh-
olds By,;n and By,q, and design a buffer-based controller that
take into account several metrics such as playback freezing,
bitrate switch and video quality.

3) Capacities of Test: In this section, we use the real
throughput traces of the online 4G/LTE dataset [2] collected
for the car trajectory. Both NEWCAST and the ABR algo-
rithms are evaluated. Our analysis is driven by the three
metrics that mostly characterize NEWCAST: the system cost,
the per segment average video quality and the average number
of quality switching. In Fig.17, we plot each of these metrics
as function of 7 for 7 ranging from 1 to 7.

4) Main Comparison Points:

a) TB-ABR vs. NEWCAST: According to Fig. 17, the
main advantage of NEWCAST is that it can achieve the same
quality as TB-ABR with a system utilization cost reduced by
at least 21%, and that it can achieve the same system cost with
an average quality enhanced by up to 28%. This is mainly due
to the smart threshold-based-strategy of NEWCAST that uses
the less expensive resources depending on the value of 7. It
is then up to the operator to make the tradeoff and to wisely
calibrate the value of 7 to outperform the TB-ABR algorithm.
A further important observation lies in the very reduced num-
ber of quality switching achieved by NEWCAST (at most 2)
compared to that achieved by TB-ABR (around 13).

b) BB-ABR vs. NEWCAST: We notice from Fig. 17
that BB-ABR is very greedy toward the resource usage
compared to TB-ABR, which makes it give near performance
to NEWCAST when applied with high values of 7. Actually,

(22)
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TB-ABR vs. NEWCAST and BB-ABR vs. NEWCAST (without

for some values of m, NEWCAST outperforms BB-ABR,
but this outperformance is marginal. In fact, the same aver-
age quality can be achieved with a system cost reduced by
11.68%, and the same system cost can be achieved resulting
in an average quality increased by 3.49%. The greedy char-
acter of BB-ABR can be either emphasized or de-emphasized
depending on the mapping function, which chooses the bitrate
of the next chunk based on the current buffer state. So, it
may happen that BB-ABR uses all the resources and gives
a higher average quality than NEWCAST, but this outper-
formance will not exceed 2% since the heuristic used by
NEWCAST approximates the optimal quality arrangement by
98%. Overall, the most noteworthy advantage of NEWCAST,
is that it gives a far less number of quality switching (at most
2 against 27 with BB-ABR), which is very well appreciated
for the users’ perceptions. Moreover, NEWCAST limits the
risk to have a starvation compared to BB-ABR. Recall that
NEWCAST avoid a starvation when the predictive capacity
allows to download the video with low quality.

In conclusion, when the knowledge of the future throughput
is perfect,) NEWCAST can perform better than the baseline
TB-ABR and BB-ABR algorithms. By mean of a wise calibra-
tion of the value of m, the tradeoff between system utilization
cost and QoE can be steered to either save more resources
or increase the average quality. In all cases, the number of
quality switching remains the most suitable for the end user’s
perception.

VII. FRAMEWORK DESIGN AND IMPLEMENTATION

NEWCAST is designed to manage the video streaming pro-
cess in order to maximise the subjective video quality with

S5The case where no accurate throughput prediction is made available is left
for another work [39].
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minimum radio resources. In order to achieve this target, we
implement NEWCAST at the client side to ensure that each
adaptive video stream can adapt its strategy as function of
the time window in which the prediction is accurate. Such a
design has several benefits (i) NEWCAST can be combined
with any existing scheduling policy implemented at the base
station such as proportional fair (PF) scheduler. Notice that
PF schedulers strive to achieve fairness of resources allocated
across the users. (ii) NEWCAST does not require modifica-
tion of existing base station schedulers, facilitating quicker
deployments and (iii) all types of traffic can be handled with
the existing scheduler at the base station.

As the prediction of future capacity is done by the oper-
ator based on collected data, it is natural to consider that
this information on the future capacity is available at the
base station side. However, the future capacity is sent to
each adaptive video flow and each user computes the optimal
threshold strategy ay, and the optimal bitrate levels strategy
using NEWCAST. The optimal threshold strategy oy, is sig-
naled to the base station in order adjust its priorities among
users. The scheduler can use a filtering approach to allocate
resource to mobiles based on values of ay, of all video stream-
ing users in the cell. If the capacity of a user is accurate, then
the scheduler knows at each TTI whether a mobile user needs
to be served or not. A simple way to do this consists in adding
a filter behind the scheduler to restrict the set of UEs to be
served at each TTI, which corresponds to 1 ms in LTE. If the
predicted capacity of a given user is below the threshold ayy,,
this user will be excluded from being served by the scheduler
during the time slot TTIL. This allows the scheduler to allo-
cate the resource not used by adaptive traffic to other types of
traffic.

A. NEWCAST Interactions With Real Video Streaming
Entities

In real environments, NEWCAST shall be implemented at
the client side as an independent framework. It shall be able to
communicate the threshold oy, to the network scheduler and
the set of video bitrates -, to the media player as described
in Fig. 18. The transmission threshold oy, as a kind of a cross
layer that also allows to apply the threshold-based transmis-
sion scheme. The set of video bitrates ~,, however, can be
directly sent to the player at the beginning of the streaming
session. These bitrates will then be consecutively requested by
the player to the streaming server. Note that, in our analytical
model, the variable ~,;, was set to describe the variation of the
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Fig. 19. Sequence diagram of a video streaming session using NEWCAST.

video bitrate in function of time, in real implementation, the
player will not use it that way, it will rather use the bitrate vari-
ation in function of the segments’ orders, which can be directly
returned by NEWCAST. In Fig. 19, we show the sequence
diagram of the video streaming process using NEWCAST.

The prediction of the future capacity is available at base sta-
tion, and each video streaming user receives its future capacity
by the base station. However, each user computes the optimal
threshold strategy ay, and the optimal bitrate levels strategy
v¢h- The base station receives the value of ayy, from each user
and incorporates it into the scheduler. The scheduler uses a
filtering approach to allocate resource to mobiles based on
values of oy, of all mobile users in the cell. If the prediction
of the future capacity of a user is accurate, then the scheduler
knows at each time slot if a mobile user needs to be served
or not. A simple way to do this consists in adding a filter
behind the scheduler to restrict the set of users to be served at
each transmission time interval (TTI), which corresponds to
1 ms in LTE. If the predicted capacity of a user is below the
threshold ayy, this user will be excluded from being served
by the scheduler during the time slot TTI. Unused resource
could be affected to other types of traffic or users that their
future capacities are not available.

B. Implementation Tools and Environment

We use a Linux environment with two virtual machines:
one is used as a DASH server and the other is used as a
DASH client. In the DASH server, we install Apache and put
inside the Dashjs framework [40] with the Envivio video seg-
ments encoded at different quality levels [41]. In the DASH
client, we only install Google chrome browser. We configure
the two virtual machines to be able to communicate through
their Ethernet interfaces. To emulate the network schedule
and make the bandwidth between the two machines follow
a predefined variation (considered as the predicted capac-
ity), we use the Linux tc-tool for traffic shaping as shown
in Fig. 20. To develop NEWCAST and make it interact with
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Fig. 20. Architecture of the system used for experiments.

TABLE 11
DETAILS ON THE SOFTWARE/HARDWARE TOOLS USED FOR
REAL IMPLEMENTATION

Host machine Optiplex 7010 Intel Core 17-3770 CPU 3.40Ghz
Distribution Ubuntu 14.04.5 LTS
Virtual machines Linux Container Lxc 1.0.9
Apache 24.7
Dashjs 2.4.0
Google Chrome 55.0.2883.87

the Dashjs player, we use Javascript and other basic Web lan-
guages. NEWCAST is put with the player call function in a
same .php file that the DASH client requests to start the video
streaming session. A video demo of NEWCAST is put avail-
able online in [42]. In Table II, we put more details on the
hardware/software tools used for the implementation.

C. Requirements for Real Implementation

1) Changes Inside the Dashjs Framework: To make
NEWCAST interact with the Dashjs framework, we made
some changes inside the media player: (i) A new event was
added to the player class to detect the moments where a
segment of type “video” is completely loaded to the client.
(i) The restrictions on the playback buffer size defined at
the “MediaPlayerModel.js” file were changed to fit the infi-
nite buffer size assumption, since, otherwise, the player will
remove the earliest played segments and, in some cases, delay
the requests of the coming segments. (iii) The threshold of
prefetching after a stall happens was changed inside the check-
IfSufficientBuffer() function to fit the prefetching threshold
used by NEWCAST.

2) Required Player APIs: Two essential APIs are actu-
ally responsible for the interaction between NEWCAST and
the Dashjs framework: The setAutoSwitchQuality() API to
disable the quality auto-switch mode of the player and the
setQualityFor() API to enforce the quality of the coming
segments.

3) Traffic Configuration: To make the real throughput com-
pliant to the throughput r modelled by NEWCAST, we pro-
cessed as follows: (i) We deleted the “audio traffic” description
from the .mpd file since, in our study, we are only interested
in video traffic. (i) We added Apache to the Linux sudoer list
to allow it use the tc-tool functions and shape the bandwidth
in parallel to the streaming. (iii) As we found that the average
duration of a real segment-request is equal to 0.06 s, which is
not insignificant as was assumed in our theoretical model, we
considered, for the implementation, each segment-request as a
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Fig. 21. NEWCAST performance in real environment.

virtual file of size 0.06 multiplied by the predicted throughput
at the considered second. (iv) A long stall duration caused by a
high threshold o, may lead the session to be closed. To avoid
such situations we were disabling the threshold transmission
schedule during prefetching when a stall happens.

D. Validation Through Experiments

To supervise the system behavior in real time, we developed
a graphical interface in which we plot the real time throughput
variation, the real time buffer evolution and the real time video
bitrate alongside with the strategies modeled by NEWCAST,
as shown in our video demo [42]. We conduct the same exper-
iment several times using one of the throughput logs available
in [1] and different values of m. Results shown by Fig. 21
depict a high instability of the system behaviour when the
value of 7 is small (between 0.1 and 0.7), i.e., when the thresh-
old a; is high. This instability actually induced high numbers
of video stalls. More stability, however, is noticed when the
value of 7 is high (between 0.8 and 1.6). A noteworthy obser-
vation here is in the fact that the real system reacts very closely
to what was modeled by NEWCAST. The difference in the
system utilization cost is very small (approximately equal to
5.2%) and the average number of video stalls too (almost equal
to 0.53). Although we were conducting the same experiments
for each value of 7, the system behaviour was variable. We link
this, mainly, to the casual errors of the bandwidth shaping and
to the variation of the segment-request duration. Overall, these
results offer hope that, under high values of =, the exploita-
tion of NEWCAST in real environments becomes feasible,
unless an accurate throughput prediction is available. Under
low values of 7, however, the quality of the streaming risks to
be degraded since the system becomes sensitive to the tiniest
prediction error.

VIII. CONCLUSION

In this paper, we have developed a new framework called
NEWCAST, for optimizing the delivery of video streaming
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content under the knowledge of future capacity. This frame-
work has been designed to balance the system utilization cost
and some key QoE metrics such as average video quality and
rebuffering events. From an implementation point of view,
results have shown the possibility to use NEWCAST as an
online algorithm (well suited for dynamic adaptive streaming
over HTTP). Real experiments conducted with a real DASH
player have shown that NEWCAST can be efficiently used in
real-world streaming provided that the throughput is accurately
estimated. Interesting future directions consist in incorporat-
ing errors in the throughput prediction to see how much this
impacts on the robustness of the proposed approach.
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