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Abstract—In this paper, the problem of vertical handover
in software-defined network (SDN) based heterogeneous net-
works (HetNets) is studied. In the studied model, HetNets are
required to offer diverse services for mobile users. Using an SDN
controller, HetNets have the capability of managing users’ access
and mobility issues but still have the problems of ping-pong effect
and service interruption during vertical handover. To solve these
problems, a mobility-aware seamless handover method based on
multipath transmission control protocol (MPTCP) is proposed.
The proposed handover method is executed in the controller
of the software-defined HetNets (SDHetNets) and consists of
three steps: location prediction, network selection, and handover
execution. In particular, the method first predicts the user’s
location in the next moment with an echo state network (ESN).
Given the predicted location, the SDHetNet controller can de-
termine the candidate network set for the handover to pre-
allocate network wireless resources. Second, the target network
is selected through fuzzy analytic hierarchical process (FAHP)
algorithm, jointly considering user preferences, service require-
ments, network attributes, and user mobility patterns. Then,
seamless handover is realized through the proposed MPTCP-
based handover mechanism. Simulations using real-world user
trajectory data from Korea Advanced Institute of Science &
Technology show that the proposed method can reduce the
handover times by 10.85% to 29.12% compared with traditional
methods. The proposed method also maintains at least one
MPTCP subflow connected during the handover process and
achieves a seamless handover.

Index Terms—software defined heterogeneous network, seam-
less handover, echo state network, fuzzy analytic hierarchy
process, multipath transmission control protocol.

I. INTRODUCTION

THE next-generation mobile networks will be more user-
centric and will be able to carry diversified services. In

addition, multiservice multimode terminals (MMTs) running
multiple services simultaneously will become ubiquitous [1].
To satisfy various quality-of-service (QoS) requirements, het-
erogeneous networks were introduced for multiple user ac-
cesses [2]. Because network access points with a higher carrier
frequency have a smaller coverage area, vertical handovers,
which change the type of connected network, have become
pervasive. However, vertical handovers across HetNets still
face many challenges that range from user mobility perception
to network selection and service continuity guarantee. Since
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the emerging software-defined network (SDN) is standard-
ized to be equipped with access and mobility management
function (AMF) in the control plane [3], vertical handovers
in SDHetNets can be further improved by saving network
resources and guaranteeing service continuity.

A. Related Works

In recent works, the location prediction of mobile users
provided key information for network discovery and avoiding
ping-pong effect. In [4], the authors proposed a hidden Markov
model-based algorithm to predict the MMT’s future location,
thus reducing ping-pong effect during handover. The work
in [5] introduced a cluster-aided mobility algorithm to predict
user location by exploiting similarities among users’ mobility.
The work in [6] introduced the sequence pattern mining
method to give users’ next area predictions with a crowd’s
statistical trajectory features, where the user mobility patterns
in different time periods are extracted for location prediction.
The authors in [7] proposed a conceptor-based echo state
network (ESN) framework that predicted the user mobility
pattern to proactively allocate cache content for users in the
human-in-the-loop scenario. However, all of these works [4]–
[7] predicted user locations with long-term mobility patterns or
crowd movement trends, which are not capable of recognizing
the transitory moving patterns for network handover. In this
case, a predictive model with a transitory location prediction
is required to recognize the user’s ping-pong moving pattern.

Current studies on network selection for handover [8]–[20]
mainly focused on guaranteeing multiservice QoS require-
ments and satisfying user preferences for diverse services. The
works in [8], [9] constructed the network selection problem
as a game theory model, where mobile users selected the
target network based on the utility function considering several
factors, such as user’s utility and channel allocation. However,
the game theory methods assumed that users compete for the
bandwidth of diverse networks, which cannot guarantee the
algorithm’s convergence [10]. In [11]–[14], machine learn-
ing algorithms, especially Q-learning [14], were introduced
to make network selection decisions by learning from the
environment. However, these algorithms are not robust enough
to adapt to dynamic network fluctuations, which are not
suitable for high-speed moving scenarios. The authors in [15],
[16] used a fuzzy logic-based inference engine to select
a network during handover, which could reduce ping-pong
effect with if-then-else rules. However, the values of network
attributes were not quantified. The works in [17]–[20] used
group decision making methods to determine the weights of
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different attributes for decisions. The work in [20] proposed
a comprehensive network selection algorithm based on the
fuzzy analytic hierarchy process (FAHP), which considered
both user preferences and service QoS requirements. Note that,
in [17]–[20], the network selection computation is deployed
on the MMT, which has a huge handover delay when network
selection algorithms are complex. Additionally, selecting a
network on the MMT neglects the users’ mobility perception
in the handover process. In this case, SDN controller with great
computational power can be considered to undertake network
selection computation according to [21], [22].

The works in existing literature [23]–[30] studied handover
mechanism for service continuity. The work in [23] proposed
an anchor-based multi-connectivity mechanism to reduce the
handover cost in 5G network. The work in [24] realized
unchanged IP during handover with a virtual interface in SDN.
However, these works used only one interface during the
vertical handover, which requires link reconnection or data
migration, thus inevitably bringing service delays, or even
breaks. Alternatively, in [25] the authors discussed MPTCP
as a potential solution for mobility-related service continuity
issues, and several works [25]–[28] investigated MPTCP-
based seamless handover. Early works on MPTCP [29], [30]
focused on improving MPTCP throughputs in static scenarios
without considering handovers. In [26], the authors analyzed
MPTCP-based vertical handover in a fixed handover mode. In
recent years, using SDN controller’s capability of managing
subflows, MPTCP has been tested for seamless handover. The
works in [27], [28] verified the feasibility of MPTCP-based
handover methods in mobile scenarios, where MPTCP had
to establish a new dataflow connection with a new network.
However, these works did not clearly illustrate the signaling
process or path management strategies for MPTCP during
handover, especially the process of how MPTCP establishes a
new connection and migrates data transmission to the target
network.

B. Contributions

The main contribution of this paper is that we propose a
novel mobility-aware seamless handover method with MPTCP
in SDHetNets to avoid ping-pong effect and guarantee service
continuity during a vertical handover. Specifically, our key
contributions include:
• We consider an SDHetNet, in which a vertical handover

meets problems with ping-pong effect and service conti-
nuity. The controller of SDHetNet must handle the user’s
transitory mobility information, select the target network,
and instruct handover execution.

• To solve the problems of ping-pong effect and service
continuity, we propose a modified ESN model to predict
the user’s location in the next moment. Using historical
locations, the model can extract the user’s transitory
moving pattern and provide accurate predictions of the
user locations, thus determining the candidate network
set in a proactive manner.

• Given the candidate network set, we develop an FAHP-
based network selection algorithm to determine the target
network with the highest Quality-of-Experience (QoE)

LTE

UMTS

WIMAX

WLAN

Control Plane

Data Plane

Access and mobility

 management function

MMT

Control  signal

Network edge
Network connection

Fig. 1. The architecture of SDHetNet.

metric, which synthetically considers user preferences,
QoS requirements, and the network’s real-time attributes.
Then, we propose a seamless handover mechanism that
uses MPTCP to transmit data through multiple networks,
thus guaranteeing service continuity during handover.

• We perform a fundamental analysis on the performance
of the proposed method. The simulation results show that
the ESN model can handle the multivariate time series
prediction problem by offline fast training with small
data samples. Meanwhile, the proposed FAHP based
network selection algorithm can select the appropriate
network and efficaciously avoid ping-pong effect. Then,
the throughput results show that the proposed MPTCP-
based handover mechanism can maintain the subflow
connected during handover, thus achieving a seamless
handover.

Simulations use real-world data from the Korea Advanced
Institute of Science & Technology (KAIST) as the user
trajectory. The simulation results show that, compared with
the benchmark network selection algorithms, the handover
times of the proposed method can be reduced from 10.85%
to 29.12%, and that the service continuity is also guaranteed
during handover. To the best of our knowledge, this is the
first work to analyze the seamless handover in SDHetNets,
given the user location prediction and network QoE metrics
calculated by SDN controller.

The remainder of this paper is organized as follows. The
system model and problem formulation are proposed in Sec-
tion II. In Section III, we give a detailed description of the
proposed seamless handover method. The simulation results
are presented and analyzed in Section IV. The conclusions are
given in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this paper, SDHetNet is functionally separated into a
control plane and a data plane according to the architecture
of SDN [3]. In the SDN control plane, SDN controller is
equipped with AMF module that has the capability of manag-
ing users’ access and mobility. In the SDN data plane, multiple
types of network access points and SDN switches exist, and the
data packets are routed and forwarded by switches under the
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TABLE I
LIST OF NOTATIONS

Notation Description
M Number of network types
U Number of users
K Number of user preference types
L Number of service types
N Number of attributes considered for network selection
H Duration of prediction period
Nin Number of historical locations used for location prediction
Ns Number of predicted locations
mt,j Location vector with Nin historical locations of user j
st,j Predicted location vector with Ns locations of user j
W S

l Weight vector of network attributes service sl
P k User service preference vector
At Collected real-time network attribute values
Si QoE value of network ri

instructions from the controller using OpenFlow protocol [3].
In this system, we assume that the seamless network handover
is completed in cooperation with the SDN controller. The SDN
controller is configured to collect, store, and process the data
from both users and networks. In this case, the SDN controller
can predict the user’s location for network discovery, run the
network selection algorithm, and instruct the handover process
with control signaling.

We consider the SDHetNet scenario consists of M types
of networks, including Universal Mobile Telecommunications
System (UMTS), World Interoperability for Microwave Access
(WiMAX), Long Term Evolution (LTE), and Wireless Local
Area Network (WLAN), as shown in Fig. 1. In the SDHetNet,
handovers are controlled by one unified SDN controller, U
mobile users with MMTs move casually, and the MMTs
can connect to any type of network when the MMTs are
located within the network’s range. Each MMT can period-
ically upload the location coordinates mt,j of user j to the
SDN controller in an interval of H seconds. Collecting the
user’s Nin historical locations, the SDN controller predicts
the future location st,j of user j in each period to decide
the candidate network set R = {r1, . . . , rM} in a proactive
manner. Then, the target network rt for handover is calculated
by SDN controller, such that the network selection delay can
be decreased. Concretely, rt is selected from R, maximizing
the QoE metric of the network, which combines K types of
user preferences, L types of services’ QoS requirements, and
N network attributes. Given rt, a seamless handover execution
can be achieved with SDN controller controlling MPTCP
connections. During the handover execution, SDN controller
instructs the MMT to establish a new MPTCP session that
connects to both the originally connected network and the
target network. In this case, the data packets are alterna-
tively transmitted through multiple network connections, thus
avoiding data reforward and guaranteeing service continuity.
Table I provides a summary of the notations used in this paper.
Then, we present the mobility model, transmission model, QoE
model, and problem formulation.

A. Mobility Model

In the proposed SDHetNet, we consider that the users move
continuously. During the day, the user with MMT may stay in

a small area or move a long distance. Each MMT is authenti-
cated to periodically upload the location coordinates mt,j to
SDN controller in intervals of H seconds. In each period, the
mobility-aware SDN controller uses Nin collected historical
locations to extract the users’ mobility patterns.Thus, the SDN
controller can proactively predict the MMT’s locations st,j in
the next period. Then, in this model, the predicted locations
are used to determine the set of candidate access networks.

Given M types of networks in SDHetNet, we assume that
the MMT can connect to any type of network as long as the
MMT is in the coverage area of the corresponding access
points. For each type of network, we select the nearest access
point to the predicted location as one element in the set
of candidate access networks for handover. The candidate
network set is defined as R = {r1, . . . , rM}, where rm
denotes the m-th type of network.

B. Transmission Model

Here, we introduce the models for transmission links be-
tween the MMT and the associated network access points.
For tractability, we uniformly denote the base stations and
WLAN APs as network access points [31]. The received signal
strength (RSS) is defined as a vital attribute for network
selection. For networks with macro base stations, such as
UMTS, WiMAX, and LTE, the MMT’s RSS is obtained
through cost 231-Hata model [32]. Taking the transmission
path loss into account, the RSS is represented as (in dBm):

PrB = PtB − 127.5− 35.2 lg dB − xσB , (1)

where PtB is the transmitted power of the macro base station
in dBm, dB indicates the distance between the MMT and the
macro base station in km, and xσB is a zero mean Gaussian
distributed random variable with standard deviation σB, in-
dicating shadow fading caused by obstacles. For WLAN, we
take the free space loss into account, and the RSS from WLAN
AP is represented as [32] (in dBm):

PrW = PtW − 35.2− 20 lg fW − 20 lg dW − xσW , (2)

where PtW is the transmitted power of WLAN AP in dBm,
fW denotes the carrier frequency in MHz, dW denotes the
distance between the MMT and AP in km, and xσW is a zero
mean Gaussian distributed random variable with a standard
deviation σW , indicating shadow fading caused by obstacles.

C. Quality-of-Experience Model

In the proposed SDHetNet, the SDN controller can collect
user preferences for services, diverse QoS requirements and
real-time network attributes. In this subsection, we define the
QoE metric as a map of the QoS metric and jointly consider
supplementary parameters.

Given the candidate network set R, assume that the MMTs
can run a set of Y types of services S = {s1, . . . , sL}.
Different services have distinguished requirements for network
attributes. In the network selection stage, a set of network
attributes C = {c1, . . . , cN} is considered as the criteria,
where N denotes the number of considered network attributes,
such as RSS, bandwidth, and delay. To discriminate various



4

QoS requirements for network attributes, the weight vec-
tor W S

l = [wS
l,1, w

S
l,2, . . . w

S
l,N ] of the network attributes is

introduced, where wS
l,n denotes the weight of attribute cn

for service sl. Considering that mobile users have different
preferences among L types of services, the service priority
vector P k = [pk,1, pk,2, . . . , pk,L] is defined to represent the
user’s preference, where pk,y indicates the priority of service
sl for the k-th type of preference.

Collected periodically by SDN controller, the real-time
attributes At of M types of networks are represented in a
matrix form:

At = (aij)M×N , (3)

where aij indicates the collected raw value of network ri
for attribute cj . Then the network attributes are normalized
with utility functions. The normalized attribute utility value is
denoted as U i

l =
[
uil,1, u

i
l,2, . . . , u

i
l,N

]
, where U i

l represents
ri’s utility vector for service sl. Combining user preferences,
QoS requirements and real-time network attributes, the QoE
metric of network i is defined as [20]:

Si =

L∑
l=1

pk,l ·W S
l ·U

i
l

T
. (4)

D. Problem Formulation
The purpose of network selection is to determine the

network with the highest QoE value. The problem can be
formulated as a rank problem. Given the user preferences P k

and network attributes At collected by SDN controller, the
target network rt is defined as:

t = arg max
t∈{1···M}

St, (5)

where t is the index of the target network. Here, we note
that the user’s location information is used to determine the
candidate network set R. The weights of the attributes are
obtained from the relative importance between every two
attributes given in a pairwise way. We apply FAHP to quantify
the weight vectors W S

l . The details will be expounded in
section III. Given the target network for a potential handover,
handover execution should be triggered on certain conditions
to avoid ping-pong effect.

Given the target network, MPTCP is introduced to realize
seamless handover execution. In SDHetNets, MPTCP has the
capability of simultaneously using multiple paths to transmit
data between peers under the instruction of SDN controller.
During the handover, when the quality of the originally con-
nected network’s link decays while another network’s link is
available, the handover conditions are triggered. SDN con-
troller will send the MMT handover control signaling to initi-
ate a new MPTCP session, which establishes connections with
multiple available networks and diverts the data transmission
from the original MPTCP session to the new one. The original
MPTCP session will be terminated after the new MPTCP
session is established. In the handover execution process, the
MPTCP connections maintain the throughputs when changing
networks, and the handover delay is diminished. In this way,
the service continuity during handover is guaranteed, thus
realizing seamless handover in SDHetNets.

III. SEAMLESS HANDOVER METHOD

In this section, we propose the mobility-aware seamless
handover method in the considered SDHetNet. To complete
the handover process, we first predict the user’s location in
a short future time and determine a set of candidate network
access points as the discovered networks. Then, in the network
selection stage, and given the candidate network set, we apply
FAHP to quantify the attribute weights. The target network
is selected with the highest QoE metric from the candidate
network set. Meanwhile, with the collected user’s historical
locations, the mobile user’s ping-pong moving pattern can
be recognized to avoid reiterative handovers. After that, the
MMT’s handover execution to the target network is instructed
by SDN controller, and the MMT establishes MPTCP subflows
to the originally connected network and the target networks,
thus maintaining a subflow connection during handover. In the
following subsections, we introduce the location prediction,
the FAHP-based network selection algorithm, and MPTCP-
based seamless handover execution in detail.

Input Layer Output LayerReservoir

jW
in

jW
out

jW

jts ,jtm ,

jtv ,

Reservoir Initialization Training

Fig. 2. Structure of echo state network and training approach.

A. Location Prediction

In this subsection, we propose a location prediction al-
gorithm to decide the candidate networks in the network
discovery stage. As user locations are indeterminate, it is
necessary to predict the locations for handover learning from
users’ historical mobility patterns. To extract mobile users’
instantaneous mobility patterns, we introduced a recurrent
neural network (RNN) model, ESN, which learns from users’
historical locations and then infers future locations. The ESN
architecture shown in Fig. 2 is based on a neuron reservoir,
in which the recurrent neurons are randomly connected. The
reservoir is driven by a transitory input, and the activation state
induced by previous input signals can echo in the reservoir,
thus, the state of the reservoir is a rich representation of the
long and short-term memory of the inputs. In this case, a
simple linear combination of the reservoir units is a good
predictor of future inputs. Unlike other prediction algorithms
in [4]–[6], the ESN reservoir loads the transfer relationship
among locations as well as the user’s instantaneous movement
state, which is more suitable for transitory prediction than
Markov models. Moreover, ESN is trained in a quick offline
manner with small data samples, which makes it more flexible
for deployment in distributed network controllers than other
RNN models [33].

In our model, ESN predicts the location coordinates in the
next moment based on the historical locations of the user.
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Therefore, during the network training process, we choose
the offline method to train the output matrix. The location
prediction approach is composed of three parts: input, output,
and ESN model. The specifics of the location prediction
approach are defined as follows:
• Input: The two-dimensional location coordinates of user

j at time t are denoted as mt,j = (xt,j , yt,j), where xt,j and
yt,j represent the two-dimensional location coordinates. The
input variables can be expressed as a 2Nin × 1 vector, that
is, mt,j = [mt,j , . . . ,mt−Nin+1,j ]

T . Here, Nin represents the
number of historical location data points in the input variables.
• Output: The output of ESN model is defined as st,j =

[st,j1, . . . , st,jNs
]T , where st,j denotes the predicted Ns loca-

tions of user j to visit in the next prediction period, and the
prediction period is set as H seconds.
• ESN Model: An ESN model can predict the user’s future

location coordinates based on historical data; that is, the output
variable st,j can be obtained from the input variable mt,j . The
ESN model contains three matrices: the input weight matrix
W in

j ∈ RW×2Nin , the recurrent matrix W j ∈ RW×W , and
the output matrix W out

j ∈ R2Ns×W , where W represents the
number of neurons in the reservoir. To reduce the uncertainty
and improve the utilization of neurons, in our model the
recurrent matrix W j is defined as a full rank sparse matrix
according to [34]:

W j =



0 w 0 w
w 0 0 0
0 w 0 w
. . . . . . . . . . . .

w 0 w 0
0 0 w 0

w 0 w 0


, (6)

where w in the matrix obeys Gaussian distribution. In this way,
the neurons in the reservoir are connected in a cycle and have
jumping connections in every two neurons [34]. Based on the
above conditions, the reservoir state variable vt,j of user j at
time t can be updated according to a nonlinear method. The
calculation formula is:

vt,j = tanh(W jvt−1,j +W in
j mt,j). (7)

Then according to the output matrix W out
j and the reservoir

state variables vt,j , the output variable st,j can be calculated
as follows:

st,j = W out
j vt,j . (8)

The input matrix W in
j and the recurrent matrix W j of the

ESN are determined during the initialization process and will
not change, and the output matrix W out

j is trained in an offline
manner using ridge regression [35]:

W out
j = sjv

T
j (v

T
j vj + λ2I)−1, (9)

where vj = [v1,j , . . . ,vNtr,j ] ∈ RW×Ntr represents the reser-
voir states of user j, and sj ∈ R2Ns×Ntr is the combination
of Ntr outputs within a period, and I is the identity matrix.
After that, the output st,j can be obtained with the trained

model to infer the mobile users’ future locations in an online
manner.

Given the predicted user location in the next moment, SDN
controller selects one from each type of network access point
to form the candidate network set. The candidate access point
is selected as the closest access point to the predicted location
thus simplifying the searching space of the network selection
algorithm.

B. FAHP-Based Network Selection Algorithm

In this subsection, we use the candidate network set to
select the target network in the network selection stage. Given
the candidate network set, the target network for handover
is selected by FAHP-based algorithm considering user pref-
erences, QoS requirements and real-time network attributes.
FAHP is proposed as a systemic analysis method [36] to
handle the various characteristics of the decision criteria with
a combination of qualitative and quantitative information. In
our model, FAHP is applied to quantify the relative importance
between pairwise network attributes into the attribute weight
vector W S

l .

Service

 requirements

Voice fuzzy

decision matrix

Video fuzzy

decision matrix

Web fuzzy

decision matrix

Attribute weight 

vector for voice

Attribute weight 

vector for video

Attribute weight 

vector for web

Service priority vector

Real-time 

network 
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Attribute

utility 

functions

Attribute utility value 

vector for voice 

Attribute utility value 

vector for video 

Attribute utility value 

vector for web

User QoE 

for network

Target

network
Rank

FAHP

User 

preference

Fig. 3. The framework of FAHP based network selection algorithm.

The framework of the FAHP-based network selection algo-
rithm is shown in Fig. 3. In the framework, service require-
ments determine the attribute weights. User preferences for
different services are denoted as service priority vectors spec-
ified by users. The real-time network attributes are normalized
by attribute utility functions. With the above information col-
lected by SDN controller, the target network defined in (5) is
calculated by the controller. Then, MMT executes a seamless
handover with SDN control signaling.

FAHP is applied to calculate the attribute weights W S
l .

According to [20], the relative importance between the pair-
wise attribute criteria is indicated by fuzzy numbers. With
fuzzy numbers, the relative importance of the attribute is
extracted as a weight vector. Then, the QoE value is calculated
by combining the weight vector, the service priority vector,
and the attribute utility value. In our model, the triangular
fuzzy number (TFN) is introduced to represent the relative
importance between pairwise attributes. The TFN is defined
as µ = (l,m, u), where l ≤ m ≤ u, and l,m, u represent
the lower limit value, the most favorable value, and the
upper limit value of the relative importance, respectively. The
correspondence of the relative importance between pairwise
attributes and TFN value is shown in Table II.
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TABLE II
IMPORTANCE OF TFN VALUE.

No. Definition TFN Reciprocal of TFN
1 Equal Importance (1,1,3) (1,1,0.33)
2 Intermediate Values (1,2,4) (0.25,0.5,1)
3 Moderate Importance (1,3,5) (0.2,0.33,1)
4 Intermediate Values (2,4,6) (0.17,0.25,0.5)
5 Strong Importance (3,5,7) (0.14,0.2,0.33)
6 Intermediate Values (4,6,8) (0.125,0.17,0.25)
7 Very Strong Importance (5,7,9) (0.11,0.14,0.2)
8 Intermediate Values (6,8,9) (0.11, 0.125,0.17)
9 Extreme Importance (7,9,9) (0.11,0.11,0.14)

Given two different TFNs µ1 = (l1,m1, u1), µ2 =
(l2,m2, u2), the summation, multiplication, and reciprocal
operations of TFNs are defined as follows:

µ1 + µ2=(l1 + l2,m1 +m2, u1 + u2) , (10)

µ1 ⊗ µ2=(l1 × l2,m1 ×m2, u1 × u2) , (11)

1

µ1
=

(
1

u1
,
1

m1
,
1

l1

)
. (12)

In FAHP algorithm, we take 6 network attributes into
account as selection criteria: received signal strength (RRS),
bandwidth, delay, jitter, packet loss rate, and cost. The number
of network attributes is denoted as N , and the fuzzy decision
matrix Al for service sl is denoted as Al = (µij)N×N .
Generally, Al satisfies µii = (1, 1, 3) and µji = 1/µij for
i 6= j, i, j = 1 . . . N . The fuzzy decision matrix Al is
required to hold consistency for the ranking of the importance
among criteria. To achieve this, a comprehensive fuzzy value
Fi for attribute ci is introduced to obtain its weight wS

l,i. Fi
is calculated as follows:

Fi =

N∑
j=1

µij ⊗

 N∑
i=1

N∑
j=1

µij

−1, (13)

The absolute importance of attribute cj is extracted from
the value V (Fj ≥ Fi), which represents the probability that
Fj is larger than Fi:

V (Fj ≥ Fi) =


1 , mj ≥ mi,
(mj−uj)−(mj−li)

lj−ui
, mj ≤ mi, li ≤ uj ,

0 , otherwise.
(14)

The primary weight value wS′

l,j of attribute cj for service sl
can be defined by (15) as the minimum probability when Fj
is larger than any other Fi:

wS′

l,j = minV (Fj ≥ Fi) = minV (Fj ≥ F1, F2, . . . , FN ),

j = 1, . . . , N.
(15)

Then, attribute weight wS
l,j is obtained from wS′

l,j as follows:

wS
l,j =

wS′

l,j∑N
j=1 w

S′
l,j

, j = 1, . . . , N, (16)

where wS
l,j satisfies

∑N
j=1 w

S
l,j=1. With the above calculation,

the final network attribute weight vector for service sl is
denoted as W S

l = [wS
l,1, w

S
l,2, . . . w

S
l,N ].

When normalizing the network attributes, different utility
functions are introduced because the network attributes are

UMTSUMTS WLANWLAN

WIMAX

LTELTE

UE
Control  signal
Network connection

LTE coverage (small)  UMTS coverage (huge)

WLAN coverage (small)  WIMAX coverage (huge)

Moving direction

Fig. 4. Handover scenario and moving patterns in HetNets.

classified into benefit attributes and cost attributes. For at-
tributes with bilateral constraints, the sigmoid utility function
is applied for normalization. Specifically, f(x) and g(x) are
used for benefit attributes and cost attributes, respectively. f(x)
and g(x) are presented as follows:

f(x) =
1

1 + e−a(x−b)
, (17)

g(x) = 1− f(x), (18)

where a and b are constant coefficients determined accord-
ing to the service requirements for network attributes. For
attributes with unilateral constraints, linear and inverse pro-
portional utility functions are used to adapt to the attribute
elasticity. Concretely, u(x) is used for benefit attributes, and
h(x) is used for cost attributes. The definitions are presented
as follows:

u(x) = 1− g/x, (19)

h(x) = 1− g · x, (20)

where g is a constant coefficient determined by the service
requirements.

The raw network attribute values collected by SDN con-
troller are constructed in matrix form as (3). The utility
functions and their coefficients are diverse among different
services, and are shown in Table III. Then, the normalized
attribute utility U i

l of service sl is calculated from At with
the utility functions. The QoE metric of the network combines
user-determined service priority P k, service-determined at-
tribute weight W S

l and real-time network attribute utility value
U i
l . Given a candidate network set R, the QoE Si of network

ri is defined as (4). The target network is selected with the
highest QoE according to (5) to execute the handover process.
Given the target network, the handover process would be
triggered only if St/Si > δ, where St, Si, and δ represent the
target network’s QoE value, the originally connected network’s
QoE value and the handover threshold, respectively.

Generally, when RSS undergoes drastic fluctuations due to
network variance or small-scale movement, the MMT may
require frequent handovers between two networks, which
causes ping-pong effect that wastes network resources. Fig. 4
shows several moving patterns during handover. In Fig. 4,
we can see that when the user’s moving trajectory is like
the green line, the probability that ping-pong effect occurs
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TABLE III
SERVICE QOS REQUIREMENTS, UTILITY FUNCTIONS AND PARAMETERS OF MULTIPLE SERVICES.

Service/Attributes RRS(dBm) Bandwidth(kbs) Delay(ms) Jitter(ms) Loss Rate(%) Cost
-85 ∼ -30 32 ∼ 64 50 ∼ 100 50 ∼ 80 < 30 < 50

Voice f(x) f(x) g(x) g(x) h(x) h(x)
a = 0.15, b = −80 a = 0.25, b = 48 a = 0.1, b = 75 a = 0.185, b = 65 g = 1/30 g = 1/50

-85 ∼ -30 512 ∼ 5000 75 ∼ 150 40 ∼ 70 < 30 < 50
Video f(x) f(x) g(x) g(x) h(x) h(x)

a = 0.15, b = −80 a = 0.003, b = 2000 a = 0.1, b = 112.5 a = 0.175, b = 55 g = 1/30 g = 1/50
-85 ∼ -30 128 ∼ 1000 250 ∼ 500 10 ∼ 150 < 30 < 50

Web browsing f(x) f(x) g(x) g(x) h(x) h(x)
a = 0.15, b = −80 a = 0.01, b = 564 a = 0.03, b = 375 a = 0.05, b = 80 g = 1/30 g = 1/50

...
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Fig. 5. Architecture of MPTCP.

will increase considerably. With SDN control plane storing
the user’s historical location coordinates, a ping-pong mov-
ing pattern can be recognized. In our method, according to
the AP’s coverage radius, we mark a potential ping-pong
moving pattern in which the standard deviation σ of user’s
Nin locations has not surpassed an indoor spatial distance.
We removed this pattern from handover trigger conditions,
thus avoiding ping-pong effect. After a handover condition is
triggered, the MMT’s handover execution towards the target
network is instructed by SDN controller using MPTCP.

C. MPTCP-Based Seamless Handover Execution

In this subsection, we propose a signaling process for
MPTCP-based seamless handover execution in SDN. We will
first illustrate the mechanism and path management strategies
of MPTCP. Next, we propose a signaling flow chart for
MPTCP-based seamless handover.

1) Mechanism of MPTCP: For one TCP/IP session, there
are usually multiple paths available for data transmission,
such as routing paths through WLAN and LTE networks. The
simultaneous use of the multiple paths for one TCP/IP session
would improve user experience with a higher throughput and
resilience to network failure. Proposed by IETF, MPTCP
is an extension of TCP with the capability to simultane-
ously use multiple paths between peers [37]. MPTCP can
establish multiple subflow connections across disjoint paths
and communicate through the subflows. Evolving from the
conventional TCP mechanism, MPTCP offers the same type of
functions for application layer as TCP, such as the reliable byte
stream transmission, etc. To keep the packets from different
paths in order, in the frame structure, MPTCP configures data
sequence number (DSN), subflow sequence number (SSN) and
data sequence mapping (DSM). DSN indicates the order of
all packets in the MPTCP session, while SSN denotes the

IP0

Cellular BS WLAN AP

MPTCP0

MPTCP1

Subflow0

Subflow2

Subflow1

IP1

Fig. 6. Original and new MPTCP sessions in mobility caused handover
process. The existing session MPTCP0 originally established one subflow for
limited network coverage area. While the new session MPTCP1 can establish
two subflows through cellular base station and WLAN AP, as the MMT moves
into the overlapped area of cellular BS and WLAN AP.

packet order in corresponding subflow. DSM represents the
maps from SSN to DSN. DSM is fixed once it is specified,
and DSM is transmitted along with the packet segment [25].
A simplified MPTCP architecture is shown as Fig. 5.

The advantage of MPTCP is that it can simultaneously
use multiple subflows through different paths between peers.
MPTCP can split the traffic flow of one MPTCP session
into many subflows. For each subflow’s data communication,
MPTCP can establish one independent TCP sub-session. At
the receiving end, the received data packages from different
subflows are reassembled into a single flow according to
DSN. With the simultaneous use of multiple subflows, MPTCP
can make full use of network resources, thus improving user
experience with higher throughputs and reliable resilience to
network failure.

2) Path Management Strategies of MPTCP: MPTCP has
been implemented on Linux Kernel with several optional
strategies to establish new subflows and schedule the available
subflows. MPTCP declares a modular structure called path-
manager to establish new subflows. With a specified path-
manager, the host will establish new subflows according to the
configuration. MPTCP also declares a modular infrastructure
called scheduler, which schedules the use of subflows for pack-
ages’ transmission. With different path-manager and scheduler
strategies, MPTCP can transmit data in an effective or reliable
manner according to the configuration. A brief introduction of
MPTCP path-manager and scheduler strategies is presented as
follows [38]:
• Fullmesh: The fullmesh path-manager mode creates a full

mesh of subflows among all available IPs between peers.
These subflows can use different paths through HetNets
to transmit data.
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Fig. 7. Process of proposed seamless handover method.

• Redundant: The redundant scheduler mode configures
MPTCP to simultaneously transmit data through all avail-
able subflows in a redundant way. This scheduler mode
fits the situation where the user requires the lowest
potential latency communication by sacrificing bandwidth
utilization.

• Default: In default scheduler mode, MPTCP transmits
data on the subflow with the lowest round trip time (RTT)
until its congestion window is full. Then, MPTCP starts
to transmit data on the subflows with the next higher
RTT. This scheduler mode fits the situation when the user
requires achieving higher throughputs by using subflows
with the best channel condition.

Based on the above definition, during handover we set
the path-manager in fullmesh mode, so as to use subflows
through multiple paths from HetNets. Then, we configure the
default scheduler mode to achieve higher throughputs during
the handover process. Using these configurations, MPTCP
still cannot decide when to switch path-manager mode nor
scheduler mode. To solve this problem, we propose a signaling
process using SDN controller’s command to instruct the MMT
establishing a new MPTCP subflow for forthcoming handover.

3) Seamless Handover Execution: In order to guarantee
service continuity, the handover execution process is com-
pleted with the cooperation of SDN controller and the MMT.
SDN controller periodically collects the network attributes,
runs the network selection algorithm, and instructs the network
handover of MMT. As shown in Fig. 6, when the original
MPTCP session, MPTCP0, fades and the new available net-
works’ performance improves (in this situation the handover is
triggered), SDN controller will send a handover command to
initiate a new MPTCP session, MPTCP1, and gradually divert
the service data transmission from MPTCP0 to MPTCP1. Note
that under fullmesh mode, MPTCP1 creates multiple subflows
through all available HetNets. To save network resources,
MPTCP0 is terminated after MPTCP1 is established. The
entire handover process is shown in Fig. 7.

To further elaborate on the handover process, as an illus-
tration, we consider a scenario such as Fig. 6, in which the
MMT moves from outdoors to indoors, receiving service data
from the service provider’s remote server, and the MMT tends

MMT Server

 Overlapped
area

WLAN
area 

LTE 
area 

SYN(MP_JOIN) failed

SDN controller

Start MPTCP0

Handover

Terminate MPTCP0

subflow0

ACK(ADD_ADDRESS,IP1)

Three-way handshake(MP_JOIN)

Three-way handshake(MP_CAPABLE)

TCP window update(ADD_ADDRESS,IP3)

ACK(ADD_ADDRESS,IP1)

subflow1

subflow2

Three-way handshake(MP_CAPABLE)

TCP window update(ADD_ADDRESS,IP3)

IP0 IP1 IP2 IP3

Network boundary

SDN command

Signaling

Subflow of MPTCP0

Subflow of MPTCP1

Subflow termination

Fig. 8. Signaling flow chart for MPTCP based seamless handover.

to handover from LTE to WLAN. In this process, both the
MMT and the server are equipped with two interfaces and
can communicate through MPTCP. The signaling flow chart
of the seamless handover execution is presented in Fig. 8 and
elaborated as follows:
• SDN controller periodically collects network attributes

and runs the network selection algorithm to determine
the target network and whether to trigger handover. In
the outdoor area where only LTE covers, MPTCP0 is
initialized for data transmission through LTE, in which
subflow0 between IP0 and IP2 is established with a
three-way handshake procedure. Then, to exchange the
information of extra IP addresses, the MMT enables
ADD ADDRESS packets and sends them to the server.
After that, the MMT attempts to create another subflow
by sending an SYN packet from IP1 to IP3, but fails
because IP1 has no access to WLAN.

• When the MMT moves into the overlapped area between
LTE and WLAN and the handover condition is triggered,
SDN controller sends a handover command to initialize
MPTCP1 in fullmesh path-manager mode and divert the
service data transmission from MPTCP0 to MPTCP1.
Unlike MPTCP0, MPTCP1 succeeds in establishing a
second subflow because the MMT can currently access to
both LTE and WLAN. The subflow transmission through
WLAN is marked as subflow1, and the other subflow
through LTE is marked as subflow2.

• To save network resources, MPTCP0 will be terminated
when data transmission over it finishes. When the MMT
moves into the indoor area where only WLAN covers,
subflow1 of MPTCP1 fades away as LTE signal decays.
However, subflow2 of MPTCP1 maintains data transmis-
sion through WLAN, thus realizing seamless handover
and guaranteeing service continuity.

IV. SIMULATION AND PERFORMANCE ANALYSIS

For our simulation, the mobile user’s location data that the
ESN uses to train and infer are obtained from CRAWDAD of
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TABLE IV
SIMULATION PARAMETERS.

Parameter Value Parameter Value
L 3 N 6
s1 voice s2 video
s3 web browsing M 4

PtB,UMTS 53 W PtB,LTE 43 W
PtB,WiMAX 30 W PtW,WLAN 23 W

Nin 4 Ns 1
W 64 λ 0.01
H 30 s Ntr 6800
fW 2400 MHz δ 1.08
σ 12.9 P 1 [0.1 0.3 0.6]

P 2 [0.1 0.6 0.3] P 3 [0.6 0.3 0.1]

σB 2.296 σW 2.303

Human mobility data [39]. The user location data are measured
by GPS receivers every 30 seconds. Here, the SDHetNets
consist of M = 4 types of networks. U = 90 users are
considered moving casually, and their location coordinates are
uploaded every 30 s. Each type of network access points are
uniformly distributed according to their coverage radius. The
detailed parameters are listed in Table IV. All statistical results
are calculated based on 10000 independent runs. The accuracy
of the prediction experiment is measured by normalized root
mean square error (NRMSE) [40].

For location prediction simulation, we divided the dataset
into cross-region moving pattern (move exceeding an area of
400 m in 1 hour) and ping-pong moving pattern (movement
within an area of 50m in 1 hour). We structured the training
data by extracting the data evenly from the cross-region and
ping-pong moving pattern data, so as to accelerate the ESN
extracting the users’ transfer relationship in different locations.
The ratio of the training set and cross-validation set to the test
set is 6:2:2. The performance of the proposed ESN model is
compared with Long Short-Term Memory (LSTM) [33] and
Gated Recurrent Unit (GRU) [41].

For network selection simulation, we apply the fuzzy deci-
sion matrices as shown in Table VI. RSS is calculated from the
predicted locations following the transmission model (1), (2),
and the other attributes are set to vary randomly following
Table III. For comparison purposes, we simulate: a) RSS-based
handover method, b) fuzzy multiple criteria group decision
making (Fuzzy MCGDM) algorithm [18], c) fuzzy technique
for order preference by similarity to the ideal situation (FTOP-
SIS) [42], d) the proposed FAHP-based algorithm, and e) the
proposed FAHP-based algorithm with uniform location errors
of 10∼20 m (FAHP with errors).

For handover execution simulation, the proposed method is
realized and evaluated in Mininet-WiFi [43] by programming
on the SDN controller. The handover performance is analyzed
by data throughputs using Wireshark. The throughput result
is compared with the conventional handover method using a
single interface.

Table V and Fig. 9 evaluate the accuracy of ESN predicting
the user’s future location. First, in Fig. 9, we show how
ESN can predict the user’s location in a two-dimensional
map of KAIST. In Fig. 9, we can see that the user’s future
trajectory is effectively predicted via ESN perceiving users’

0.455 0.46 0.465 0.47 0.475 0.48 0.485 0.49 0.495 0.5
0.53

0.54

0.55

0.56

0.57

0.58

0.59

predicted tracjectory
user trajectory
predicted direction
actual direction

proportional scale 1:10km

Fig. 9. Predicted user trajectory by ESN and actual user trajectory in KAIST.
The ESN parameters are set as Table IV.

moving patterns. Next, in Table V, we show how NRMSE of
ESN’s prediction changes as the number of neurons varies and
compare ESN with LSTM and GRU, which obtain prominent
performances on sequence’s long-term feature processing. In
Table V, we can see that, as the number of neurons increases,
the NRMSE of the proposed ESN model decreases when
W ≤ 64, while increases when W > 64. This is because
as the number of neurons increases, the memory capacity of
the ESN reservoir increases, and hence the learning ability
of ESN improves. Moreover, as the ESN model is trained
from limited data, the prediction error increases because
the oversized model causes overfitting. In Table V, we can
also see that the ESN can be trained with less convergence
time than LSTM and GRU. The prediction NRMSE of ESN
gets close to the NRMSE of LSTM and GRU. GRU has a
relatively lower convergence time while requiring more model
complexity than LSTM for omitting one gate [41]. Clearly, the
proposed ESN model provides a reliable location prediction
with small training samples in a faster learning manner than
the deep learning models LSTM and GRU, which is suitable
for distributed network controller deployment.

Fig. 10 shows the statistical probability of each type of
network to be selected with different user preferences in 10000
runs. MCGDM is a decision-making algorithm that can select
the appropriate network with adequate consideration of user
preferences. FTOPSIS algorithm combines fuzzy theory with
TOPSIS rank method. From Fig. 10, we can see that both
the FAHP and the MCGDM algorithms adapt to diverse user

TABLE V
PREDICTION NRMSE OF ESN AND LSTM AS NUMBER OF NEURONS

VARIES.

ESN
W 16 32 48 64 80

NRMSE 0.1456 0.1104 0.0999 0.0949 0.0958
Convergence time 1 regression step

LSTM
Number of hidden units 32 64 128

NRMSE 0.1427 0.0813 0.0783
Convergence time 10 k ∼ 20 k iteration epoches

GRU
Number of hidden units 64 128 256

NRMSE 0.2765 0.1041 0.0768
Convergence time 10 k ∼ 15 k iteration epoches
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TABLE VI
FUZZY DECISION MATRIX OF VOICE, VIDEO AND WEB SERVICE [20].

Voice Matrix

RSS Bandwidth Delay Jitter Loss Rate Cost Weight
RSS (1,1,3) (3,5,7) (0.2,0.33,1) (1,3,5) (1,3,5) (0.25,0.5,1) 0.1776

Bandwidth (0.14,0.2,0.33) (1,1,3) (0.25,0.5,1) (0.17,0.25,0.5) (1,2,4) (0.125,0.17,0.25) 0.1115
Delay (1,3,5) (1,2,4) (1,1,3) (0.2,0.33,1) (1,3,5) (0.14,0.2,0.33) 0.1605
Jitter (0.2,0.33,1) (2,4,6) (1,3,5) (1,1,3) (3,5,7) (0.2,0.33,1) 0.1834

Loss Rate (0.2,0.33,1) (0.25,0.5,1) (0.2,0.33,1) (0.14,0.2,0.33) (1,1,3) (0.11,0.14,2) 0.0986
Cost (1,2,4) (4,6,8) (3,5,7) (1,3,5) (5,7,9) (1,1,3) 0.2683

Video Matrix

RSS Bandwidth Delay Jitter Loss Rate Cost Weight
RSS (1,1,3) (0.2,0.33,1) (3,5,7) (5,7,9) (1,3,5) (1,3,5) 0.2098

Bandwidth (1,3,5) (1,1,3) (1,2,4) (0.17,0.25,0.5) (4,6,8) (4,6,8) 0.2033
Delay (0.14,0.2,0.33) (0.25,0.5,1) (1,1,3) (0.14,0.2,0.33) (1,3,5) (1,3,5) 0.1330
Jitter (0.14,0.2,0.33) (2,4,6) (3,5,7) (1,1,3) (5,7,9) (5,7,9) 0.2345

Loss Rate (0.2,0.33,1) (0.125,0.17,0.25) (0.2,0.33,1) (0.11,0.14,0.2) (1,1,3) (1,1,3) 0.1097
Cost (0.2,0.33,1) (0.125,0.17,0.25) (0.2,0.33,1) (0.11,0.14,0.2) (1,1,3) (1,1,3) 0.1097

Web Matrix

RSS Bandwidth Delay Jitter Loss Rate Cost Weight
RSS (1,1,3) (0.2,0.33,1) (3,5,7) (3,5,7) (0.2,0.33,1) (0.14,0.2,0.33) 0.1609

Bandwidth (1,3,5) (1,1,3) (3,5,7) (4,6,8) (0.25,0.5,1) (1,2,4) 0.2084
Delay (0.14,0.2,0.33) (0.14,0.2,0.33) (1,1,3) (1,2,4) (0.125,0.17,0.25) (0.17,0.25,0.5) 0.1076
Jitter (0.14,0.2,0.33) (0.125,0.17,0.25) (0.25,0.5,1) (1,1,3) (0.11,0.14,0.2) (0.14,0.2,0.33) 0.0897

Loss Rate (1,3,5) (1,2,4) (4,6,8) (5,7,9) (1,1,3) (1,3,5) 0.2428
Cost (3,5,7) (0.25,0.5,1) (2,4,6) (3,5,7) (0.2,0.33,1) (1,1,3) 0.1905
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Fig. 10. Selected probability for networks with different service priority. Ser-
vice priority vectors, utility functions, and attribute weights are set according
to Table IV, Table III and Table VI, respectively. For each type of network,
network access points are placed geographical evenly with interval that is
35 km, 1 km, 500 m and 100 m for UMTS, LTE, WLAN and WiMAX,
respectively [44].

preferences better than FTOPSIS. That is, when web or video
services are preferred, WLAN is more likely to be selected
for its high bandwidth and low packet loss rate, while when
voice services are preferred, UMTS is selected more frequently
for low delay and low jitter. FTOPSIS is inclined to WLAN
but not UMTS, this is because FTOPSIS uses the steady
ranking method to make decisions. In Fig. 10, we can also
see that compared to MCGDM algorithm, FAHP has a more
balanced probability of selecting each type of network, which
is beneficial for reducing the access load. Moreover, FAHP
is more inclined to select LTE, which is more consistent
with actual network deployment. This is because the proposed
FAHP-based algorithm combines information from both users

Fig. 11. Handover times of different algorithms as simulation times and σ
vary. The experiment runs in web service preferred scenario. The threshold
parameters are set as Table IV.

and networks for network selection. The introduced fuzzy
numbers and sigmoid utility functions enhance the algorithm’s
adaptability for attribute variation. To verify the proposed
algorithm’s robustness against localization and prediction er-
rors, we simulated the algorithm with inaccurate location data
labeled “FAHP with errors”. In Fig. 10, we can also see that
FAHP maintains a relatively steady selection tendency when
meeting errors on locations.

Fig. 11 shows the number of different algorithms’ triggered
handover times against the number of simulations increases.
In the proposed algorithm, σ is set as 12.9. From Fig. 11,
we can see that the proposed FAHP-based algorithm with
location information yields reductions up to 39.18%, 29.12%
and 10.85% in the handover times compared with RSS-based,
MCGDM and FTOPSIS algorithms, respectively. Compared
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with the FAHP algorithm without location information, the
proposed algorithm reduces the handover times by 20.61%. In
Fig. 11, we can also see that as σ increases, the number of
handover times decreases because frequent moving situations
in small areas are recognized as ping-pong moving pattern
and are removed from the handover trigger conditions. As
σ continues increasing to more than 50, the handover times
remain constant. This is because, in our simulation, nearly
81% of network handovers are caused by network variation
rather than mobility. Therefore, with the thresholds σ and
δ, the unnecessary handovers are removed efficaciously, thus
avoiding ping-pong effect and wastes of network resources. In
Fig. 11, we can also see that FAHP is robust to location errors
in terms of handover times.
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Fig. 12. Throughputs of data flows as the MMT moves. The MMT moves
from (1570,0) to (1430,0) at a speed of 2 m/s.

Fig. 12 shows how the dataflow throughputs change as
the MMT executes network handover from LTE to WLAN
in SDN. In this experiment, we simulate different types
of HetNets by modifying the parameters of network access
points in Mininet-WiFi. In Mininet-WiFi, we set up a network
scenario with one LTE and one WLAN, as shown in Fig. 4,
where the LTE base station is located at (1850,0) with a
coverage radius of 400 m, and the access point of WLAN
is located at (1400,0) with a coverage radius of 150 m. The
MMT moves from the LTE area to the WLAN area, during
which a handover is executed in the overlapped area instructed
by SDN controller.

In Fig. 12(a), we show how the MPTCP subflow through-
puts vary as the MMT moves. From Fig. 12(a), we can see
that as the distance between the MMT and LTE base station
increases, the throughputs of subflow0 in MPTCP0 decrease
for the decaying RSS from LTE. When the MMT moves into
the overlapped area of LTE and WLAN, SDN controller per-
ceives the handover condition and sends the MMT handover
signaling to initialize MPTCP1, whose subflow1 and subflow2
will connect to WLAN and LTE, respectively. In Fig. 12(a),
we can also see that the decrease of subflow0 and subflow2
fluctuates in a complementary manner, this is because they
share the fading bandwidth from LTE. As the MMT moves

into the area that only WLAN covers, subflow0 and subflow2,
which both connect to LTE, are terminated, while subflow1,
which connects to WLAN, maintains its throughputs. In this
way, the service continuity during handover in this SDHetNet
is guaranteed.

In Fig. 12(b), we compare the proposed MPTCP-based
handover execution with the conventional handover method,
which uses one interface in the same scenario. In Fig. 12(b),
the turquoise line and the orange line represent the throughputs
of dataflows using one interface through LTE and WLAN,
respectively. In Fig. 12(b), we can see that the conventional
handover using one interface has an inevitable interruption
of connection during handover. While with two interfaces
simultaneously transmitting data through the HetNets, the
MPTCP-based handover mechanism maintains its connection
and increases data throughputs during the handover process.
Clearly, the proposed method realizes a seamless handover and
improves the quality of user experience.

V. CONCLUSION

In this paper, we have proposed a mobility-aware seamless
handover method with mobility information and MPTCP in
SDHetNets. First, for network discovery we developed an
ESN model to determine the user’s next access candidate
networks by predicting the mobile user’s location. Next,
for network selection, we proposed an FAHP-based network
selection algorithm, for which the target network is selected
with the highest QoE metric considering user preferences, QoS
requirements and real-time network attributes. The proposed
algorithm also recognizes the ping-pong moving pattern of
users and removes the mobility pattern from the handover
trigger conditions. Then, for handover execution, we proposed
a signaling process that uses MPTCP to transmit data through
multiple HetNets during handover in SDN. The simulation
results have demonstrated that the proposed method realizes
a seamless handover and yields a significant improvement in
terms of handover times and service continuity compared to
conventional methods.

REFERENCES

[1] A. Stamou, N. Dimitriou, K. Kontovasilis, and S. Papavassiliou, “Au-
tonomic handover management for heterogeneous networks in a future
internet context: A survey,” IEEE Commun. Surveys Tuts., vol. 21, no. 4,
pp. 3274–3297, 4th Quart. 2019.

[2] P. Mahajan and P. Zaheeruddin, “Review paper on optimization of
handover parameter in heterogeneous networks,” in Proc. of Int. Conf.
Innov. Appl. Comput. Intell. Power, Energy Controls Impact Humanit.
(CIPECH), Ghaziabad, India, Nov. 2018.

[3] System Architecture for the 5G System, document TS 23.501 ver.15.4.0
Release 15, 3GPP, Mar. 2019.

[4] A. Ben Cheikh, M. Ayari, R. Langar, G. Pujolle, and L. A. Saidane,
“Optimized handoff with mobility prediction scheme using HMM for
femtocell networks,” in Proc. of IEEE Int. Conf. Commun. (ICC),
London, UK, Jun. 2015.

[5] J. Jeong, M. Leconte, and A. Proutiere, “Cluster-aided mobility predic-
tions,” in Proc. of IEEE INFOCOM, San Francisco, CA, USA, Apr.
2016.

[6] P. Yang, X. Li, H. Ji, and H. Zhang, “A novel mobility prediction scheme
for outdoor crowded scenario using fuzzy C-means,” in Proc. of IEEE
Int. Symp. Person. Indoor Mobile Radio Commun. (PIMRC), Montreal,
QC, Canada, Oct. 2017.

[7] M. Chen, M. Mozaffari, W. Saad, C. Yin, M. Debbah, and C. S. Hong,
“Caching in the sky: Proactive deployment of cache-enabled unmanned
aerial vehicles for optimized quality-of-experience,” IEEE J. Sel. Areas
Commun., vol. 35, no. 5, pp. 1046–1061, May. 2017.



12

[8] Y. Zhu, J. Li, Q. Huang, and D. Wu, “Game theoretic approach for
network access control in heterogeneous networks,” IEEE Trans. Veh.
Technol., vol. 67, no. 10, pp. 9856–9866, Oct. 2018.

[9] J. Cui, D. Wu, and Z. Qin, “Caching AP selection and channel allo-
cation in wireless caching networks: A binary concurrent interference
minimizing game solution,” IEEE Access, vol. 6, pp. 54 516–54 526,
Sep. 2018.

[10] A. Zhu, S. Guo, B. Liu, M. Ma, J. Yao, and X. Su, “Adaptive
multiservice heterogeneous network selection scheme in mobile edge
computing,” IEEE Internet Things J., vol. 6, no. 4, pp. 6862–6875, Aug.
2019.

[11] Z. Du, C. Wang, Y. Sun, and G. Wu, “Context-aware indoor VLC/RF
heterogeneous network selection: Reinforcement learning with knowl-
edge transfer,” IEEE Access, vol. 6, pp. 33 275–33 284, Jun. 2018.

[12] D. D. Nguyen, H. X. Nguyen, and L. B. White, “Reinforcement learning
with network-assisted feedback for heterogeneous RAT selection,” IEEE
Trans. Wireless Commun., vol. 16, no. 9, pp. 6062–6076, Sep. 2017.

[13] M. Chen, U. Challita, W. Saad, C. Yin, and M. Debbah, “Artificial neural
networks-based machine learning for wireless networks: A tutorial,”
IEEE Commun. Surveys Tuts., vol. 21, no. 4, pp. 3039–3071, 4th Quart.
2019.

[14] Y. Xu, J. Chen, L. Ma, and G. Lang, “Q-learning based network selection
for WCDMA/WLAN heterogeneous wireless networks,” in Proc. of
IEEE Veh. Technol. Conf. (VTC Spring), Seoul, South Korea, May. 2014.

[15] N. Goel, N. Purohit, and B. R. Singh, “A new scheme for network selec-
tion in heterogeneous wireless network using fuzzy logic,” International
Journal of Computer Applications, vol. 88, no. 3, pp. 1–5, Feb. 2014.

[16] M. Alkhawlani and A. Ayesh, “Access network selection based on fuzzy
logic and genetic algorithms,” Advances in Artificial Intelligence, vol. 8,
no. 1, Apr. 2008.

[17] H. Yu and B. Zhang, “A heterogeneous network selection algorithm
based on network attribute and user preference,” Ad Hoc Networks,
vol. 72, pp. 68–80, Apr. 2018.

[18] O. E. Falowo and H. A. Chan, “Multiple-call handover decisions using
fuzzy mcgdm in heterogeneous wireless networks,” in Proc. of IEEE
Mil. Commun. Conf. (MILCOM), Baltimore, MD, USA, Nov. 2011.

[19] R. Luo, S. Zhao, and Q. Zhu, “Network selection algorithm based on
group decision making for heterogeneous wireless networks,” in Proc.
of Int. Conf. Commun. Softw. Netw. (ICCSN), Guangzhou, China, May.
2017.

[20] H. Yu, Y. Ma, and J. Yu, “Network selection algorithm for multiservice
multimode terminals in heterogeneous wireless networks,” IEEE Access,
vol. 7, pp. 46 240–46 260, Apr. 2019.

[21] J. He, G. Zhang, Z. Li, and G. Xie, “Throughput guaranteed handoff
for SDN-based WLAN in distinctive signal coverage,” in Proc. of IEEE
Wireless Commun. Networking Conf. (WCNC), San Francisco, CA, USA,
Mar. 2017.

[22] J. Lee and Y. Yoo, “Handover cell selection using user mobility infor-
mation in a 5G SDN-based network,” in Proc. of Int. Conf. Ubiquitous
Future Netw. (ICUFN), Milan, Italy, Jul. 2017.

[23] H. Zhang, W. Huang, and Y. Liu, “Handover probability analysis
of anchor-based multi-connectivity in 5G user-centric network,” IEEE
Wireless Commun. Lett., vol. 8, no. 2, pp. 396–399, Apr. 2018.

[24] L. Wang, Z. Lu, X. Wen, G. Cao, X. Xia, and L. Ma, “An SDN-based
seamless convergence approach of WLAN and LTE networks,” in Proc.
of IEEE Inf. Technol., Netw., Electron. Autom. Control Conf. (ITNEC),
Chongqing, China, May. 2016.

[25] H. Sinky, B. Hamdaoui, and M. Guizani, “Seamless handoffs in wireless
hetnets: Transport-layer challenges and multi-path TCP solutions with
cross-layer awareness,” IEEE Network, vol. 33, no. 2, pp. 195–201, Jan.
2019.

[26] C. Paasch, G. Detal, F. Duchene, C. Raiciu, and O. Bonaventure,
“Exploring mobile/WiFi handover with multipath TCP,” in Proc. of ACM
SIGCOMM Workshop Cell. Networks: Oper., Challenges, Future Des.,
Helsinki, Finland, Aug. 2012.

[27] D. Yao, X. Su, B. Liu, and J. Zeng, “A mobile handover mechanism
based on fuzzy logic and mptcp protocol under SDN architecture,” in
Proc. of IEEE Int. Symp. Commun. Inf. Technol. (ISCIT), Bangkok,
Thailand, Sep. 2018.

[28] H. Tong, X. Liu, and C. Yin, “A FAHP and MPTCP based seamless
handover method in heterogeneous SDN wireless networks,” in Proc. of
Int. Conf. Wirel. Commun. Signal Process. (WCSP), Xi’an, China, Oct.
2019.

[29] Q. De Coninck and O. Bonaventure, “Tuning multipath TCP for inter-
active applications on smartphones,” in Proc. of IFIP Netw. Conf. IFIP
Netw. Workshops, (IFIP Networking), Zurich, Switzerland, May. 2018.

[30] C. Paasch and O. Bonaventure, “Multipath tcp,” Commun. ACM,
vol. 57, no. 4, p. 51–57, Apr. 2014. [Online]. Available: https:
//doi.org/10.1145/2578901

[31] M. Condoluci, S. H. Johnson, V. Ayadurai, M. A. Lema, M. A. Cuevas,
M. Dohler, and T. Mahmoodi, “Fixed-mobile convergence in the 5G era:
From hybrid access to converged core,” IEEE Network, vol. 33, no. 2,
pp. 138–145, Feb. 2019.

[32] A. Panda, S. K. Patra, and D. P. Acharya, “Received signal strength
based vertical hand off scheme for k-tier heterogeneous networks,”
in Proc. of Int. Conf. on Commun. Systems and Netw. Tech. (CSNT),
Gwalior, India, Apr. 2013.

[33] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural
computation, vol. 9, no. 8, pp. 1735–1780, Nov. 1997.
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