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Abstract—Reinforcement learning (RL) is a promising
approach for intelligent agents to protect a given system under
highly hostile environments. RL allows the agent to adaptively
make sequential defense decisions based on the perceived cur-
rent state of system security aiming to achieve the maximum
defense performance in terms of fast, efficient, and automated
detection, threat analysis, and response to the threat. In this
paper, we propose a deep reinforcement learning (DRL)-based
adaptive traffic inspection and moving target defense coun-
termeasure framework, called ‘DIVERGENCE,’ for building a
secure networked system. The DIVERGENCE provides two main
security services: (1) a DRL-based network traffic inspection
mechanism to achieve scalable and intensive network traffic
visibility for rapid threat detection; and (2) an address shuffling-
based moving target defense (MTD) technique to defend against
threats as a proactive intrusion prevention mechanism. Through
extensive simulations and experiments, we demonstrate that the
DIVERGENCE successfully caught malicious traffic flows while
significantly reducing the vulnerability of the network through
MTD.
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I. INTRODUCTION

THE NEED for automated defense mechanisms has been
significantly grown due to a large volume of Internet

users and network traffic. This naturally leads to the criti-
cal role of artificial intelligence (AI), which allows a system
to make autonomous defense decisions dealing with various
attacks, such as network scanning attacks, denial-of-service
(DoS) attacks, and malware attacks. Deep reinforcement learn-
ing (DRL), which combines reinforcement learning (RL)
with deep neural networks, has a great potential in solving
automated defense decision problems under time-varying envi-
ronments where there is unknown future information. In recent
years, DRL has been successfully adopted for network opera-
tion and management automation, such as routing optimization
and resource allocation [1], [2], [3].

An intrusion detection system (IDS) is a well-known mech-
anism to defend against attacks by inspecting network traffic
and providing alerts for detected attacks. Based on the inspec-
tion of network traffics by the IDS, a network can be protected
from malicious activities. For IDSs, traffic inspection resource
allocation is an important issue for inspecting network traffic
because it is impossible to inspect huge amounts of network
traffic with a single IDS with a limited processing capacity.
In the literature, various traffic inspection resource allocation
approaches for IDSs have been proposed [4], [5]. However,
deterministic approaches for IDS resource management do not
perform well because the amount of network traffic from the
large volume of devices significantly increases, and malicious
attack patterns become more complicated and intelligent in
modern Internet environments. The resource allocation for
traffic inspection should be efficient because it is not feasible
to inspect every traffic flows on the entire network using a
small number of IDSs with a limited processing capacity for
traffic inspection. If the traffic flows sent to an IDS exceed the
processing capacity of the IDS, packets would be discarded at
the IDS without any inspection. Therefore, it is important to
allocate the inspection capability to more vulnerable devices
or suspicious traffic flows, especially on the real-time traffic
inspection.

For the autonomous defense against malicious attacks, sus-
picious network traffic flows should be captured and re-routed
to the IDS for traffic inspection. To this end, we leverage
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the advanced features of software-defined networking (SDN)
technology providing high flexibility and programmability. In
conventional networks, a routing decision (i.e., packet forward-
ing) is made at each switch, which often causes a lack of
controls over switches, leading to running a system in a less
optimized manner. In an SDN environment, an SDN controller
takes control and can effectively run all the packet forward-
ing operations in a centralized manner by decoupling network
control and data planes. The use of SDN technology becomes
popular in developing various network management applica-
tions and cybersecurity applications in networked systems.
For example, the SDN controller allows a switch to rewrite
packet headers (i.e., changing IP address) and steer traffic
toward specific network devices (i.e., IDS) by simply updat-
ing the forwarding table of the switch via an OpenFlow
protocol [6]. Using the SDN technology, various defense coun-
termeasures, such as simple malicious traffic blocking and
moving target defense (MTD), can be easily implemented and
automated [7]. As a proactive defense countermeasure, MTD
randomly changes network configuration to cause confusion
or uncertainty for attackers. For example, random network
address shuffling-based MTD can effectively nullify reconnais-
sance attacks and prevent the attacker from sending malicious
traffics to target devices.

For real world applications such as network environment
management and operation, RL algorithms such as Q-learning
encounter complexity and scalability problems due to the large
space of states and actions in a Markov decision process
(MDP), which consists of state space, action space, transi-
tion probability, and reward function. To solve the scalability
problems caused by value-based learning such as Q-learning,
RL has been combined with deep learning in a DRL. The
objective of the DRL is to learn an optimal policy by utiliz-
ing a multi-layer perceptron (MLP)-based non-linear function
approximator, which represents the probability distribution of
a DRL agent’s action strategies in order to maximize the
expected long-term reward. DQN, a typical DRL algorithm,
is widely used to solve the complex state space problem in Q-
learning [8]; however, since DQN has a discrete action space,
it is difficult to apply in environments for which the number
of actions increases or continuous action control is required.

To solve this problem, a deep deterministic policy gradient
(DDPG) using an actor-critic method based on a determin-
istic policy gradient (DPG) algorithm was proposed. The
actor-critic method comprises a critic model that updates an
action-value function to maximize long-term rewards and an
actor model that determines policies according to the critic
model. The DPG finds the optimal deterministic policy using
a policy gradient method that optimizes the parameterized pol-
icy for non-linear function approximators such as MLP via
the gradient ascent algorithm. The DDPG is a model-free,
off-policy, and actor-critic algorithm to solve MDP that has
tremendous state and action spaces [9], [10].

In this paper, we present a DRL-based adaptive traffic
inspection and MTD countermeasure framework, the so-called
DIVERGENCE (deep reinforcement learning-based adaptive
traffic inspection and moving target defense countermeasure
framework). The DIVERGENCE aims to effectively decide

a resource allocation policy for traffic inspection and MTD
countermeasure in order to capture more malicious flows for
multiple IDSs while reducing the vulnerability of devices on
an SDN-enabled network using a DDPG algorithm. The
DIVERGENCE framework includes two parts, the resource
allocation for traffic inspection and the IP shuffling-based
MTD for countermeasure. By transforming the network flow
information into specially designed groups, the traffic inspec-
tion part can map the huge state space to the resource
allocation for each group state. By inspecting the network flow
states with a trained DRL agent, the MTD countermeasure can
find the most vulnerable group on the network that should get
the most attention for the IP address shuffling-based MTD.

The key contributions of this paper are summarized as
follows.
• We formulate a resource allocation problem for traffic

inspection and MTD countermeasure on the SDN-enabled
network as a MDP, which considers the uncertainty
of malicious flow occurrence by maximizing the long-
term reward function to enhance the traffic inspection
capability.

• We adopt the DDPG algorithm to automatically allo-
cate resources for adaptive traffic inspection and an IP
address shuffling-based MTD to enhance the security of
the devices on the network.

• This DDPG-based approach gradually learns a better
traffic inspection policy under uncertainty in the future
network flows to capture more malicious flows and
enhance the security of the network.

II. RELATED WORK

A. Traffic Inspection

To inspect and detect network-based threats, such as
network scanning and DoS attacks, it is necessary to obtain
traffic visibility through network traffic monitoring. In tradi-
tional networks, a traffic monitoring agent provided by the
network device vendor can be installed at a specific switch, and
thus only limited flow information can be collected [11], [12].
Thanks to the SDN’s flexibility, scalability, and programmabil-
ity, the SDN technology has been widely used to develop more
efficient network traffic monitoring schemes with higher accu-
racy and lower overhead. Ha et al. formulated an optimization
problem to obtain optimal traffic sampling rates of switches for
IDS traffic inspection on an SDN-capable network [4]. They
attempted to minimize the malicious traffic sampling failure
rate by allocating higher sampling rates to the flows that are
identified to be more suspicious. Yoon et al. proposed a mon-
itoring point and flow capture rate decision method that uses
a flow-based centrality measure and a traffic matrix for scal-
able network traffic monitoring in SDN-enabled networks [13].
Wang et al. presented time-based fine-grained flow monitoring
architecture in the SDN-enabled network [5]. They analyzed
the spatial-temporal factors of SDN switches to decide the
monitoring point and duration.

Recently, learning-based approaches such as RL and
DRL have been applied to the traffic inspection problems
because it is important to efficiently exploit the traffic
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inspection resources and SDN capability for security purposes.
Deng et al. proposed a deep Q-network-based traffic monitor-
ing framework to capture more short-life time flows without
redundancy [14]. Castillo et al. proposed IPro, an RL-based
traffic monitoring architecture, which focuses on solving the
problem of control plane overhead and extra CPU usage of
the SDN controller [3]. Phan et al. proposed DeepMatch, a
flow matching framework to provide a fine-grained flow mea-
surement in SDN using deep dueling neural networks [15].
DeepMatch maximizes flow granularity by learning a flow rule
updating strategy through the DRL algorithm while protecting
SDN-enabled switches from a flow-table overflow. Kim et al.
proposed a DDPG-based traffic sampling algorithm on an
SDN-capable network equipped with multiple traffic analyz-
ers. They proposed system can learn a sampling resource
allocation policy for multiple traffic analyzers by taking the
inspection results of previously traffic flow samples as the
reward of the learning system [16].

B. Moving Target Defense

MTD is one of the promising cybersecurity mechanisms
to proactively thwart potential attackers as an intrusion pre-
vention mechanism. The key underlying idea of MTD is to
increase the uncertainty of the system by changing attack sur-
faces (i.e., system or network configurations) with the aim
of invalidating the attacker’s malicious activities. Cho et al.
provided a comprehensive survey on various aspects of MTD
including design principles, classifications, key methodologies
and algorithms, and evaluation metrics in [7].

MTD is designed to increase uncertainty and/or confu-
sion to attackers attempting to penetrate into a system by
identifying vulnerabilities of the target system. The main
functions of MTD are to change the attack surfaces (i.e.,
system or network configurations), consequently invalidating
the intelligence gathered by the attackers and wasting their
resources and time [17]. The MTD techniques can be cate-
gorized in terms of shuffling, diversity, and redundancy [7].
Suffling-based MTD is the most commonly deployed MTD
that randomizes system and networking configurations, which
includes IP shuffling [18], [19], [20], [21], [22], packet header
randomization [23], port hopping [24], virtual machine or
proxy migration [25], [26], software reconfiguration [27], [28],
or service replacement [29]. Recently, some studies [30], [31]
have introduced network topology shuffling-based MTD tech-
niques. Diversity-based MTD provides the capability to
deploy different implementations of the same functionalities
or services such as software stack diversity for enhancing
network resilience and service provisions [32], code diversity
for providing functionally-equivalent variants [33], network
diversity for using the diversity of network configurations [34],
data diversity for generating N-variants framework [35], and
programming language diversity for avoiding code injection
attacks [36]. Redundancy-based MTD improves system reli-
ability by creating multiple replicas of network components
such as redundancy of Web servers [37] or network sessions
in cyber-physical systems [38]. Redundancy can be used in

conjunction with the shuffling [39] or diversity techniques [40]
to implement the MTD.

Nowadays, some recent studies verify that the use of SDN
functionalities, such as packet header management, dynamic
IP/MAC address management, and routing path modification,
can enable the execution of MTD operations to further enhance
system security [20], [41]. Using the SDN technology,
various defense countermeasures, such as simple malicious
traffic blocking and rerouting, can be easily implemented and
automated [7]. As a proactive defense countermeasure, the
SDN technology provides all the programmable functionali-
ties needed to implement MTD that randomly change network
configuration to cause confusion or uncertainty for attack-
ers. For example, random network address IP/MAC address
shuffling-based MTD can be readily implemented using the
standard SDN OpenFlow protocol to nullify reconnaissance
attacks and prevent the attacker from sending malicious traf-
fics to target devices. Recently, several MTD technologies
using SDN were presented such as network topology shuffling-
based MTD [31], an OpenFlow-based random host muta-
tion, called as OF-RHM, architecture [41], and port-hopping
MTD [20], [42].

One of the IP shuffle-based MTD implementations using
SDN is to allow only an SDN controller to know the real IP
addresses of hosts, while the hosts on the network use only
virtual IP addresses for communicating with each other [43].
Suppose a source host sends a packet to a destination host. The
SDN controller securely maintains a mapping of real-virtual
addresses in its database. As the mapping is shuffled randomly,
each host would have a different virtual IP address over time.
When the source host requests the IP address of the desti-
nation using DNS (Domain Name System) query, the SDN
controller generates the DNS reply with the virtual IP address
of the destination rather than the real IP address and delivers
the DNS reply to the source host using OpenFlow Packet-Out
message. As the result, the source host can use the virtual IP
address for the destination host. When a new packet arrived
at an SDN-enabled switch, the SDN controller looks up the
virtual addresses for the source host and installs the appropri-
ate flow rules on the SDN-enabled switches. The first switch
converts the real source IP address to a virtual IP address in
the packet header using the flow rule sent by the SDN con-
troller. Then, the packet is forwarded to the destination with
the virtual IP address. On the switch directly connected to the
destination host, the virtual IP address of the destination host
in a packet header is converted to its real IP address. The
source and destination hosts as well as the relay nodes do not
know the real IP address of each other, but they can com-
municate with each other on the SDN network. Performing
the MTD on the SDN networks incurs the overhead of the
computing resource of the SDN controllers, traffic conges-
tion on the data plane of the SDN network, the breakdown
of data flows in transit, or quality-of-service (QoS) degrada-
tion of ongoing services, especially in the network layer MTD
strategy [44]. Therefore, it is essential to develop an MTD
strategy that can allocate more MTD resources to vulnera-
ble devices and suspicious traffic flows. Our proposed method
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Fig. 1. DIVERGENCE framework on an SDN-enabled network.

can differentiate the MTD resource usage for the traffic flows
depending on the suspiciousness level reported by the traffic
inspectors.

III. PROPOSED DIVERGENCE FRAMEWORK

We propose an SDN-based intelligent cybersecurity frame-
work, which consists of a DRL agent, an SDN controller,
SDN-enabled switches, and multiple IDSs as shown in
Figure 1. In the proposed framework, the DRL agent on the
SDN controller learns an optimal traffic inspection resource
allocation policy under the uncertainty of malicious flow
occurrence and performs MTD according to traffic inspec-
tion results reported from multiple IDSs. The DRL has a
great potential for solving the automated resource allocation
problem under time-varying environments with uncertainty of
future network flows. The proposed framework includes three
processes:
• Monitoring: The DRL agent on the SDN controller

observes network state information and takes action
according to the action-selection policy. The SDN con-
troller updates the switch’s flow table based on actions
determined by the DRL agent to capture network traffic.

• Inspection: Multiple IDSs receive and analyze the traffic
captured by the switches and report the inspection results
containing information related to IDS alerts to the SDN
controller’s DRL agent as a reward.

• Reconfiguration: The SDN controller adjusts the traffic
inspection resource of each switch and the IP address
of each device according to the traffic inspection and
MTD resource allocation policy determined by the DRL
agent.

The entire process is conducted periodically over time and the
DRL agent gradually learns a better resource allocation policy
to maximize IDS alerts while reducing the vulnerability of the
network.

A. Threat Model

We consider network scanning and DoS attacks, which are
performed at multiple stages. We assume that the attack has
the following attack behaviors:
• Identification and analysis of currently active devices

in the network: Active devices in the network can be
identified by the attacker’s scanning activities. Attackers
leverage network scanning tools to identify active devices
in the network. For example, an attacker can use the
Nmap [45] tool to know which devices are currently
running on the target network.

• DoS attack to a target device: Depending on an attack
goal, an attacker decides how to attack the device based
on the scanning results. Attackers may perform DoS
attacks to invalidate the running services on the target
device. DoS attacks make the system’s resources insuf-
ficient, preventing its use for its intended purpose. It is
assumed that these malicious activities can be identified
by the IDS.

B. Proposed Markov Decision Process Model in
Reinforcement Learning

We assume that there are I devices to be protected, J SDN-
enabled switches, and K IDSs in the network. The devices,
switches, and IDSs are denoted by v = [v1, v2, . . . , vI ]

T ,
o = [o1, o2, . . . , oJ ]

T , and d = [d1, d2, . . . , dK ]T , respec-
tively. The SDN controller periodically allocates resources
for traffic inspection and MTD operations. Let t denote the
resource allocation period that represents a time step in MDP.
The processing capacity of IDS dk is denoted by ck (pack-
ets/t) and the total capacity of IDSs can then be calculated as
follows:

∑

k

ck = C . (1)
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Let Ftot be the set of total flows in the network during t and
the element fm be defined as:

fm = {(srcm , dstm )|srcm ∈ v and dstm ∈ v}, (2)

where srcm and dstm represent the source and destination
IP address, respectively. The data rate of flow fm during t is
denoted by λm (packets/t). We obtain network environment
information through Openflow protocol so we can model the
network using MDP to adopt DRL algorithm.

Let g = [g1, g2, . . . , gN ]T denote a set of groups used in
resource allocation for which |Ftot | flows are clustered into
N groups. Note that |Ftot | is changed dynamically at each
resource allocation period t, and N is determined by a hash
function H (·). The key of H (·) is the destination IP address
of each flow, and the hash value is a sub-net of them. For
example, H (·) maps flows with the destination IP addresses
ranging from 10.0.1.1 to 10.0.1.255 into a single hash value
of 10.0.1.0 and flows with the destination IP addresses from
192.168.1.1 to 192.168.1.255 into 192.168.1.0 depending on
their sub-net IP addresses. Therefore, we can manage traffic
inspection resources in the unit of the sub-net group.

Given λ̂ = [λ̂1, λ̂2, . . . , λ̂N ]
T

denoting a set of the current
total data rate of flows in each group at time step t, the element
λ̂n can be calculated by:

λ̂n =
∑

m∈gn
λm . (3)

We define a traffic inspection resource allocation of each group
vector, x = [x1, x2, . . . , xN ]T , where the element xn ∈ (0, 1).
Let y = [y1, y2, . . . , yN ]T be the set of allocated traffic
inspection resources for each group gn depending on the x ,
the element yn can be given by:

yn = xn · λ̂n . (4)

Because the total amount of traffic inspection resource should
not exceed the total processing capacity of IDSs, the relation-
ship between C and y is given by:

∑

n

yn ≤ min{C , Cmax}, (5)

where Cmax is a tunable parameter to adjust the amount of
network resource to be used for the proposed method. If C is
too large to be supported by the SDN network without scar-
ifying normal data delivery, the resource should be reduced
appropriately by setting smaller Cmax . Here, we assume that
C � Cmax for simplicity. Let ȳ = [ȳ1, ȳ2, . . . , ȳN ]T be
the set of normalized allocated traffic inspection resource, the
element ȳn can be obtained by:

ȳn =
yn∑
n yn

· C . (6)

After assigning traffic inspection resources to each group,
we should distribute a certain amount of resources to each
flow in each group because traffic inspection is conducted in
the unit of flow at the IDS. The inspection result for each flow
fm is defined by:

wm =
NA
fm

PA
fm

, (7)

where NA
fm

is the number of alerts for fm and PA
fm

is the
priority of alert for fm . Note that the number of alerts is
estimated based on one alert per one malicious packet while
the priority of alert is scaled from 1 to 5 where a smaller
number represents high priority meaning a higher risk alert.
One of the popular IDSs, Snort, which is an open-source
IDS software that inspects network traffic by matching it with
pre-defined security rule sets, generates an alert message con-
sisting of a priority, flow information with IP address, port
number, and alert name. In order to increase traffic inspec-
tion performance, multiple IDSs can be deployed. We utilize
the weighted max-min fair share (WMMFS) mechanism to
inspect each flow fairly in each group by allocating normal-
ized traffic inspection resource ȳn depending on the weight for
inspection result wm . The WNNFS is widely used for network
resource allocation, flow routing, and load balancing schemes.
For example, the WMMMFS is applied to a pricing scheme
for networks that use priorities to provide differentiated qual-
ity of service [46], [47], [48]. The WMMFS is the ideal fair
distribution of a shared scarce resource with the considera-
tion of weights. We define the WMMFS for our proposed
DIVERGENCE by:
• Traffic inspection resources are allocated in the order of

increasing demand depending on the data rate of flows,
which are normalized by the weighted summation of IDS
alerts.

• No flow obtains a resource share that exceeds its demand.
• Flows with unsatisfied demands obtain resource shares in

proportion to their weights.
In the WMMFS, given the normalized resource capacity, ȳn ,
to capture the maximum flows, flow fm∈gn is guaranteed to
have the minimum resource defined by:

ȳmin = max(
1

|gn | · ȳn ,
wm∑

m∈gn wm
· ȳn ). (8)

If some flows need less than what they are entitled to, then
other flows can receive more than ȳmin .

After inspecting flows by allocated resource ȳ in the
WMMFS, the DIVERGENCE performs an IP address
shuffling-based MTD countermeasure for security enhance-
ment of each device in each group. We define a probability of
IP address shuffling for sub-net group gn during time step t as:

Pgn (t) =

∑
m∈gn wm∑

n

∑
m∈gn wm

. (9)

The above equation means that the probability of changing IP
addresses of devices belonging to the sub-net group at each
time step is proportional to the IDS inspection result.

State space: The state space of the DIVERGENCE consists
of the current network traffic state and allocated resources for
the traffic inspection state. Let st denote state at time step t,
represented by the current total data rate of flows in each group
vector and the normalized allocated traffic inspection resource
for each group vector as:

st = [̂λ, ȳ ]. (10)
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Fig. 2. Simple network topology.
TABLE I

AN EXAMPLE OF STATE, ACTION, AND REWARD TABLE

The state st changes in accordance with a given traffic inspec-
tion resource allocation policy and the uncertainty of the
network flows.

Action space: The action space of the DIVERGENCE is an
action that determines the traffic inspection resource allocation
for each group. An action at time step t is given by:

at = [x ]. (11)

An action at indicates that changing traffic inspection resource
allocation for each group at time step t. When the agent
is in the state st , it will decide which group to change
resource allocation depending on x ∈ [0, 1], and then the
allocated resource of each group ȳ and the weight for inspec-
tion result wm for each flow will be changed. The probability
that the DIVERGENCE undergoes a transition from state st
to state st+1 when action at is taken can be represented
as Psa :(st , at ) → sat . Since the traffic inspection resource
of each group can be changed dynamically using an SDN
controller, Psa can be determined using the probability of
selecting action at at state st defined by policy π.

Reward: The comprehensive reward of the DIVERGENCE
should be designed to achieve the adaptive flow inspection
to capture more malicious flows under the uncertainty of the
malicious flow occurrence. To achieve more intensive mali-
cious flow inspection, we define flow inspection reward as
follows:

rt =
∑

n

∑

m∈gn
wm . (12)

Let R denote the reward function that returns a cost value
indicating whether the proposed framework utilizes IDSs to

inspect more malicious flows. When the action at is taken in
the state st , the reward function is defined by:

R(st , at ) = rt . (13)

This reward function is used to measure the performance of
the proposed framework.

Figure 2 shows a simple network topology, and Table I
shows a list of corresponding state, action, and reward. For
example, group g1 and g2 have 4 and 2 flows, respectively,
and the alert priority for malicious flows PA

f5
and PA

f7
are

set to 1, and PA
f6

is set to 2, respectively. We assumed that
at is set to [1, 0.5] initially. At time t + 1, the DRL agent
allocates resource 10 for each flow in g1 and 5 for each
flow in g2 using (8) and WMMFS strategy. Note that ȳn for
state st+1 is calculated using (4) and (6) depending on the
initial action at . After traffic inspection at the IDS depend-
ing on the allocated resource, the reward is calculated as 7.5
according to (7) and (12) because w1, w2, w3, and w4 are
zero, and w5 and w6 are 2.5 and 5, respectively. Then, the
DIVERGENCE decides to conduct MTD for all devices in
g2 using (9). Similarly, at t + 2, when taking action at+1,
the state is changed to st+2 and the reward increases to 12.5
according to (12) because the traffic inspection resource 12.5
is allocated to the new malicious flow f7.

C. DDPG-Based Resource Allocation for Traffic Inspection
and MTD Operations

To account for the impact of the current action on future
rewards, we define the total expected discount reward accord-
ing to the π policy, which defines the probability of selecting
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Fig. 3. Block diagram for DDPG training process.

action at at state st , as follows:

Rπ
t = R(st , at ) +

∞∑

i=1

γi · R(st+i , at+i ). (14)

The goal of the DRL agent is to identify the optimal action
selection policy that increases the probability of capturing
malicious flows under the uncertainty of malicious flow occur-
rence. To achieve this objective, we consider the action-value
function that returns the total expected discounted reward
when action at is taken in state st following policy π as:

Q(st , at ) = E{Rπ
t }

= E

{
R(st , at ) +

∑

i

γi · R(st+i , at+i )

}
. (15)

To approximate the optimal action-value function, Q∗ is
defined as:

Q∗(s , a) = E

{
R(st , at )

+
∑

i

γi max
at+i

R(st+i , at+i )|s=st ,a=at

}
. (16)

In continuous action space as modeled in Section III-B, it is
difficult to discriminate the optimal action from the action-
value function because the agent is required to explore every
Q-value, i.e., μ(st ) = argmaxatQ(st , at ), and since complex-
ity grows exponentially according to the size of the state and
action spaces [49].

To determine the action-selection policy that increases the
total expected discounted reward defined by (14), we con-
sider a DDPG algorithm, which has model-free, off-policy,
and actor-critic characteristics [9]. To deal with the contin-
uous action space in DRL, the DDPG algorithm tries to
approximate the optimal action-value function defined by (16)
using two neural networks as shown in Figure 3. The first
neural network is used for approximating the action-value
function defined by (15), termed a critic-network. Its inputs
are action and observation, and the output is the value of

the action-value function, i.e., Q(st , at ). The second neural
network is an actor-network that approximates behavior pol-
icy. Its input is observation and its output is action-value, i.e.,
μ(st ). Let Q(s , a|θQ ) and μ(s |θμ) denote the critic-network
and actor-network, respectively. The network functions for the
critic and actor target network are thus represented as Q ′ and
μ′, respectively.

The DDPG uses θQ for the critic-network and θμ for the
actor-network to parameterize non-linear function approxima-
tors. θQ and θμ are updated according to loss function and
policy gradient, respectively. The weight of critic-network θQ

is optimized by minimizing loss as follows:

L(θQ ) =
1

N
∑

i

(
yi −Q

(
si , ai |θQ

))2
, (17)

where yi = R(si , ai ) + γQ ′(si+1, μ
′(si+1|θμ′

)|θQ ′
) and N

is the number of transitions sampled from a replay buffer B.
The DDPG optimizes θμ by updating J (θμ), which is the
objective function of policy gradient method in the direction
of ∇θµJ (θ

μ) defined as follows:

∇θµJ (θ
μ) ≈ 1

N
∑

i

∇aQ
(
s , a|θQ

)
|s=si ,a=μ(si )

∇θµμ(s |θμ)|s=si . (18)

To update the target networks gradually, the agent updates
θQ

′
and θμ

′
according to θQ

′
= τcθ

Q + (1 − τc)θ
Q ′

, and
θμ

′
= τaθ

μ+(1− τa)θ
μ′

, where τc and τa are positive small
numbers between 0 and 1 used to learn rates corresponding to
the critic-network and actor-network, respectively.

The proposed DDPG-based resource allocation policy
update solution is described in Algorithm 1. The critic-
network, actor-network, and target networks are initialized
with experience replay buffer and initial observation in lines 1
– 4. Overall, the algorithm consists of a loop for time step t.
Lines 5 – 13 show the loop for each time step t. This loop
is repeated infinitely. One action at is selected by following
the actor-network policy with adaptive noise process P in line
6. To assure exploration efficiency, the algorithm adds adap-
tive noise to the parameters of the neural network policy, not
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Algorithm 1 The DDPG-Based Resource Allocation
Algorithm

1: Initialize critic-network Q(s, a|θQ ) and actor-network μ(s|θµ) with
randomly generated weight θQ and θµ

2: Set target networks Q ′ and μ′ with weights θQ
′ ← θQ and θµ

′ ← θµ

3: Initialize experience replay buffer B
4: Set initial state s0 according to the initial resource allocation policy
5: for each time step do
6: Select action at = μ(st |θµ) + P
7: Take action at , observe R(st , at ), st+1, and store transition

{st , at ,R(st , at ), st+1} in B
8: Perform the IP address shuffling-based MTD with a probability in (9)

for security enhancement
9: Randomly sample a batch of N transitions {si , ai ,R(si , ai ), si+1}

from B
10: Set yi = R(si , ai ) + γQ ′(si+1, μ

′(si+1|θµ
′
)|θQ )

11: Update critic θQ and actor θµ in (17) and (18)
12: Update the targets softly to θQ

′
and θµ

′

13: end for

the action space [50]. In line 7, the reward R(st , at ) and the
next state st+1 are observed by taking the selected action at ,
and the observed transition is stored as replay buffer B. In
line 8, the IP shuffling-based MTD countermeasure according
to the probability in (9) for security enhancement of devices
in the network. In lines 9 – 12, Based on the randomly sam-
pled mini batch from B, θQ and θμ are updated according
to (17) and (18), and targets θQ

′
and θμ

′
are updated softly.

IV. PERFORMANCE EVALUATION

A. Simulation Results

In order to evaluate the performance of the proposed
resource allocation algorithm based on DDPG, we have con-
ducted simulations using the networkX [51] for network
topology generation and Stable-Baselines [52] for DDPG algo-
rithm implementation. Simulations were performed on two
types of network topologies as shown in Figure 4.
• Fat-tree data center: This topology shows the representa-

tive topology of a data center network environment. The
fat-tree topology has the same bandwidth on each link
using the same commodity switch [53].

• Internet autonomous system (AS): This topology is a ran-
dom graph-based topology similar to the Internet network
environment. The Internet AS topology has three tiers
for nodes i.e., tier-1, mid-level, customer or content
provider [54].

We compared the performance of the proposed DDPG-based
method with that of two non-learning-based methods.
• Uniform: This method distributes traffic inspection

resources to every switch equally.
• Rate-Proportional: In this method, each flow gets a traffic

inspection resource proportional to its data rate.
• Centrality: This method allocates traffic inspection

resources in each switch depending on the betweenness
centrality (BC) value of the switch [13]. The BC value
for a switch is given by the total number of flows that
pass through the switch. The sampling rate of a switch
is proportional to the BC value of the switch.

All methods conduct an alert-proportional MTD countermea-
sure for each device with a probability, which is the ratio of the

TABLE II
HYPER-PARAMETER VALUES USED FOR THE DDPG ALGORITHM

TABLE III
PARAMETER VALUES USED FOR NETWORK TOPOLOGIES

number of alerts for a victim device to the total number of alerts
for all devices depending on the traffic inspection method. We
compare two security performance metrics as follows.
• Capture-failure rate: This metric represents the average

probability of capturing a packet belonging to the mali-
cious flow. The capture-failure rate of a malicious flow is
calculated as the number of non-captured malicious pack-
ets over the total number of packets for the malicious
flow.

• Degree of security vulnerability: This metric indicates the
percentage of the number of malicious flows successfully
sent to the target device. If all malicious flows are suc-
cessfully transmitted to their target devices, the degree of
security vulnerability is 1.

We assumed the traffic inspection and MTD countermeasure
policy was updated every second (t = 1 second) and the pro-
cessing capacity of each IDS was set to 1 Gbps. To account for
the uncertainty in the malicious activity, 2% of total flows are
randomly selected as malicious flows, and the malicious flows
decide whether they perform an attack at each time step with
a probability of 0.2. Malicious flows are either IP scanning
attacks with alert ‘priority 4’ or packet flooding DoS attacks
with alert ‘priority 2’ against devices in a group of victims.
It was assumed that whenever a packet of a malicious flow
is captured by IDS, a single IDS alert is generated for the
flow. In the fat-tree data center topology, the maximum num-
ber of flows |Ftot | was set to 10,000, and the average data
rate of flows was set to 20 Mbps. In the Internet AS topol-
ogy, |Ftot | was set to 40,000, and the average data rate of
flows was set to 20 Mbps. The hyper-parameter values for
the DDPG algorithm and the other parameter values for the
simulation were set as shown in Table II and Table III, respec-
tively. We set policy object that implements actor and critic,
using a MLP (two layers of 64 nodes in each), with layer
normalisation.

Figure 5 shows that the proposed method maintains lower
capture-failure rate for malicious flows than the other meth-
ods on both network topologies. In the simulations, if most
attacking flows go through a set of switches with high BC
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Fig. 4. Network topologies for simulation: a) fat-tree data center; b) Internet AS.

Fig. 5. Capture failure rate of malicious flows with respect to κ: a) fat-tree data center; b) Internet AS.

value, then the traffic inspection problem becomes straightfor-
ward because the switches with high BC would be the best
place where the traffic flows are sampled. However, if this sam-
pling strategy is known to the attackers, they can simple detour
such switches. Here, we introduce a parameter κ ∈ [0, 1] to
consider more realistic pattern of attack paths in the topol-
ogy. κ is defined by a percentage of dominant switches (with
high BC value) to be excluded from routing paths of mali-
cious traffic flows in the simulations. For example, if κ is set
at 0.1, any switches with a top 10% BC value are excluded
from the path when routing malicious flows. As κ increases,
less malicious flows pass through switches with high BC
values. As expected, the capture-failure rate for the centrality-
based method increases rapidly as κ increases in Fig. 5. Even
in these cases, the proposed method can capture malicious
flows that do not pass through a switch with a high BC
value.

Figure 6 represents the degree of a security vulnerability
with respect to the number of time steps on both network
topologies. As shown in the figures, the proposed algorithm
based on DDPG decreases the security vulnerability more than
the other methods as the number of time steps increases. The
reason is that the proposed method allocates more inspection
resource to the victim groups in which more alarms for mali-
cious flows are reported and changes more frequently the IP
addresses of the victim devices in the group.

B. Testbed Experiment Results

For verification and empirical evaluation of the proposed
algorithm, we have constructed an SDN testbed and imple-
mented the proposed DRL-based traffic inspection and MTD
countermeasure framework on the testbed. Figure 7 repre-
sents the architecture of the SDN testbed and the graphical
user interface (GUI) for the network topology. The testbed
consists of a DRL agent, an SDN controller, Snort IDSs, 10
HP 2920 SDN-capable switches, Open vSwitch with Docker
containers for end nodes, and a traffic generator. We imple-
mented the DRL agent on a workstation with NVIDIA TITAN
Volta GPU using OpenAI framework and the SDN controller
on a workstation using OpenDaylight. For the DRL agent,
we used Stable-Baselines [52], a fork of OpenAI-Baselines
with additional RL algorithms such as DQN and DDPG. For
multiple IDSs, we utilized Snort for malicious flow detection
on a workstation. Snort is a lightweight IDS for UNIX and
MS Windows operating systems. Specifically, with Snort, we
can monitor network traffic in real-time to detect dangerous
payloads or suspicious anomalies. For the MTD countermea-
sure, we adopted the virtual IP shuffling-based MTD that only
the SDN controller knows the real IP addresses of hosts,
while other hosts in the network only use virtual addresses
to communicate with each other. Specifically, the MTD coun-
termeasure on the SDN controller deals with the following
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Fig. 6. Degree of security vulnerability with respect to time steps: a) fat-tree; b) Internet AS.

Fig. 7. SDN testbed network topology: a) architecture; b) GUI on OpenDaylight.

tasks: (1) making shuffling decisions of each host; (2) select-
ing virtual IP addresses that do not overlap (3) mapping from
real IP address to virtual IP address during communication,
and (4) ensuring communication for normal flows by allow-
ing connection with the previous IP for a certain period of
time excluding malicious flows [43]. We constructed a fat-tree
network topology with 10 HP 2920 SDN-capable switches and
100 Docker containers. For traffic generation, we used Iperf for
normal TCP or UDP flows, and Nmap for a network scanning
attack on a desktop. The generated traffic samples includ-
ing the normal TCP/UDP flows and Nmap network scanning
attack flows were saved as a pcap dataset and can be replayed
for comparison purposes.

The SDN testbed operates in the following order. First,
depending on the traffic inspection policy generated by the
DRL agent, the OpenDaylight SDN controller updates the traf-
fic inspection policy and captures packets from each switch to
the IDS server. And, the IDS server with four Snort processes
analyzes the captured packets from the switches. We used
Snort to detect malicious flows from captured packets and gen-
erate IDS alerts. Then, the IDS analysis results (i.e., IDS alerts)
are reported to the DRL agent for calculating the rewards.

Finally, the SDN controller conducts the virtual IP shuffling-
based MTD for each group according to the IDS analysis
results.

The hyper-parameter values for the DDPG algorithm and
the other parameter values for the testbed topology configura-
tion were summarized in Table II and Table III, respectively.
We set the policy object for actor and critic using an MLP
(two layers of 64 nodes in each) with layer normalisation.
The traffic sampling resource allocation policy was updated
every 10 seconds (t = 10 seconds). If the time step t is large
(e.g., t = 100 seconds), the IDS can process more traffic sam-
ples, and the number of IDS alerts would be less fluctuating
on average. This statistical stability is helpful to achieve the
convergence of learning. However, it slows down the learning
process because one action change is performed per each time
step. The total processing capacity of IDSs was set to 1 Gbps.
The maximum number of flows |Ftot | generated by the traf-
fic generator was set to 10,250 (10,000 normal flows and 250
malicious flows). The average data rate of flows was set to
1 Mbps for normal flows and 740 bps for malicious flows,
respectively. To account for the uncertainty in the malicious
activity, Nmap on the traffic generator generated a total of
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Fig. 8. SDN testbed experiment results for network scanning attack: a) reward; b) attack success probability result.

250 scanning malicious flows for two randomly-selected vic-
tim groups. Each malicious flow performs an attack at each
time step with 50% probability. In the testbed configuration, if
a packet of a malicious flow was captured by Snort, one IDS
alert was generated for that flow. The proposed method was
compared with the centrality method, which allocates traffic
inspection resources to each switch according to the BC value
and changes the IP address of the device with the probability
of the number of alerts for that device out of the total number
of alerts.

We compared the performance of the proposed
DIVERGENCE with the other methods:
• OF-RHM: This method performs random host mutation,

which randomly changes IP addresses of devices in the
network with the fixed mutation rate of 0.01 [41].

• Centrality-IDS: This method performs the BC value-
based traffic inspection but only uses the IDS. This
method does not disturb the attacker through the MTD
and simply drops the flows for which the alarm occurred.

• Centrality-MTD: This method allocates traffic inspection
resources in each switch depending on the BC value of
the switch, and performs MTD using (9) according to the
traffic inspection result.

Figure 8(a) shows the rewards of the agent with respect to
the time elapse. Each point is a measured reward at a traffic
inspection resource allocation period (t = 10 seconds). The
DRL agent is more likely to behave randomly at the start of
training. However, the reward increases and levels off as the
training time increases. The result shows that the agent can
capture more malicious flows as the training time increases
because the reward indicates how many malicious flows are
captured and analyzed at IDSs.

Figure 8(b) shows the network scanning attack success
probability with respect to time elapse. As shown in the fig-
ure, the proposed method achieves better attack prevention
performance than the centrality-MTD method as time goes
by because it can prevent more malicious flows. The OF-
RHM method only performs MTD, so there is no visibility
of IDS alerts, and the central-IDS method only drops flows
that raise IDS alerts but do not change the IP address of the

victim device. For the few minutes at the beginning, all of
the scanning attacks succeed, but the scanning attack success
probability abruptly decreases after the procedures of adaptive
traffic inspection and MTD countermeasure.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a DRL-based automated
cybersecurity framework, DIVERGENCE, for allocating traf-
fic inspection and MTD resources. The DIVERGENCE frame-
work includes two parts, the resource allocation for traffic
inspection and the IP shuffling-based MTD for countermea-
sure. By transforming the network flow information into
specially designed groups, the traffic inspection part can map
the huge state space to the resource allocation for each group
state. By inspecting the network flow states with a trained DRL
agent, the MTD countermeasure can find the most vulnerable
group on the network that should get the most attention for
the IP address shuffling-based MTD. Simulation and experi-
ment results showed that our proposed method outperforms
the other methods for capturing more malicious flows and
reducing security vulnerabilities of the system.

For future work, we will focus on how to expedite the
retraining of the DIVERGENCE model to fit dynamic changes
of network and attack patterns. Analyzing the overhead caused
by traffic inspection and MTDs and incorporating them into
the DIVERGENCE model are also challenging issues. Finally,
we will enhance the adaptation capability of DIVERGENCE
for resource allocation problems in situations where IDSs have
the heterogeneous capability and more sophisticated attack
detection is required.
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