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Abstract—The widespread adoption of Internet of Things
(IoT) devices in smart cities, intelligent healthcare systems, and
various real-world applications have resulted in the generation
of vast amounts of data, often analyzed using different Machine
Learning (ML) models. Federated learning (FL) has been ac-
knowledged as a privacy-preserving machine learning technology,
where multiple parties cooperatively train ML models without
exchanging raw data. However, the current FL architecture
does not allow for an audit of the training process due to
the various data-protection policies implemented by each FL
participant. Furthermore, there is no global model verifiability
available in the current architecture. This paper proposes a
smart contract-based policy control for securing the Federated
Learning (FL) management system. First, we develop and deploy
a smart contract-based local training policy control on the FL
participants’ side. This policy control is used to verify the
training process, ensuring that the evaluation process follows
the same rules for all FL participants. We then enforce a smart
contract-based aggregation policy to manage the global model
aggregation process. Upon completion, the aggregated model and
policy are stored on blockchain-based storage. Subsequently, we
distribute the aggregated global model and the smart contract
to all FL participants. Our proposed method uses smart policy
control to manage access and verify the integrity of machine
learning models. We conducted multiple experiments with various
machine learning architectures and datasets to evaluate our
proposed framework, such as MNIST and CIFAR-10.

Index Terms—Federated Learning, Access Control,
Blockchain, Smart Contract

I. INTRODUCTION

The Internet of Things (IoT) has been involved in various
services, including smart cities, smart healthcare, and smart
manufacturer, to enhance the quality of life, the efficiency
of urban services, operation, and competitiveness [1]. A
distributed network made up of IoT devices connected via
wired or wireless networks continuously interacts with the
outside world to provide a variety of data sources, including
images, text, video, and other sorts of data. The distributed
network also enables efficient and effective sharing of IoT data
resources and information. However, due to the substantial
amount of data generated by IoT sensors, an intelligent system
is necessary to operate the system autonomously, as IoT de-
vices are typically resource-limited and cannot independently
execute machine learning algorithms. With the aid of edge
computing, IoT clusters can form intelligent networks when
combined with machine learning [2]. However, having an
effective machine learning model necessitates extensive data
from many IoT clusters, which is often difficult to collect
and utilize due to privacy concerns, security risks, and other
associated challenges [3].

A new type of distributed machine learning approach called
federated learning (FL) controls the training process without
storing the data in the server [4]. FL is a privacy-preserving
distributed machine learning protocol that reduces data com-
munication costs by employing a model-first strategy. This
strategy allows centralized servers to maintain a global model
and transmit its parameters to connected devices and systems
instead of gathering large datasets. The edge devices then
perform the local training process using the global model
received from the server and send the trained local model
back for a global model aggregation process. As a result, edge
computing can have a good machine learning model without
ever sending data to the cloud or to an external party [5].

In recent studies, [4] proposed federated learning to enable
multiple participants to collaboratively train a model by ex-
changing local model updates with a parameter server. This
method is more secure than centralized training as machine
learning models learn from IoT data without relying on a third-
party cloud to keep their data [6]. While federated learning
guarantees the privacy of local data by generating a global
model without sharing data among participants, current FL
architecture still faces numerous challenges, such as model
integrity and transparency [7]. Furthermore, an adversary
could tamper with the local or global model and result in
misclassification.

Several existing defense methods mainly focus on securing
the training process using encrypted training [8] or leveraging
a trusted execution environment (TEE) [9] to perform the
training process. However, the current approach is inefficient
since the training process requires significant computation
resources and takes a long time. Moreover, the aggregation
server and participants cannot validate the machine learning
model they receive. Hence, an auditable and verifiable machine
learning management system is needed to enhance the security
of federated learning architecture.

Blockchain is a distributed system that links data structure
for data storage, ensuring the data is resistant to modification
and tampering [10]. Initially, blockchain applications were
mainly limited to cryptocurrencies and financial transactions.
However, with the development of smart contracts, blockchain
technology has opened up a range of new applications [11].
Smart contracts are self-executing contracts that are triggered
when certain conditions are met, enforcing the rules of the
agreement between parties. Once deployed to a blockchain
network, smart contracts are immutable and tamperproof,
providing a secure, transparent, and efficient way to conduct
business in a decentralized, trustless environment [12].

This paper proposes a secure federated learning manage-

ar
X

iv
:2

30
5.

09
13

4v
2 

 [
cs

.C
R

] 
 1

8 
M

ay
 2

02
3



2

ment system utilizing smart policy control. We introduce a
smart contract for the local model policy training process
on the edge server, used to record the training process and
validate the locally trained model from each FL participant.
The smart contract-based training policy will be validated
prior to the aggregation process. Furthermore, we developed a
smart contract-based aggregation policy for the global model
aggregation process, recorded to capture important information
for distributing the global model to each client. Afterward, all
clients participating in the federated learning round receive
the global model via the blockchain. The contributions of our
work are summarized as follows:

• We designed a verifiable and auditable management
system for enhancing trustworthiness in the federated
learning setting.

• We proposed a smart contract-based local training policy
mechanism to ensure the training process is done cor-
rectly on the participant side and provide local model
verifiability.

• We presented a smart contract-based global model ag-
gregation policy to maintain global model integrity and
provide participants with global model verifiability and
global model access management.

The rest of this paper is organized as follows. Section II
defines the problem. Section III discusses the related work.
Then, we present the system architecture and introduce the
proposed frameworks in Section IV. Next, we describe the
proposed work’s experimental setup and evaluation results in
Section V. Finally, a conclusion is drawn in Section VI.

II. PROBLEM SCENARIO

We use an IoT-based industry scenario to explore and
highlight the existing challenges of current federated learning.
We analyze the implications of these challenges with respect
to the accuracy of machine learning models, data privacy, and
security. In this context, assume that multiple smart manufac-
turers are located in different areas, each equipped with a set of
IoT devices with sensors that capture and generate image data.
As the IoT sensors are resource-constrained devices and cannot
execute any machine learning algorithms, each manufacturer
has an edge server as computing resources to perform machine
learning tasks with their local datasets. However, the generated
machine learning models have only moderate accuracy due
to dataset limitations. Therefore, the edge servers from each
manufacturer participate in a federated learning scenario to
improve the accuracy of their models. In Federated Learning,
local models from the manufacturer’s edge server are gathered
and aggregated to construct a highly precise machine learning
model without sending any local datasets to the aggregation
server. Afterward, the global model is sent back to the edge
server for another round of federated learning. The global
model is then used to recognize objects with greater accuracy
upon achieving the desired accuracy.

Although Federated Learning has been demonstrated to
improve machine learning accuracy, it is still susceptible to
various security risks. Fig. 1 illustrates the possible threat of
the current FL architecture, such as:

• Risks of a faulty local model: In the current federated
learning setup, each participant sends their local model
to the cloud for the aggregation process. However, the
aggregation server receives the local model without ver-
ifying the given local model, raising the risk of a local
model being altered or poisoned. For example, an attacker
can alter the local model parameters, causing a faulty
local model. Unfortunately, the current FL architecture
does not check whether the participants did the training
process properly. Thus, validating the local model is
essential to protect it from various security risks.

• Risks of generating a biased aggregated model: In the
current federated learning global model aggregation pro-
tocol, the aggregation server receives local models from
each participant and performs aggregation to generate
the global model. However, this process can be easily
tampered with, leading to a biased global model. For
instance, an attacker can include a poisoned local model
during the aggregation process, resulting in a false classi-
fication of the global model. Furthermore, the server does
not verify the received local models, which can lead to
a faulty local model and disrupt the entire aggregation
process. To tackle this security risk, secure distributed
aggregation and verifiable local models are needed.

• Risk of receiving faulty global model: In the existing
federated learning method, the global model developed
in the cloud is sent back to each edge server on the
participants’ side. However, the participants cannot verify
the global model they receive, making it vulnerable to
interception and alteration by malicious attackers. This
can lead to the manufacturer receiving a faulty global
model, necessitating the need for a global model verifi-
cation method to ensure the integrity of the global model.

III. RELATED WORK

Recently, researchers have proposed several studies to en-
hance the state-of-the-art federated learning architecture. In
[5], the authors provide a comprehensive survey of the chal-
lenges and research directions of federated learning. Specifi-
cally, they discuss a range of topics, including management,
security, privacy, scalability, and blockchain, to improve the
current FL architecture.

Trusted Execution Environments (TEEs) have emerged as
a promising solution for preserving the privacy of machine
learning models. In [13], the authors investigate the use of
SGX-enabled servers for machine learning to enhance data
privacy and provide verifiability. Moreover, other works in
[14], and [15] leverage TEEs to perform the aggregation
process in a federated learning scenario, thus improving the
security of the federated learning, albeit with increased time
and computing power consumption.

Blockchain was initially developed for cryptocurrency pur-
poses [16]. Since blockchain can maintain data integrity, it
has evolved to enable distributed data storage across numerous
computational nodes [17]. Combining blockchain with feder-
ated learning (FL) can ensure the integrity of the machine
learning model. Authors in [18] and [19] proposed a method
to guarantee the privacy and security of a system using
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blockchain. Their method uses smart contracts and encryption
to protect patient data from collision attacks. As the original
federated learning architecture relies on a centralized server,
researchers now leverage the blockchain in their federated
learning methodology to secure the system. In [20] and [21], a
blockchain-based federated learning architecture is proposed,
where each participant stores their locally trained model in
the shared blockchain. However, since the current privacy
measures do not protect the local models, other participants
can gain access to them, raising serious privacy concerns. In
[22] and [23], the author proposed a blockchain-based FL
healthcare scenario in which the local model is sent from the
blockchain. However, model aggregation is done on a single
server, and there are no verification processes in place before
the aggregation, leaving the system vulnerable to a single point
of failure and tampering attack. To address this, [24] designed
a verifiable local model using a multi-signature scheme. Each
FL participant must sign the model for each FL round, and
the cloud verifies each model for the aggregation process.
However, the computation cost of the multi-signature scheme
can be high when many clients join the FL round. To overcome
this, [25] proposed a verifiable aggregation for FL, which
follows the idea of blockchain and uses a hash to calculate the
digest for validation. Nonetheless, the aggregation and hashing
operations are performed on a centralized server.

The work in [26] leverages smart contracts to verify the
integrity of the global model stored on the blockchain. In the

initial round of federated learning, each FL participant receives
the global model with a smart contract. The smart contract
is executed in the participant’s edge server to verify that the
initial model has not been tampered. However, the proposed
approach’s smart contract is only utilized to verify the model’s
integrity; it has no information regarding the training and
aggregation process during the model’s development.

Author in [27] and [28] proposes a novel privacy framework
for off-chain Federated Learning (FL), which incorporates
blockchain and smart contracts for on-chain FL. The frame-
work comprises private P2P identification and private FL
modules, managed with scalable smart contracts to facilitate
distributed collaborative mining with dynamic quantitative in-
centives. Furthermore, the framework utilizes a diffuse verified
model to build an AI market with natural auditability and
traceability. However, the proposed smart contract is fairly
complex and inefficient due to the high deployment cost
associated with it.

The paper in [29] proposes an access control model for
medical records in IoT-enabled smart healthcare devices us-
ing blockchain-based smart contracts. The scheme utilizes
smart contracts to avoid network congestion and employs
cryptographic functions for secure registration and retrieval
of electronic medical records (EMR). The proposed model is
implemented on the Ethereum private blockchain network and
has been demonstrated to be a feasible solution for secure
decentralized access control. However, the smart contract
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TABLE I. Notations

P Smart Factory
Ln Local Image Dataset
Zn IoT Sensors
Cn IoT Cluster
En Edge Server
LMn Local Model
GMn Global Model
LMr+1

n Updated Local Model
GMr+1

n Updated Global Model
BAn Blockchain Aggregation

Node
BDn Blockchain Database Node
PLMn Local Training Policy
PGMn Aggregation Policy
CSP Cloud Service Provider
PCS Policy Control Management

System
BAM Blockchain Aggregation

Manager
BDM Blockchain Database Man-

ager

deployment cost is relatively high, and it is only used for
access control.

After reviewing the aforementioned studies, due to obvious
deficiencies of the prevalent approaches, this paper develops a
smart contract-based policy control to manage the local model
training and global model aggregation process in Federated
Learning (FL) participants and to verify the integrity of the
model. The smart contract-based policy control will record
the core information during the training and aggregation to
guarantee the model’s integrity while providing an additional
layer of access control to enhance the security of the FL
architecture. This policy control will provide a secure and
reliable approach to maintaining the privacy of the data and
integrity of the model within the FL system.

IV. PROPOSED FRAMEWORK

This section presents the proposed smart policy to control
the federated learning management system. First, we present
an overview of the system architecture. Next, we discuss in
detail the various components of the proposed method. A
summary of the notations used throughout the methodology
is provided in Table I.

A. System Architecture
We proposed a secure management system for federated

learning, leveraging smart contracts as the policy control for
generating local models and aggregating them to generate a
global model.

We assume that there is P number of smart factories, each
equipped with several IoT sensors Zn, as a data source. Since
IoT devices have limited computing resources, each smart fac-
tory has an edge server En to support the computing process
within the factory. Each edge server En runs an Ethereum

node connected to the Ethereum network, which allows it to
execute the smart contract-based policies. The edge server can
pre-process the data from the Zn and perform training for the
machine learning model. As a result, each smart factory forms
a cluster Cn(1 ≤ n ≤ P ). In the centralized machine learning
approach, each smart factory performs the training process
using its own local dataset Ln produced by Zn. However, due
to the limited dataset of the machine learning model produced
by the smart factory, the accuracy of the model may not
be high enough to reach the desired level of precision and
accuracy. To address this limitation, the decentralized machine
learning approach can be implemented by allowing the edge
servers to collect and share data with other edge servers in
the same cluster. By combining the data from different smart
factories, the machine learning model can be trained with a
larger and more diverse dataset, thus increasing its accuracy
and reliability.

In this scenario, each smart factory joins the federated
learning (FL) process in order to generate a high-accuracy
model while maintaining the privacy of their respective local
image dataset Ln. To generate the local model LMn, each
smart factory P uses their edge server En. Since the FL
process requires multiple participants with a dispersed range
of datasets and policies, a smart contract-based local training
policy PLMn is needed to ensure uniformity of the training
process on the sides of the participants. The policy control
management system (PCS) of the cloud service provider
(CSP ) will validate each of the PLMn with the Ethereum
network before sending it to the blockchain manager BM for
the aggregation process. The final step in the FL process is to
collect all the LMn and aggregate them into the global model
GMn.

However, in the original FL mechanism, participants do not
know which parties join the FL process and contribute to the
GMn. To provide an auditable FL scheme, the Blockchain
Aggregation Manager (BAM ) will manage the Smart Contract
Aggregation Policy (PGMn). This policy will record the
list of each LMn that participated in the current GMn, and
perform the aggregation process. After GMn is generated, it is
stored concurrently with PGMn in the Blockchain Database
Manager’s (BDM) blockchain node. The PCS will then
distribute the GMn to each P based on the PGMn. By
utilizing smart contracts and blockchain, each P can verify
the integrity of GMn and audit the GMn. Fig. 2 provides
an overview of the proposed framework. To make it easier
to explain in later sections, the components of the proposed
framework are broken down as follows:

• Cloud Service Provider (CSP) acts as an intermediary
between clients and blockchain, sending the contract
policy and machine learning model to the clients and
facilitating direct communication.

• Policy Control Management System (PCS) is hosted by
the CSP and is responsible for verifying and managing
the distribution of the LMn and GMn to the participants.
To ensure trustworthiness, PCS communicates with the
blockchain network to verify the integrity of the machine
learning model.

• Blockchain Aggregation Manager (BAM) communi-
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cates with PCS on behalf of the blockchain and re-
ceives the validated machine learning model from PCS.
It then registers the participated machine learning model
in PGMn.

• Blockchain Database Manager (BDM) is a node on
the blockchain network that is responsible for storing
the GMn and PGMn. The PCS communicates with
the BDM to request authenticated GMn and PGMn to
manage the client’s access to validated GMn.

B. Smart Local Model Generation Policy for Local Model
Generation

A smart local model generation policy is performed by each
participant to generate a locally-trained model based on the
procedure provided by the PCS. In this method, each edge
server En receives the smart contract PLMn from the PCS.
The purpose of this smart contract PLMn is to guarantee that
all participants in the current FL round execute the training as
per the given policy. The fields of the smart contract PLMn

include the following information:
• ClientID: This field records the unique identity of the

edge server En from each federated learning participant.
The ClientID is later used to retrieve the global model
and to record the generation of the local model.

• ModelArchitecture: these fields record the machine learn-
ing architecture used by the participants while performing
the local model training process. The machine learning ar-
chitecture needs to be recorded as the model aggregation
process requires the same machine learning architecture.

• TrainingRound: This field records the iteration of the fed-
erated learning rounds. The value will be used by PCS
to distribute the GMn since only the participants that join

the current round of FL can obtain the aggregated model
GMn.

• Epoch: The fields record the number of epoch when
En perform the local training. To validate the local
model, PCS will compare the number of epochs that
are stored in the Epoch in PLMn with the value that
is recommended from the PCS. The value also can be
used for further analysis by comparing the epoch with
the accuracy.

• ModelAccuracy: This field records the accuracy of the
local model produced by each En. The value can be
presented while performing the model aggregation in the
blockchain.

• LocalModelHash: The fields record the local model hash
generated by the En. After PCS receive the model from
En, PCS will compute the hash value of the LMn and
compare the hash value with the LocalModelHash that is
stored in the PLMn.

In the proposed system, PCS sends the machine learning
model for generating LMn and the PLMn for the policy to
each En. Each En executes the PLMn before the training
process. We assume that edge servers of different Cn train the
models given from PCS with Convolutional Neural Network
(CNN)-based image classification. PCS retrieves the initial
machine learning model from BDM . The example of the
CNN models are LeNet[30], and AlexNet[31]. An overview
of the smart local model generation policy phase is given in
Fig. 3.

In general, CNN classification performs prepossessing to
an input image and classifies it under certain categories of
objects. Edge server En from the cluster Cn generates a
local dataset Ln. En identifies the input image as an array
of pixels based on the image resolution. Edge server read the
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image based on the h× w × d (h = Height, w = Width, d =
Dimension). The CNN learning model uses different unique
layers to train and test the local model. The layers used by
the CNN model included kernels, pooling, and fully connected
layers. At last, the CNN employs softmax function to classify
the given object according to the probability value among 0
and 1. In the FL scenario, every local model LMn is trained
on the edge server En. Before starting the training process,
En execute the PLMn. At first, PLMn record the ClientID
and initialize the training policy consisting of ModelArchitec-
ture, TrainingRound, and Epoch. After the training policy is
executed, the edge server carries out the training utilizing its
local dataset in every round r of FL as follows:

LMr+1
n = GMr

n − η∇F (GMr
n, D

i) (1)

Where LMr+1
n denotes the updated local model of client

p, GMr
n is the current global model, η is the local learning

rate, ∇ is used to refer to the derivative for every parameter,
and F is the loss function. After the local training process
is finished, En calculate the hash of the updated local model
LMr+1

n . Afterward, PLMn stores the ModelAccuracy and the
LocalModelHash. Afterwards, each client will send PLMn

and LMr+1
n to PCS before forwarding them to the BAM

for the aggregation process.
Before delivering LMn to PCS, En uses a symmetric

key encryption algorithm, like Advanced Encryption Standard
(AES), to encrypt the local model to ensure the security of
the local model. We presume that the Diffie-Hellman key
exchange mechanism or another secure key establishment
mechanism was used to create the AES secret key between
En and the policy control management system. Algorithm 1
shows the step of smart contract-based policy training in detail.

C. Smart Policy Control Model Aggregation
After the policy control management system verifies the

authenticity of LMn by executing PLMn from each FL
participant, LMn is sent to the blockchain aggregation man-
ager for the aggregation process. Before generating the global

Algorithm 1: Smart contract-based training policy
Input:
Initial global model GMn

Training policy PLMn

Local dataset Ln

Output:
Updated local model LMr+1

n

Updated training policy PLMn

1 while Edge server En is running do
2 Execute
3 Training Policy PLMn

4 while Training policy PLMn is running do
5 Record:
6 Integer ClientID
7 Training Policy:
8 Integer ModelArchitecture
9 Integer TrainingRound

10 Integer Epoch
11 Initialize Training: Load dataset Ln foreach

epoch do
12 Shuffle the training data D foreach each

training sample (x, y) ∈ Ln do
13 Calculate the gradient
14 Calculate the loss function
15 Update the model parameters
16 Local training, as shown in (1)
17 end
18 end
19 Hash the LMr+1

n → H(LMr+1
n )

20 Training Policy Log:
21 String ModelAccuracy
22 String LocalModelHash ← H(LMr+1

n )
23 endWhile
24 Return
25 (PLMn, LMr+1

n )
26 Encrypt LMr+1

n → E(LMr+1
n )

27 Send (PLMn, E(LMr+1
n )) to PCS

28 endWhile

model, PCS generates a smart contract policy for the aggre-
gation process PGMn and sends it to BAM . In our scenario,
PGMn is used to ensure the global model is generated
based on the trusted participants and maintain the security
of the aggregation process. Later, PGMn is used by PCS
for distributing the GMn to the participants. The participant
also receives PGMn to verify the authenticity of the GMn.
The fields of the smart contract PGMn contain the following
information:

• GlobalModelID: These fields record the unique identity
of the aggregated model. These fields are used for trace-
ability and storing processes.

• FedRound: These fields record the federated learning
training round. This information is important for the
auditing process for both servers and participants.

• ParticipantNum: The fields is use to record the ClientID
that participate in the FL round. This field is used when
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PCS distributes the GMn to the client. Hence, only
ClientID that participates in the training round receives
the global model.

• GlobalModelAcc: This field records GMn accuracy in
the current federated learning round. This field is used
for logging and fine-tuning the global model.

• GlobalModelHash: This field records the hash of the
current global model generated by BAM. This information
is used by BDM to verify the authenticity of the global
model before storing it on the blockchain.

We assume that there are BAn(1 ≤ n ≤ b) blockchain
nodes in the BAM . After the PCS verifies the LMn with
PLMn, PCS sends LMn and PGMn to BAM . BAM sends
a set of local models from all participants, which can be
denoted as LM = {LM1, LM2, . . . , LMn}, and PGMn, to
each of the blockchain aggregation nodes BAn. After each
BAn receives the set of LM , each BAn executes PGMn

to initialize the aggregation policy. Before the aggregation
process starts, PGMn records the GlobalModelID, FedRound,
and ParticipantNum. Then, each BAn generates the aggre-
gated global model GMn Federated Averaging (FedAVG) [32]
denoted as follows:

GMr+1
n =

p∑
n=1

|Dn|
N

LMr+1
n , N =

p∑
n=1

|Dn| (2)

where GMr+1
n denotes the updated global model, p is the

number of clients on the federated learning round r, |Dn| is
the number of data items (images) owned by En to train local
model LMr+1

n , and N the total number of data used to train
all of the local models. GMn is final updated global model
GMr+1

n . Since we leverage Federated Averaging (FedAVG)
[32] as the aggregation method, therefore, our proposed work
is suitable for aggregating different types of neural network
models, which can take various types of inputs (e.g., text and
numerical values).

After the aggregation process finishes, each BAn

hashes the updated global model GMr+1
n as the

requirement of the PGMn. Later PGMn records
GlobalModelAcc, and GlobalModelHash. Afterward,
BAM validates each global model generated by BAn

with the respective PGMn. Once each of the GMn

is validated, BAM sends a set of (GM,PGM) =
{(GM1, PGM1), (GM2, PGM2), . . . , (GMn, PGMn)} to
blockchain database manager BDM . The overview of the
smart policy aggregation is given in Fig. 4. Algorithm 2
shows the steps of smart contract-based aggregation policy in
detail.

D. Blockchain-based Tamperproof Storage
In this phase (see Fig. 5), BAM sends a set of

(GM,PGM) to BDM . BDM needs to verify GMn by per-
forming a consensus mechanism. The consensus mechanism
verifies each GMn and PGMn produced by BAn. If all the
GMn and PGMn are verified, and the majority of the hashes
of the corresponding GMn are the same, the blockchain nodes
in BDM add (GM,PGM) as a block in the blockchain.

The consensus mechanism in BDM has several steps to
verify and stores the global model. At first, BDM distributes
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the set of (GM,PGM) to each BDn. Later, each BDn

calculates the hash of each GMn and compares it with the
hash that is recorded in PGMn. The consensus is achieved if
the hashes of all GMn are the same. However, if all hashes are
not the same, the blockchain node BDn in BDM determines
the global model that has the maximum matched hash values.
Each BDn proposes GMn to the blockchain database manager
BDM to add to the blockchain. Finally, if GMn is the same
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Algorithm 2: Smart Policy Global Model Aggregation
Process

Input:
Locally trained models LMn = LM1, . . . , LMn

Local model policies PLMn = PLM1, . . . , PLMn

Aggregation policy PGMn

Output:
Aggregated global model GMn

Updated aggregation policy PGMn

1 while Aggregation server is running do
2 Execute
3 Aggregation Policy PGMn

4 while Aggregation policy PGMn is running do
5 Record:
6 Integer GlobalModelID
7 Integer FedRound
8 Integer ParticipantNum
9 Initialize:

10 Memory buffer, Mem = ∅
11 foreach LMi ∈ LMn do
12 Check the hash of LMi with PLMi

13 Add LMi to memory buffer Mem
14 end
15 Check criteria in PGMn for aggregation
16 if the set hash of LMn is all valid then
17 Aggregate all local models in Mem using

FedAvg algorithm as shown in (3) and
generate global model GMn

18 end
19 Hash GMn → H(GMn)
20 Aggregation Policy Log:
21 String GlobalModelAcc
22 String GlobalModelHash ← H(GMn)
23 Generate PGMn report
24 endWhile
25 return (GMn, PGMn)
26 endWhile

for the majority of the node’s global model, the consensus is
achieved and added to the blockchain tamperproof storage.

Fig. 6 provides an overview of the workflow for storing
the global model on a blockchain-based, tamper-proof storage.
Later, the global model GMn and PGMn are sent to PCS
for validation before PCS sends the GMn to all edge servers
En. The aggregated global model is distributed according to
the ClientID that is recorded in the smart policy contract.

V. RESULTS AND DISCUSSION

In this section, we discuss several experiments conducted to
evaluate the performance of our proposed framework. Exper-
imental setup and dataset and model are discussed in Section
V-A and V-B, respectively. Section V-C shows experimental
results and evaluates the performance.

A. Experimental Setup
In our experiments, we ran the experiment on the AWS EC2

cloud. To handle the local training process, which requires

Blockchain Database Manager
(BDM)

Global Model
(GM1)

Aggregation Policy
(PGM1)

Blockchain Aggregation Node
(BA1)

Blockchain 
Node

Consensus Mechanism

Send a set of 
(GM, PGM) = {(GM1 , PGM1 ), … , (GMn , PGMn ) }

Add Global Models 
V(GM , PGM)

… Global Model
(GMn)

Aggregation Policy
(PGMn)

Blockchain Aggregation Node
(BAn)

Blockchain 
Node

Tamperproof Storage

Send a set of 
(GM1 , PGM1)

Send a set of 
(GM1 , PGM1)

Fig. 6. Storing global model on tamperproof storage

considerable computing power, we used the P3 machine
instance ml.p3.8xlarge. This machine had 4 NVIDIA Tesla
V100 with 64 GB of memory, and a Peer-to-Peer connection
between the GPUs, as well as 32 vCPUs and 244 GB of RAM.
We built our federated learning application using PyTorch [33],
and leveraged Ethereum, emulated in Ganache [34], for the
blockchain.

B. Datasets and Machine Learning Architecture

For the experiments, we selected two widely used datasets to
benchmark the machine learning process: CIFAR-10 [35] and
MNIST [36]. These datasets are commonly used for evaluation
in the machine learning framework. Thus, we utilized them to
assess the performance of our proposed framework. The pro-
posed method uses the dataset to train and test the local model
on the client side. When performing the experiments, we split
the training and test sets. We evenly distributed the training and
test sets amongst the federated learning participants based on
the number of clients. MNIST [36] consists of 60,000 images
in the training set and 10,000 in the test set of handwritten
digits. Each image is a 28×28-pixel image of a handwritten
digit. CIFAR-10 [35] consists of 50,000 images in the training
set and 10,000 in the test set of 10 different classes (such as
cars, dogs, and planes), and there are 6,000 images in each
class, where each image contains 32×32-colored pixels. Table
II overviews the dataset used in the experiments.

Datasets Training set Test set Size Color
MNIST [36] 60.000 10.000 28x28 Grayscale

CIFAR-10 [35] 50.000 10.000 32x32 RGB

TABLE II. Datasets specifications
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We consider two machine learning architectures for our
experiment: LeNet [30] and AlexNet [31]. LeNet has five
layers consisting of two convolutional layers, two pooling
layers, and one fully connected layer, while AlexNet has eight
layers consisting of five convolutional layers and three fully-
connected layers. AlexNet can also use batch normalization
layers for stability and efficient training. In terms of parame-
ters, LeNet has around 60,000, while AlexNet has around 60
million. We chose these two machine learning architectures
to test our framework against learning models with diverse
computational resources.

C. Experimental Results and Performance Evaluation
In Fig. 7, we compare the evaluation accuracy of machine

learning architectures and datasets with and without the train-
ing policy. Figs. 7a and 7c show the effect of the smart
contract-based training policy compared to the original FL
architecture on the accuracy of LeNet and AlexNet when
using CIFAR-10 datasets. The peak evaluation accuracy for
both methods is 70% when applied to CIFAR-10 datasets.
When using AlexNet architecture, both methods can reach
80%. This is because LeNet architecture is smaller, with up
to sixty million parameters. Figs. 7b and 7d show the effect
of the smart contract-based training policy compared to the
original FL architecture on the accuracy of LeNet and AlexNet
when using MNIST datasets. The evaluation accuracy from
both architectures can get up to 90%. With MNIST datasets,
LeNet architecture can keep up with AlexNet since MNIST
datasets are relatively simple and not as complex as CIFAR-10
datasets. The result from Fig. 7 shows that our smart contract-
based training policy did not affect the accuracy of the machine
learning.

In Fig. 8, we evaluate the performance of our proposed
framework for the local model training process. This experi-
ment reveals the local model training time cost difference be-
tween the original federated learning setup and using the smart
policy local training process. To perform the comparison, we
run one round of federated learning using default settings,
with clients’ nodes ranging from two to twenty clients. We
then perform another round of federated learning by enabling
the local training policy. In this experiment, we concurrently
perform the federated learning process to observe the effect of
the training policy on the training process. Results show the
local model training time cost required by LeNet and AlexNet
using MNIST and CIFAR-10 datasets.

In Figures 8a and 8b, the results of the LeNet model when
performing local training using regular FL and policy-based
training using MNIST and CIFAR-10 datasets are shown. The
time cost is consistently stable from two to five clients but
begins to increase gradually when there are ten to twenty
clients. When using the LeNet learning model in a policy-
based training setup, the average time cost increases by 1-2
minutes compared to the original FL setup. Figures 8c and
8d compare the AlexNet model using MNIST and CIFAR-10
datasets. Compared to LeNet, the overall time of AlexNet is
higher due to its larger number of layers. The time cost in
the AlexNet model steadily increases when it has five clients.
The time cost when performing federated learning with a

local model training policy also increases slightly compared
to the original FL setup. The experimental results from both
models demonstrate that the time cost increases linearly for
both the original FL training and policy-based FL training.
Policy-based local training is slightly higher than the original
one since every FL participant needs to execute the training
policy contract before the training process commences.

In Fig. 9, we evaluate the performance of our proposed
framework for the global model aggregation process. Com-
paring the original federated learning setup with the policy-
based aggregation approach, the experiment shows the global
model aggregation time cost difference between the two. We
run one round using default federated learning with clients’
nodes ranging from two to twenty, and another round of
federated learning by enabling the aggregation policy. The
results demonstrate the global model aggregation time cost
required by LeNet and AlexNet using MNIST and CIFAR-10
datasets.

In Figs. 9a and 9b, the results from a LeNet model per-
forming model aggregation with the default FL setup and
policy-based model aggregation using the MNIST and CIFAR-
10 datasets are shown. The time cost increases from two to
twenty clients for both datasets, with the default model having
a maximum time cost of 7 seconds, and our method requiring
a maximum of 9 seconds. The average time cost increase is
between 1 and 2 seconds compared to the default FL setup.
Figs. 9c and 9d show the comparison using an AlexNet model
with MNIST and CIFAR-10 datasets. Compared to LeNet, the
overall time of AlexNet is higher due to an additional layer,
with the maximum additional time cost using our method
being 2 seconds.

The results of our experiment demonstrate that the time
cost of the original FL setup and policy-based aggregation
increases linearly. Moreover, the application of a machine
learning model using CIFAR-10 is more time-consuming due
to its RGB color. Our proposed aggregation method has a
slightly higher time cost than the original FL architecture;
however, this slight cost is justified by its secure management
system, which leverages policy aggregation smart contracts to
record and verify during the global model aggregation process.

The Ethereum blockchain platform denotes the amount of
work done in the form of a unit called gas. In Fig. 10, we com-
pare the total deployment cost (gas) of the smart contract in
our proposed framework with Saini et al.[29] and Ouyang et al.
[28]. In this experiment, we deployed the smart contract on the
Ethereum blockchain emulator (Ganache) without deploying it
in the real Ethereum network. Our proposed method requires
3537625 gas for two smart contracts, while Saini et al. [29]
requires 5783731 for three smart contracts, and Ouyang et al.
[28] requires 10424901 gas for three smart contracts. Hence,
our proposed method has the lowest gas cost compared to the
other approaches. The more information stored on the smart
contract, the higher the gas cost during the deployment. For
example, Ouyang et al. [28] store the models on the smart
contract, which results in a high deployment cost. In contrast,
we only store the hash of the model on the smart contract so
the other party can verify the model based on the hash value
stored on the smart contract. In a real-world scenario, these
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Fig. 7. Federated learning evaluation accuracy with and without training policy (a)with LeNet and CIFAR-10 datasets; (b)with LeNet and
MNIST datasets; (c)with AlexNet Model and CIFAR-10 datasets; (d)with AlexNet Model and MNIST datasets
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Fig. 8. Processing time of training process with and without training policy using various machine learning models and datasets.
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Fig. 9. Processing time of model aggregation process with and without aggregation policy using various machine learning models and
datasets.
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Fig. 10. Comparison of total gas used during the deployment process

values can be further reduced by using low-cost consensus
mechanisms, such as PoS, DPoS, or PBFT.

D. Discussion
In this section, we summarize the performance of our

proposed framework. As discussed in Section V-C, we con-
ducted a series of experiments to assess the effectiveness of
our proposed method. Based on the results, the following
conclusions can be drawn.

• Transparency in Management: In this framework, we
leverage smart contracts as the underlying technology
to develop the training and aggregation policy. The
correct utilization of smart contracts for policy control
can achieve transparency in the management because all
functions executed in the smart contract are reflected on
the events log of the smart contract and the Ethereum
blockchain network. Therefore, federated learning partic-
ipants and aggregation nodes can not interrupt the training
and aggregation process.

• Local Model Management and Security: In our pro-
posed framework, each participant is subject to the same
contract-based training policy, providing a secure man-
agement system and ensuring the integrity of the local
model from all participants. This policy helps protect
against model poisoning attacks, as each PLMn records
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the local model hash on the smart contract. Suppose
the attacker attempts to tamper with or poison the local
model prior to sending it to the cloud for aggregation.
In that case, the local model hash will not match the one
recorded on the training policy contract and will therefore
be rejected. Additionally, the proposed method adds only
two minutes to complete the local training with the local
training policy, making it a reasonable trade-off for the
added security.

• Policy-based Aggregation: In a typical federated learn-
ing setup, the aggregation server collects the local training
models from each participant and performs the aggre-
gation without verifying the accuracy of the individual
local models. In our proposed method, we leverage smart
contracts as the base of the aggregation policy to enhance
the regular federated learning process. The smart contract
will validate the integrity of the sent local model before
the aggregation process and records the global model
after the aggregation process. The FL participants then
use this information when receiving the latest global
model. The results indicate that our proposed method
only adds a maximum of 2 seconds for executing the
policy-based aggregation. Thus, our method provides an
effective way to secure the federated learning process
while maximizing efficiency.

• Resilience of the Global Model: Blockchain is a com-
pelling and revolutionary decentralized technology that
provides data integrity and security by leveraging a secure
and resilient network resistant to malicious activities
from untrusted parties. Decentralization makes it virtually
impossible for attackers to compromise the network, as it
would require tampering with every node on the network.
In this proposed framework, blockchain technology is
utilized to securely store the global model, which has
been aggregated from multiple sources. Furthermore,
digital signatures and hashes are employed to ensure the
integrity of the global model so that attackers cannot
modify or corrupt the model, as it would alter the hash
value and, consequently, cause the signature verification
to fail. Therefore, blockchain technology provides a se-
cure, reliable, and immutable platform for storing the
global model, thus ensuring data integrity and enabling
distributed decisions.

VI. CONCLUSION

This paper proposes smart policy control for the secure
management of federated learning systems. The primary pur-
pose of this work is to ensure that the local models of all
participants have the same standard, and each client can verify
the integrity of the global model before the next training
round. In this framework, we develop a smart policy for
local training and aggregation based on a smart contract. The
smart contract-based local training policy records the core
information when FL participants perform the local training
process. The policy control management system then verifies
each of the sent local models according to the given training
policy contract. Upon successful verification, the local model
is sent to the blockchain for aggregation. The aggregation

policy records essential information during the aggregation
process. Once completed, the global model is securely stored
on the blockchain to be subsequently distributed to the feder-
ated learning participants in accordance with the policy. After
analyzing the experimental results, our proposed method main-
tains the accuracy of machine learning and provides auditabil-
ity and verifiability throughout the training and aggregation
procedure, albeit with a slight increase in time consumption.
Compared to existing work, our methodology has the lowest
gas consumption during deployment. Building on this, we plan
to develop more efficient blockchain storage and leverage a
secure aggregation protocol for additional security measures.
Furthermore, we intend to extend our work in the future to
support a heterogeneous model, leading to more efficient and
secure machine learning.
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