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Abstract—Resiliency plays a critical role in designing future
communication networks. How to make edge computing systems
resilient against unpredictable failures and fluctuating demand is
an important and challenging problem. To this end, this paper
investigates a resilient service placement and workload allocation
problem for a service provider (SP) who can procure resources
from numerous edge nodes to serve its users, considering both
resource demand and node failure uncertainties. We introduce a
novel two-stage adaptive robust model to capture this problem.
The service placement and resource procurement decisions are
optimized in the first stage, while the workload allocation decision
is determined in the second stage after the uncertainty realization.
By exploiting the special structure of the uncertainty set, we de-
velop an efficient iterative algorithm that can converge to an exact
optimal solution within a finite number of iterations. However, the
running time of this iterative algorithm heavily depends on the
uncertainty set. Therefore, we further present an affine decisions
rule approximation approach, which exhibits greater insensitivity
to the uncertainty set, to tackle the underlying problem. Extensive
numerical results demonstrate the advantages of the proposed
model and approaches, which can help the SP make proactive
decisions to mitigate the impacts of the uncertainties.

Index Terms—Resilient edge computing, robustness, resiliency,
adaptive robust optimization, node failures, service placement.

I. INTRODUCTION

Edge computing (EC) has emerged as a crucial computing

paradigm that complements the cloud to meet the stringent

requirements of modern applications such as augmented/virtual

reality (AR/VR), autonomous driving, and manufacturing au-

tomation. By locating cloud resources closer to users, devices,

and sensors, EC significantly reduces network traffic, improves

user experience, and enables the deployment of various low-

latency and high-reliability applications. The new network

architecture has an EC layer positioned between the cloud and

the end devices, as shown in Fig. 1. Each edge node (EN) can

reside anywhere along the edge-to-cloud continuum and may

comprise one or multiple edge servers [1]. An EN can also

be co-located with a point of aggregation (POA). Generally,

user requests and sensor data are aggregated at POAs (e.g.,

switches/routers, base stations) before being transmitted to the

edge network or the cloud for further processing.

Despite the tremendous potential, EC is still in its nascent

stage, and numerous challenges remain to be addressed. One

of the major challenges is to establish resilient edge systems

that can withstand and recover from disruptions and failures.
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Fig. 1: Edge network architecture

Being prepared proactively for an unpredictable future can

help protect the network from potential impacts and enable

swift recovery from various challenges, ranging from minor

misconfigurations to large-scale natural disasters and targeted

attacks. The significance of edge resiliency is continuously

growing as EC becomes a critical component in the operation

of numerous critical infrastructures.

This paper focuses on the resilient service placement and

workload allocation problem for a delay-sensitive service, such

as AR/VR, real-time translation, remote robotics, and cloud

gaming. The service provider (SP) serves a vast number of users

situated in different areas. To enhance the user experience, the

SP can provision the service across various ENs to reduce the

delay between the users and computing nodes. The main goal

of the SP is to optimize service quality while minimizing the

total operating cost. The service placement decision is typically

optimized over a longer time scale than the workload allocation

decision. Therefore, a key concern of the SP is how to make

robust placement decisions to maintain good service quality

in the presence of unexpected failures and uncertain resource

demand, considering its budget constraint.

The heterogeneity of the ENs poses a significant challenge

to selecting suitable nodes for service placement. Specifically,

although placing the service on more ENs can lower the overall

delay, it increases the SP’s cost. Furthermore, unlike the tradi-

tional cloud with a limited number of large cloud DCs, there are

numerous geographically distributed heterogeneous ENs with

different sizes and configurations. In addition, resource prices

at different ENs can vary significantly. Therefore, some ENs

closer to the users may not be selected due to their higher prices

[2]. Along with service placement, the SP must also determine

the amount of resources to purchase from each selected EN. The

service placement and resource procurement decisions are often

referred to as service provisioning, which is constrained by the

operating budget of the SP. Given the provisioning decisions,

the SP optimally allocates the workloads from different areas

to the selected ENs with the installed service to minimize the

http://arxiv.org/abs/2107.04748v3
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overall network delay. If all system parameters are known ex-

actly, the underlying problem can be modeled as a deterministic

mixed-integer linear program (MILP) that can be solved using

standard MILP solvers.

Previous studies have predominantly employed deterministic

optimization models for optimal edge service placement and

workload allocation. However, in practice, numerous system

parameters are uncertain, and the SP typically relies on pre-

dicted values of these parameters as inputs to the MILP. This

deterministic approach can be inefficient if actual values deviate

significantly from their forecasts. For instance, if the actual

demand is noticeably higher than predicted, under-provisioning

may frequently occur, resulting in unmet demand and dropped

requests. Conversely, if actual demand is lower than predicted,

over-provisioning may lead to unnecessary increases in the SP’s

operating costs.

In addition to the demand uncertainty, the unpredictability of

node failures can significantly impact the system’s performance.

Node failures can result from various factors, including power

outages, internal component failures, natural disasters, cyberat-

tacks, and software malfunctions. These unforeseen events can

disrupt EN operations and cause user requests to be reassigned

to distant ENs, leading to a suboptimal user experience. More-

over, if the reassigned nodes do not have sufficient resources to

handle the demand, some workload may need to be dropped,

which is undesirable. Thus, ensuring resilience to node failures

is crucial in EC systems to maintain good service quality.

The challenge lies in provisioning adequate edge resources

to minimize the total cost while ensuring the service works

properly and can automatically adapt and optimize its operation

during extreme events.

To this end, we propose a novel resilience-aware two-stage

robust model to compute an optimal resource provisioning so-

lution that can hedge against resource demand and node failure

uncertainties. In decision-making under uncertainty, stochastic

optimization (SO) is a popular tool that has been widely applied

to various problems in cloud and edge computing [3]–[5].

However, one limitation of SO is its requirement for knowledge

of the probability distribution of uncertain data, which can be

difficult to obtain. Moreover, the realization of uncertainties

during the operational period may not necessarily follow his-

torical patterns [2], and modeling discrete uncertainties, such

as node failures, can pose additional challenges.

Hence, we advocate robust optimization (RO) [6] as a

potential solution for addressing uncertainties in the underlying

problem. To model uncertainties, RO utilizes parametric sets,

referred to as uncertainty sets, which are easier to derive than

exact probability distributions. Additionally, EN failures can

be intuitively modeled using cardinality-constrained sets [7],

without requiring hard-to-obtain probabilistic failure models

[8], [9]. While RO has been utilized in computer networking,

previous works have mostly focused on single-state static robust

models [10]–[14], which can be overly conservative and fail to

capture the sequential nature of certain decisions.

In our problem, the provisioning decision must be made

before the actual workload allocation. Thus, instead of using

the conventional static RO approach we propose to leverage the

two-stage adaptive robust optimization (ARO) approach [15],

[16] to tackle the problem. To the best of our knowledge, this is

the first two-stage adaptive robust model for the resilient edge

service placement and workload allocation problem, which

jointly considers both demand and node failure uncertainties

in EC. Furthermore, both continuous and discrete uncertainties

are integrated into a unified RO framework. By allowing the

SP to optimize recourse workload allocation decisions in the

second stage, the proposed model is less conservative than the

traditional single-stage static RO approach adopted in prior

literature [10]–[14], where all decisions are optimized at the

same time. The proposed robust solution provides the SP with

proactive measures to withstand unexpected failures, ensuring

uninterrupted operations while preserving service quality.

It is worth emphasizing that this work differs substantially

from our previous work [2], which was the first to consider

two-stage RO for EC. The differences are in terms of both

modeling and solutions. In terms of modeling, [2] focuses

solely on economic objectives, whereas this paper is mainly

concerned with ensuring good service quality during failures.

Additionally, unlike [2], we do not consider the cloud option

since the service is delay-sensitive. Moreover, while [2] only

considers demand uncertainty, this work integrates multiple

uncertainties, including both continuous and discrete uncertain

parameters (i.e., resource demand and node failures), into a

unified robust model. Due to different design goals, the insights

gleaned from [2] and this work are distinct.

In terms of techniques, we develop two new and efficient

solutions for solving the formulated two-stage robust adaptive

optimization problem. The solution approach in [2] relies

on the column-and-constraint generation (CCG) method and

employs the Karush–Kuhn–Tucker (KKT) conditions to solve

the second-stage subproblem. However, this approach leads to

a large-scale reformulation of the subproblem at each iteration,

with a considerable number of complementary constraints,

which is difficult to solve. Additionally, the big-M method

to tackle the complementary constraints in [2] suffers from

weak relaxations. Instead, we propose to use LP duality [17] to

reformulate the subproblem, which significantly speeds up the

computational time and provides an exact reformulation, thanks

to the unique structure of the uncertainty. Furthermore, since the

CCG-based solution approaches are sensitive to the form and

size of the uncertainty sets, we introduce a new approximation

scheme to efficiently solve certain large-scale problem instances

in a reasonable time. This approximation algorithm predefines a

mapping rule that maps the second-stage decisions as functions

of the first-stage decisions and the revealed uncertainties. The

goal is to optimize the coefficients of these mapping functions.

Overall, our main contributions can be summarized as follows:

• Modeling: We propose a novel resilience-aware two-stage

adaptive robust model for joint optimization of edge

service placement, resource procurement, and workload

allocation. The uncertainties of demand and EN failures

are explicitly integrated into the proposed model, which

consists of the service placement and resource procure-

ment in the first stage and the workload allocation decision

in the second stage.

• Solution Approaches: First, by combining CCG [15] with

LP duality [17] and several linearization techniques, we

develop an efficient algorithm to solve the underlying

problem in an iterative master-subproblem framework.
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Unlike [2] and [15] that use the KKT conditions to

solve the subproblem, we leverage the special structure of

the uncertainty set and propose to solve the subproblem

exactly using LP duality [17]. Second, since the running

time of CCG-based algorithms is sensitive to the uncer-

tainty sets, we introduce an affine decision rule (ADR)

approximation approach, which is independent of the set

sizes and provides a scalable solution. Different from

CCG, ADR is an approximation method and does not work

in an iterative manner. Instead, in ADR, the second-stage

recourse variables are restricted to be affine functions of

the uncertain data. Then, we need to optimize not only the

placement and workload allocation decisions but also the

coefficients of these affine functions.

• Simulation: Extensive numerical results demonstrate the

superior out-of-sample performance of the proposed ARO

model compared to several benchmarks, including the

heuristic, deterministic, and stochastic models. We also

illustrate the benefits of considering both the demand

and failure uncertainties. Furthermore, our experiments

show that ADR can achieve comparable performance with

respect to the exact CCG-based methods while requiring

significantly less computational time. Finally, sensitivity

analyses are conducted to examine the impacts of impor-

tant system parameters on the optimal Solution.

The rest of the paper is organized as follows. In Section II,

we present the system model and problem formulation. The

solution approaches are introduced in Section III, followed by

the numerical results in Section IV. Section V discusses related

work. Finally, the conclusions are given in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

In this paper, we investigate the edge resource procurement

and management problem for an SP offering a delay-sensitive

service, such as AR/VR and cloud gaming. The SP does not

own any ENs but instead procures computing resources from

an EC market comprising numerous geographically distributed

heterogeneous ENs. The SP has subscribers located in different

areas, where user requests in each area are aggregated at an

access point (AP). To reduce network delay and enhance user

experience, the SP can place its services directly on the ENs.

The major concerns for the SP are TO determine where to

install its service and how much computing resources to procure

from each EN. Once the edge resources are procured, the SP

must optimally allocate the workload from different APs to the

ENs. The SP is assumed to be a price-taker with a budget B

for edge resource procurement.

The system model is shown in Fig. 2, which depicts five

areas and four ENs. The service is installed on EN1, EN2, and

EN4. In the absence of failures, user requests in areas 4 and 5

can be serviced by EN4, which is the closest EN. However, if

EN4 fails, the workload from these areas can be reassigned to

another EN, such as EN2, which also has the service installed.

Let i be the area index and I be the set of areas, each of which

is represented by an AP. The resource demand in area i is λi.

Define j and J as the EN index and the set of ENs, respectively.

The resource capacity of EN j is Cj . Also, pj is the price of

one unit of computing resource at EN j. The delay between AP

Fig. 2: System model

i and EN j is di,j . To operate the service, an EN must meet

certain hardware and software requirements such as support for

Pytorch and Ubuntu. Additionally, for a delay-sensitive service,

the requests in an area should be served by ENs that are not too

far from that area (e.g., the network delay should not exceed a

certain delay threshold). Hence, we use a binary indicator ai,j
to indicate whether EN j can serve demand from area i or not.

Specifically, ai,j = 1 if the demand from area i can be handled

by EN j.

In the first stage, the SP optimizes the service placement and

resource procurement decisions. The placement decision at EN

j is represented by a binary variable tj which equals 1 if the

service is installed at the EN. The amount of resource purchased

from EN j is denoted by yj . Define t = (t1, t2, . . . , tJ) and y =
(y1, y2, . . . , yJ). Given the first-stage decisions, in the second

stage, the SP optimally allocates the actual demand to different

ENs, which have installed the service in the first stage, under

the worst-case uncertainty realization. Since the exact demand

and EN failures are not known to the SP in the first stage,

the procured resources may not be sufficient to serve the actual

demand. Hence, a portion of the user requests may be dropped.

Denote by qi and Pi the amount of unmet demand and the

penalty for each unit of unmet demand in area i, respectively.

Also, let xi,j be the workload allocated from area i to EN j in

the worst case.

Depending on specific market settings, the SP may or may

not be allowed to adjust the amount of purchased resources

during the actual operation period. In our model, the SP cannot

adjust yj in the second stage, which follows the current practice

where cloud providers often require the buyers to purchase

resources for usage for a certain minimum amount of time

[2], [18]. Also, during the operation period, the demand can

fluctuate significantly. Thus, the EN owners may not want

the SP to frequently adjust yj for short intervals because the

economic benefit is small while the management cost increases.

Our model can be easily extended to allow the SP to readjust

the amount of resources in the second stage.

B. Uncertainty Modeling

Since the exact demand and node failures usually cannot

be predicted accurately at the time of making the first-stage

decisions, these uncertainties need to be properly captured and

integrated into the decision-making model of the SP. In RO,

uncertain parameters are modeled by uncertainty sets, which

represent an infinite number of scenarios. The uncertainty

sets are usually constructed to balance between the robustness

and conservativeness of the robust solution and to make the

underlying optimization problem computationally tractable [6].
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TABLE I: Notations

Notation Definition
Sets and indices

EN, AP Edge Node, Access Point
I , I Set and number of areas (APs)
J , J Set and number of ENs
i, j Area (AP) index and EN index
Z Node failure uncertainty set
D Demand uncertainty set

System parameters

Cj Resource capacity of EN j

pj Unit price of computing resource at EN j

fj Service placement cost at EN j

l0j {0, 1}, “1” if the service is initially available at EN j

sj Storage cost at EN j

ai,j {0, 1}, “1” if EN j can serve demand from area i

di,j Delay between AP i and EN j

β Delay penalty parameter
Pi Penalty parameter for unmet demand in area i

Uncertainty-related parameters

λ̄i Nominal demand in area i

λ̃i Maximum demand deviation in area i

λi Actual demand in area i

zj {0, 1}, “1” if EN j fails
B Budget of the SP
K Node failure uncertainty budget
Γ Demand uncertainty budget

Decision variables

xi,j Workload from area i to EN j

yj Amount of procured resource at EN j

qi Amount of unmet demand in area i

tj {0, 1}, “1” if the service is installed at EN j

Similar to our previous work [2], we employ a polyhedral

uncertainty set, which is widely used in the RO literature [6],

[15], [16], [19]–[22], to model the demand uncertainty.

Define λ = (λ1, λ2, . . . , λI

)

and λ̄ = (λ̄1, λ̄2, . . . , λ̄I) as the

vector of actual demands and the vector of minimum demands,

respectively, in different areas. Recall that I is the number of

areas (i.e., I = |I|). Let λ̃i be the maximum deviation of

the demand in area i from λ̄i. Define λ̃ = (λ̃1, λ̃2, . . . , λ̃I)
as the vector of maximum demand deviations. Then, the actual

demand λi belongs to the range of [λ̄i, λ̄i+ λ̃i]. The polyhedral

demand uncertainty set D can be expressed as follows [15],

[20]–[22]:

D =

{

λ : λi = λ̄i + giλ̃i; gi ∈ [0, 1], ∀i;
∑

i

gi ≤ Γ

}

, (1)

where Γ is called the demand uncertainty budget, which con-

trols the conservative level of the robust solution [2], [6], [15],

[16], [19]. The uncertainty budget is set by the SP and can

take any value between 0 and I . The demand uncertainty set

enlarges as Γ increases. If Γ = I , D becomes a box uncertainty

set. Without loss of generality, we assume that Γ is an integer.

If Γ is a non-integer, the SP can round it up to the closest

integer, which indeed slightly enlarges the uncertainty set D
and makes the optimal solution more robust. Thus, restricting

Γ to be an integer is a mild assumption.

Besides the demand uncertainty, the SP also faces unpre-

dictable failures of ENs. To capture the node failure uncertainty

in EC, we employ a cardinality-constrained uncertainty set,

which is commonly used to describe discrete uncertainties [7].

Let zj be a binary indicator that equals 1 if EN j fails. The

failure uncertainty set Z can be represented as:

Z =

{

zj ∈ {0, 1}|J| :
∑

j

zj ≤ K

}

, (2)

where the integer K expresses the maximum number of ENs

that can fail at the same time. In other words, the proposed

solution is robust against up to K simultaneous node failures.

Obviously, K ≤ |J | = J . As K increases, the optimal solution

becomes more robust. However, it is also more conservative

(i.e., higher resource provisioning cost). If K is set to zero, it

implies that the SP does not consider potential node failures

in its decision-making process. The SP can choose suitable

values of Γ and K to control the level of robustness of the

optimal solution. We use the following set Ξ to jointly capture

the uncertainties of demand and EN failures.

Ξ =

{

(λ, z) ∈ R
|I|
+ × {0, 1}|J| : λ ∈ D, z ∈ Z

}

. (3)

C. Problem Formulation

We are now ready to describe the two-stage robust model

which assists the SP to make resilient provisioning decisions

while minimizing the cost and enhancing the user experience.

The first-stage decision variables include service placement and

resource procurement decisions. In the second stage, the SP

optimizes the actual workload allocation after the uncertainties

are disclosed. The two stages are coupled through the service

placement and resource procurement variables. The SP aims

to minimize not only the resource provisioning cost, including

the service placement and edge resource procurement costs, but

also the delay and unmet demand penalty costs.

If the SP decides to place the service onto EN j that does

not have the service installed at the beginning of the scheduling

period, the service needs to be downloaded from the cloud or

a nearby EN, then installed at the EN. In this case, it incurs

a cost fj for installing the service onto EN j. Clearly, if the

service is available at EN j at the beginning, this cost becomes

zero. Let l0j be a binary indicator that is equal to 1 if the service

is initially available at EN j. The total service placement cost

Cp over all the ENs can be expressed as follows.

Cp =
∑

j∈J

fj(1− l0j )tj . (4)

If the SP places the service at EN j, it needs to pay a storage

cost depending on the size of the service and the length of the

scheduling period. Let sj denote the storage cost at EN j. Then,

the total storage cost Cs is:

Cs =
∑

j∈J

sjtj . (5)

The edge resource cost at EN j equals the amount of

procured resource yj multiplied by the resource price pj . Thus,

the total computing resource cost Cc is:

Cc =
∑

j∈J

pjyj. (6)

The delay cost between area i and EN j is proportional to

the amount of workload allocated from area i to EN j and the
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network delay between them. Thus, the total delay costs Cd can

be given as follows:

Cd = β
∑

i∈J

∑

j∈J

di,jxi,j . (7)

Finally, the penalty for unmet demand in each area is propor-

tional to the amount of unmet demand and the penalty for each

unit of unmet demand in that area. Hence, the total penalty for

unmet demand Cu over all the areas is:

Cu =
∑

i∈I

Piqi. (8)

Define hj = fj(1− l0j ) + sj . The two-stage RO problem of

the SP can be written as follows:

(

P1

)

: min
y, t

{

∑

j

pjyj +
∑

j

hjtj

+ max
(λ,z)∈Ξ

min
x,q

∑

i

Piqi + β
∑

i,j

di,jxi,j

}

(9a)

s.t. Ω1(y, t) =

{

∑

j

pjyj +
∑

j

hjtj ≤ B, (9b)

0 ≤ yj ≤ Cjtj , ∀j; yj ∈ Z, ∀j; tj ∈ {0, 1}, ∀j

}

(9c)

Ω2(y, t, λ, z) =

{

∑

i

xi,j ≤ yjtj(1− zj), ∀j (9d)

∑

j

xi,j + qi ≥ λi, ∀i (9e)

xi,j ≤ ai,jCj , ∀i, j (9f)

xi,j ≥ 0, ∀i, j; qi ≥ 0, ∀i; (λ, z) ∈ Ξ

}

. (9g)

Problem (P1) is indeed a trilevel optimization problem. The

first level represents the problem of the SP before uncertainties

are revealed, which seeks to minimize the SP’s cost. The second

level, representing the worst-case realization of the uncertainties

λ and z, tries to degrade the service quality (i.e., higher delay

and more unmet demand) and maximize the SP’s cost. The

third level represents the optimal workload allocation problem

to mitigate the effects of uncertainty realization.

The proposed two-stage robust model can be interpreted as

follows. In the first stage, the SP minimizes the provisioning

cost, considering the worst-case scenario of the uncertainty

realization. The first-stage decisions need to be made before

the uncertainties are disclosed. The second stage max-min

problem expresses the worst-case scenario.The two stages are

interdependent through the service provisioning decision in the

first stage. The delay penalty β and unmet demand penalty Pi

reflect the SP’s attitude towards the risk of demand fluctuation

and node failures in the actual operating stage (i.e., the second

stage). Larger values of β and Pi indicate that the SP is

more conservative and willing to pay more for the resource

provisioning cost in the first stage to mitigate the risk of high

delay and dropping requests.

The set of constraints related to the first stage is captured

by Ω1(y, t). Also, Ω2(y, t, λ, z) expresses all constraints in the

second stage. In particular, the budget constraint of the SP is

presented in (9b). The provisioning cost cannot exceed the SP’s

budget. Note that β and Pi are used to control the delay and

the amount of unmet demand. Intuitively, the provisioning cost

tends to increase as β and Pi increase. The delay cost and

unmet demand penalty cost are virtual costs that the SP does not

have to pay. The first inequalities in (9c) enforce that the total

amount of resource allocated from each EN j cannot exceed

the amount of purchased resource yj at that node. Furthermore,

the SP should purchase resources only from the ENs at which

the service is installed (i.e., tj = 1). The purchased amount is

limited by the capacity Cj of the EN. The workload allocation

decisions are non-negative, and the placement variables are

binary variables, as shown in (9c).

In the second stage, we can only allocate resources from

ENs that have installed the service (i.e., tj = 1) and are not

in a failure state (i.e., zj = 0). Moreover, the total amount of

resource allocated from an EN j cannot exceed the procured

amount yj at that node in the first stage. These aspects are

captured precisely by (9d). Since yj serves as a parameter in

the second stage, it can be observed that there exist bilinear

terms tj(1 − zj) in the inner max-min problem. To avoid

this bilinear term, we propose to reformulate (9d) using the

following equivalent linear constraints:
∑

i

xi,j ≤ Cjtj(1 − zj), ∀j;
∑

i

xi,j ≤ yj , ∀j. (10)

Constraints (9e) represent that the resource demand in each area

can either be served by some ENs or be dropped (i.e., qi). The

demand from area i can be served by an EN j only if ai,j = 1,

as shown in (9f). Finally, (9g) enforces the feasible regions for

the uncertainties and second-stage variables. To illustrate the

impact of delay requirements on the system performance, we

assume that ai,j depends only on the delay di,j between area i

and EN j and the maximum delay threshold Dmax. Specifically,

we have:

ai,j =

{

1, di,j ≤ Dmax

0, di,j > Dmax , ∀i, j. (11)

Equation (11) implies that for a delay-sensitive service, requests

from each area should be served by ENs that are not too far

from that area. Thus, an EN j can only serve user requests

from area i (i.e., ai,j = 1) if the delay between them is within

the threshold Dmax.

Remark: It is worth emphasizing that the main goal of our

proposed model is to find the optimal service placement and

resource procurement decisions, which need to be determined

before the uncertainties are disclosed. The first-stage decisions

y and t are robust against any uncertainty realization. In

practice, the proposed system can be implemented as follows.

The SP first solves the problem (P1) to obtain the optimal

values of y∗ and t∗. After observing the actual realization of the

demand λa and failures za, which is not necessarily the worst-

case realization, the SP solves the following linear problem to

obtain the optimal resource allocation decisions x and q in the

actual operation stage:

min
x, q

∑

i

Piqi + β
∑

i,j

di,jxi,j (12a)

s.t. :
∑

i

xi,j ≤ y∗j t
∗
j (1− zaj), ∀j (12b)
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∑

j

xi,j + qi ≥ λa
i , ∀i (12c)

0 ≤ xi,j ≤ ai,jCj , ∀i, j; qi ≥ 0, ∀i. (12d)

III. SOLUTION APPROACHES

In this section, we present an exact and iterative solution as

well as an affine decision rule (ADR) approximation approach

to solving the formulated trilevel problem (P1). First, we

can show that (P1) can be written as a large-scale MILP by

enumerating over the set of extreme points of the uncertainty set

Ξ. Specifically, if the innermost minimization problem in (P1)

is feasible, we can solve its dual maximization problem instead.

Hence, we write the second-stage bilevel problem as a max-

max problem, which is simply a maximization problem over

(λ, z), and dual variables associated with the constraints of the

innermost problem. Because the resulting linear maximization

problem is optimized over two disjoint polyhedra, the optimal

solution of the second-stage problem occurs at an extreme point

of set Ξ.

Let Ξe = {ξ1, ξ2, . . . , ξR} be the set of R extreme points of

Ξ, where ξl = (λl, zl) is the l-th extreme point of set Ξ. Note

that λl = (λl
1, λ

l
2, . . . , λ

l
I) and zl = (zl1, z

l
2, . . . , z

l
J). Then,

problem (P1) is equivalent to:

min
y,t∈Ω1(y,t)

{

∑

j

pjyj +
∑

j

hjtj (13)

+ max
(λ,z)∈Ξe

min
(x,q)∈Ω2(y,t,λ,z)

∑

i

Piqi + β
∑

i,j

di,jxi,j

}

.

By enumerating all extreme points of Ξe, it is easy to see that

this problem is equivalent to the following MILP:

min
y,t,η

∑

j

pjyj +
∑

j

hjtj + η (14a)

s.t. η ≥
∑

i

Piq
l
i + β

∑

i,j

di,jx
l
i,j , ∀l ≤ R (14b)

(xl, ql) ∈ Ω2(y, t, z
l, λl), ∀l ≤ R. (14c)

When Ξ contains a large number of extreme points, solving this

MILP may be not practically feasible. Instead of solving (14)

for all extreme points in Ξ, we can try to solve this problem

for a subset of Ξe. Clearly, this relaxed problem contains

only a subset of constraints of the minimization problem (14).

Thus, this relaxed problem gives us a lower bound (LB) for

the optimal value of problem (14). By gradually adding more

constraints (i.e., more extreme points) to the relaxed problem,

we can improve the LB of the original problem (P1). This is

indeed the core idea behind the CCG method [15] that allows

us to solve (P1) without explicitly solving the problem (14).

A. Column-and-Constraint Generation (CCG)

To solve (P1), we first develop an iterative algorithm based

on the CCG method [15] that decomposes the original two-

stage robust problem into a master problem (MP), which

is a relaxation of the problem (14), and a bilevel max-min

subproblem representing the second stage. The optimal value

of the MP provides an LB, while the optimal the solution to

the subproblem helps us compute an upper bound (UB) for

the optimal value of the original problem. Also, the optimal

solution to the subproblem provides a significant extreme point

that is used to update the MP. The optimal solution y and t of

the MP is used to update the subproblem. By iteratively solving

an updated MP and a modified subproblem, the UB and LB

are improved after every iteration. Thus, CCG is guaranteed to

converge to the optimal solution of the original problem in a

finite number of iterations.

1) Master Problem: Initially, the MP contains no extreme

points. A new extreme point is added to the MP at every

iteration. Thus, at iteration r, the MP has r extreme points

and can be written as:

min
y,t,η

∑

j

pjyj +
∑

j

hjtj + η (15a)

s.t. (9b)− (9c)

η ≥
∑

i

Piq
l
i + β

∑

i,j

di,jx
l
i,j , ∀l ≤ r (15b)

∑

i

xl
i,j ≤ yj , ∀j (15c)

∑

i

xl
i,j ≤ Cjtj(1− z

l,∗
j ), ∀j, l ≤ r (15d)

∑

j

xl
i,j + qli ≥ λ

l,∗
i , ∀l ≤ r (15e)

0 ≤ xl
i,j ≤ ai,jCj , ∀i, j, l ≤ r; qli ≥ 0, ∀i, l ≤ r, (15f)

where {(λ1,∗, z1,∗), (λ2,∗, z2,∗), . . . , (λr,∗, zr,∗)} is the set of

optimal solutions to the subproblem in all previous iterations

up to iteration r. Note that λl,∗ = (λl,∗
1 , λ

l,∗
2 , . . . , λ

l,∗
I ) and

zl,∗ = (zl,∗1 , z
l,∗
2 , . . . , z

l,∗
J ), ∀l. Clearly, the problem in (15)

is a MILP. The optimal solution to this MP includes the

optimal service placement (t
r+1,∗
j , ∀j), resource procurement

(y
r+1,∗
j , ∀j), second-stage cost (ηr+1,∗), as well as xl,∗ and

ql,∗, ∀l ≤ r. The optimal service placement and resource

procurement decisions y∗,r+1 and t∗,r+1 serve as input to the

subproblem described in Section III-A2. The MP contains only

a subset of constraints of the problem (14), which is equivalent

to the original problem (P1). Hence, the optimal value of the

MP is a LB for the optimal value of the original problem. The

LB achieved after solving the MP at iteration r is:

LB =
∑

j

pjy
r+1,∗
j +

∑

j

hjt
r+1,∗
j + ηr+1,∗. (16)

2) Subproblem: The subproblem is a bilevel max-min prob-

lem representing the decision-making process of the SP in the

second stage. Specifically, given the first-stage decisions y and

t, the subproblem is given as follows:

Q(y, t) = max
(λ,z)∈Ξ

min
(x,q)∈Ω2(y,t,λ,z)

∑

i

Piqi + β
∑

i,j

di,jxi,j .

(17)

The inner problem can be written explicitly as:

min
x, q

∑

i

Piqi + β
∑

i,j

di,jxi,j (18a)

s.t.
∑

i

xi,j ≤ Cjtj(1− zj), ∀j (u1
j) (18b)

∑

i

xi,j ≤ yj, ∀j (u2
j) (18c)
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∑

j

xi,j + qi ≥ λi, ∀i (si) (18d)

xi,j ≤ ai,jCj , ∀i, j (πi,j) (18e)

xi,j ≥ 0, ∀i, j; qi ≥ 0, ∀i, (18f)

where u1
j , u2

j , si, and πi,j are dual variables associated with the

corresponding constraints. Also, t and y in problem (18) are

the optimal placement and procurement to the latest MP. Thus,

at iteration r, for the subproblem, we have and yj = y
r+1,∗
j and

tj = t
r+1,∗
j , ∀j. It can be observed that problem (18) is feasible

for any uncertainty realization (λ, z) as well as any values of

y and t because (xi,j = 0, ∀i, j, qi = λi, ∀i) is always a

feasible solution to this problem. Therefore, the second-stage

problem satisfies the relatively complete recourse condition that

is required for CCG [15] to work. The relatively complete

recourse condition implies that the second-stage problem is

feasible for any given values of the uncertainty realization

as well as the service placement and resource procurement

computed by the MP.

The subproblem is a bilevel max-min problem, which is

difficult to solve. To make it easier to follow the CCG method,

we temporarily assume that there is an oracle that can output

an optimal solution to the problem (17) for any given values

of y and t. Let (λr+1,∗, zr+1,∗, xr+1,∗, qr+1,∗) be an optimal

solution to the subproblem at iteration r. Then, zr+1,∗ and

λr+1,∗ are used as input to the MP in the next iteration. Also,

the UB for the optimal value of the original problem (P1) can

be updated as follows:

UBr+1 =
∑

j

pjy
r+1,∗
j +

∑

j

hjt
r+1,∗
j +

∑

i

Piq
r+1,∗
i

+ β
∑

i,j

di,jx
r+1,∗
i,j , (19a)

UB = min
{

UB, UBr+1
}

. (19b)

3) CCG-based Iterative Algorithm: Based on the description

of the MP and the subproblem above, we are now ready to

present the iterative algorithm for solving the problem (P1) in

a master-subproblem framework, as shown in Algorithm 1.

Algorithm 1 CCG-based Iterative Algorithm

1: Initialization: set r = 0, LB = −∞, and UB = +∞.

2: repeat

3: Solve the MP in (15) to obtain an optimal solution

(yr+1,∗, tr+1,∗, ηr+1,∗) and update LB according to (16).

4: Solve the subproblem (17) with y = yr+1,∗ and t =
tr+1,∗ to obtain an extreme point (λr+1,∗, zr+1,∗) and

update UB following (19).

5: Update λr+1 = λr+1,∗ and zr+1 = zr+1,∗, which are

used to create new cuts in the MP in the next iteration.

Also, update r = r + 1. Go to Step 3.

6: until UB−LB
UB

≤ ǫ

7: Output: optimal placement and resource procurement deci-

sions (y∗, t∗).

The CCG algorithm starts by solving an MP in Step 3 to find

an optimal placement and procurement solution, which will

serve as input to the subproblem in Step 4. The subproblem

gives us a new extreme point, which represents the worst-

case uncertainty scenario for the given optimal y and t in

Step 3. This extreme point is used to generate new cuts (i.e.,

new constraints) to add to the MP in the next iteration. Since

new constraints related to the uncertainties z and λ are added

to the MP at every iteration, the feasible region of the MP

decreases. Hence, the LB is weakly increasing (i.e., improved)

after each iteration. By definition in (19), the UB is non-

increasing. Since Ξe is a finite set with R elements while the

subproblem produces a new extreme point at every iteration,

Algorithm 1 will converge in a finite number of iterations.

Proposition III.1. Algorithm 1 converges to the optimal

solution to the original problem (P1) in O(R) iterations.

Proof. Please refer to Appendix A [23].

Overall, Algorithm 1 converges to the optimal solution

within a finite number of iterations depending on the number

of extreme points R of the uncertainty set Ξe.

4) Duality-based Reformulation for the Subproblem: Algo-

rithm 1 requires solving a bilevel max-min subproblem at every

iteration. In the previous section, we assume that there exists

an oracle for solving the subproblem (17). In the following, we

present an efficient approach to implementing this oracle. In the

original CCG paper [15], the authors utilize the KKT conditions

to transform the bilevel subproblem into an equivalent MILP.

The KKT-based reformulation of the subproblem is presented

in Appendix B [23]. Instead of the KKT-based reformulation as

in [15], we propose an alternative approach that converts the

subproblem to a MILP by using LP duality. Compared to the

KKT-based reformulation, the duality-based reformulation has

the advantage of generating fewer variables and constraints,

which reduces computational time, especially for large-scale

systems.

By using LP duality [17], we first write the dual problem

of (18) and then, the subproblem (17) becomes a max-max

problem (i.e., simply a maximization problem). Hence, the

subproblem (17) is equivalent to:

max
u1,u2,s,π,g,z

∑

i

λ̄isi +
∑

i

λ̃isigi −
∑

j

Cjtj(1− zj)u
1
j

−
∑

j

yju
2
j −

∑

i,j

ai,jCi,jπi,j (20a)

s.t. si ≤ Pi, ∀i (20b)

si − u1
j − u2

j − πi,j ≤ βdi,j , ∀i, j (20c)

u1
j, u2

j ≥ 0, ∀j; si ≥ 0, ∀i (20d)
∑

j

zj ≤ K; zj ∈ {0, 1}, ∀j (20e)

∑

j

gi ≤ Γ; 0 ≤ gi ≤ 1, ∀i. (20f)

Note that λ = λ̄i+ λ̃igi from (1). Also, y and t are parameters

in problem (20). Due to the bilinear terms sigi and zju
1
j , (20)

is a non-linear optimization problem. Since the term zju
1
j is a

product of a binary variable and a continuous variable, we can

linearize it as follows. Define Uj = zju
1
j . Then, the bilinear

term zju
1
j can be replaced by Uj and the following linear

equations: Uj ≤ u1
j , Uj ≤ Mzj, 0 ≤ Uj ≥ u1

j−M(1−zj), ∀j,

where M is a sufficiently large number [24].
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Although gi’s are continuous, it is easy to see that (20)

always has an optimal solution where gi ∈ {0, 1}, ∀i, because

Γ is an integer. The bilinear term sigi becomes a product of

a continuous variable and a binary variable. Therefore, we can

linearize sigi using a set of equivalent linear equations as we

did for zju
1
j . Let vi = sigi, ∀i. Then, instead of solving the

non-linear problem (20), we can solve the following MILP:

max
u1,u2,s,π,g,z

∑

i

λ̄isi +
∑

i

λ̃ivi +
∑

j

CjtjUj

−
∑

j

Cjtju
1
j −

∑

j

yju
2
j −

∑

i,j

ai,jCjπi,j (21a)

s.t. si ≤ Pi, ∀i; si − uj − πi,j ≤ βdi,j , ∀i, j (21b)

vi ≤ si, vi ≤ Mgi, vi ≥ si −M(1− gi), ∀i (21c)

Uj ≤ u1
j , ∀j; Uj ≤ Mzj, ∀j (21d)

0 ≤ Uj ≥ u1
j −M(1− zj), ∀j (21e)

u1
j , u

2
j ≥ 0, ∀j; vi, si ≥ 0. ∀i; πi,j ≥ 0, ∀i, j (21f)

∑

j

zj ≤ K; zj ∈ {0, 1}, ∀j (21g)

∑

i

gi ≤ Γ; gi ∈ {0, 1}, ∀i. (21h)

When we use the duality-based transformation to solve the

subproblem (17), instead of (19), we can update the UB as:

UBr+1 =
∑

j

pjy
r+1,∗
j +

∑

j

hjt
r+1,∗
j +

∑

i

λ̄is
∗
i +

∑

i

λ̃iv
∗
i

+
∑

j

CjtjU
∗
j −

∑

j

Cjtju
1,∗
j −

∑

j

yju
2,∗
j −

∑

i,j

ai,jCjπ
∗
i,j

(22a)

UB = min
{

UB, UBr+1
}

, (22b)

where (s∗, v∗, U∗, u1,∗, u2,∗, π∗) is an optimal solution to (21).

B. Affine Decision Rule (ADR) Approach

Although Algorithm 1 can give an optimal solution to (P1)

within a finite number of iterations, its computational time

depends on the uncertainty set. From Proposition III.1, the

computational time is sensitive to the number of extreme points

of the uncertainty set Ξe, i.e., the number of elements of Ξe.

In the worst case, it can take a long time to converge if the

uncertainty set has a huge number of extreme points. Hence, we

propose an affine decision rule (ADR) approximation method

[16], [19], [25], which is insensitive to the set size, to solve

large-scale problem instances. The main idea behind ADR is

to restrict the second-stage variables to be affine functions of

the uncertain data. If these functions are given, we can simply

use them to compute the suboptimal recourse decisions for

any given realization of the uncertainties. Thus, the goal of

ADR is to find reasonable functions to approximate the optimal

solution. While ADR only provides a suboptimal solution,

Kuhn et al. showed that ADR performs surprisingly well on

many problems and it is even optimal in certain problem classes

[25]. This motivates us to examine the performance of ADR

for our two-stage robust problem (P1).

Let qi(λ, z) and xi,j(λ, z) express qi and xi,j as functions

of the uncertainties λ and z. Then, the original problem (P1)

can be written as follows:

(P ′
1) : min

y,t

∑

j

pjyj +
∑

j

hjtj

+ max
(λ,z)∈Ξ

min
x,q

∑

i∈I

Piqi(λ, z) + β
∑

i,j

di,jxi,j(λ, z) (23a)

s.t. y, t ∈ Ω1(y, t) (23b)
∑

i

xi,j(λ, z) ≤ Cjtj(1 − zj), ∀j, ∀(λ, z) ∈ Ξ (23c)

∑

i

xi,j(λ, z) ≤ yj , ∀j, (λ, z) ∈ Ξ (23d)

∑

j

xi,j(λ, z) + qi(λ, z) ≥ λi, ∀i, (λ, z) ∈ Ξ (23e)

0 ≤ xi,j(λ, z) ≤ ai,jCj , ∀i, j, (λ, z) ∈ Ξ (23f)

qi(λ, z) ≥ 0, ∀i; (λ, z) ∈ Ξ. (23g)

In ADR, the second-stage variables xi,j and qi are defined

as affine functions of the uncertainties λ and z. Thus:

xi,j(λ, z) =
∑

e∈I

Ae
i,jλe +

∑

l∈J

Bl
i,jzl +Di,j , ∀i, j (24)

qi(λ, z) =
∑

e∈I

Ee
i λe +

∑

l∈J

F l
i zl +Gi, ∀i, (25)

where e is area index and l is EN index. Also, Ae
i,j , Bl

i,j , Di,j ,

Ee
i , F l

i and Gi ∈ R. It can be observed that, for each realization

of the uncertain data λ and z, we can readily compute the value

of w and q by using (24) and (25). Thus, the objective of the

ADR approach is to optimize the coefficients Ae
i,j , Bl

i,j , Di,j ,

Ee
i , F l

i and Gi in (24) and (25).

By using the ADR (24) and (25) and the epigraph form for

(P ′
1), we obtain the following ADR model (26) for (P1):

(PADR
1 ) : min

y,t,
A,B,D,E,F,G

∑

j

pjyj +
∑

j

hjtj + φ (26a)

s.t. y, t ∈ Ω1(y, t) (26b)

φ ≥
∑

i

Pi

(

∑

e

Ee
i λe +

∑

l

F l
i zl +Gi

)

+ β
∑

i,j

di,j

(

∑

e

Ae
i,jλe +

∑

l

Bl
i,jzl +Di,j

)

, (λ, z) ∈ Ξ (26c)

∑

i

(

∑

e

Ae
i,jλe +

∑

l

Bl
i,jzl +Di,j

)

≤ Cjtj(1 − zj),

∀j, (λ, z) ∈ Ξ (26d)
∑

i

(

∑

e

Ae
i,jλe +

∑

l

Bl
i,jzl +Di,j

)

≤ yj , ∀j, (λ, z) ∈ Ξ

(26e)
∑

j

(

∑

e

Ae
i,jλe +

∑

l

Bl
i,jzl +Di,j

)

+
(

∑

e

Ee
i λe

+
∑

l

F l
i zl +Gi

)

≥ λi, ∀i, (λ, z) ∈ Ξ (26f)

∑

e

Ee
i λe +

∑

l

F l
i zl +Gi ≥ 0, ∀i, (λ, z) ∈ Ξ (26g)

∑

e

Ae
i,jλe +

∑

l

Bl
i,jzl +Di,j ≥ 0, ∀i, j, (λ, z) ∈ Ξ (26h)
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∑

e

Ae
i,jλe +

∑

l

Bl
i,jzl +Di,j ≤ ai,jCj , ∀i, j, (λ, z) ∈ Ξ.

(26i)

To solve the ADR model (26), we first need to convert each

robust constraint into a solvable form. Specifically, we employ

LP duality [17] to reformulate each robust constraint into an

equivalent set of linear equations. Due to space limitation,

please refer to Appendix C [23] for more details. After con-

verting each robust constraint into a set of linear equations, we

obtain the following MILP:

min
y,t

A,B,D,E,F,G

∑

j

pjyj +
∑

j

hjtj + φ

s.t. y, t ∈ Ω1(y, t) (27)

(40)− (46) in Appendix C [23]. (28)

Although the ADR approach only gives us a suboptimal

solution, our numerical results show that the ADR solution

is quite close to the exact optimal solution. Thus, it provides

a good approximation scheme for our problem. Furthermore,

for some special cases, we can show that the ADR approach

generates an exact optimal first-stage decision for the original

problem (P1). Note that we only care about the first-stage

decisions because in the operation stage, the SP will eventually

reoptimize the second-stage decisions by solving LP problem

(12) after the uncertainties are revealed.

We have the following proposition in regard to the optimality

of the ADR approach.

Proposition III.2 (Optimality of ADR [16]). If the uncertainty

set Ξ is a simplex (i.e., the convex hull of its vertices), the affine

policy can give an optimal first-stage solution.

From Proposition III.2, we can show that there exist some

special cases where the ADR approach gives an optimal so-

lution to the original problem (P1). For example, consider

the case where K = 0 and Γ = 1. In other words, the SP

considers only demand uncertainty, and set Ξ is the same as

set D. Also,
∑

i∈I gi ≤ 1. Let g0 ≥ 0 be a slack variable

such that g0 +
∑

i∈I gi = 1. We consider the following I + 1

vertices of Ξ (i.e., D): (λ̄1, λ̄2, . . . , λ̄I), (λ̄1 + λ̃1, λ̄2, . . . , λ̄I),
(λ̄1, λ̄2 + λ̃2, . . . , λ̄I), . . . , (λ̄1, λ̄2, . . . , λ̄I + λ̃I). Recall from

(1), we have λi = λ̄i + giλ̃i, ∀i. Since g0 +
∑

i∈I gi = 1, it is

easy to see that:

λ = (λ̄1 + g1λ̃1, λ̄2 + g2λ̃2, . . . , λ̄I + gI λ̃I) (29)

= g0(λ̄1, λ̄2, . . . , λ̄I) +
∑

i∈I

gi(λ̄1, . . . , λ̄i + λ̃i, . . . , λ̄I).

Hence, the uncertainty set Ξ is a simplex in this case. As a

result, from Proposition III.2, ADR gives an optimal solution

to problem (P1) when K = 0 and Γ = 1. By following a

similar procedure, we can also show that ADR gives an optimal

solution to problem (P1) when K = 1 and Γ = 0.

It can be seen from (26), ADR is not sensitive to the

characteristics of the uncertainty set since the robust constraints

are dualized. However, the network size significantly affects the

ADR reformulation’s complexity. Table II presents the number

of constraints and variables in the ADR reformulation, which

depends on the network size.

# constraints IJ(4I + 4J + 11) + 4I(I + 1) + 3J(J + 4) + 5
# variables IJ(2I + 2J + 13) + I(3I + J + 3) + J(2J + 7)

TABLE II: The size of the ADR reformulation.

IV. NUMERICAL RESULTS

A. Simulation Setting

We consider an edge system comprising 20 areas, with each

area having an EN (i.e., I = |I| = |J | = J = 20). We will

also perform sensitivity analysis on larger networks with more

than 20 areas. Since we are not aware of any public data for

edge networks, similar to [2], [26]–[28], we adopt the popular

Barabasi-Albert (BA) model to generate a random scale-free

edge network topology with 100 nodes. We extract a subset

of nodes out of these 100 nodes to generate the edge network

topology. The link delay between two adjacent nodes on the

BA network is generated randomly within the range of [2, 10]
ms [2]. Then, the network delay between an AP i and EN j

is the delay of the shortest path between them. By employing

Dijkstra’s shortest path algorithm, we can calculate the network

delay between air pair of nodes. In the default setting, we

assume that all ENs are eligible to serve demand from every

area, i.e., ai,j is set to be 1, ∀i, j. In Fig. 10, we will vary the

values of Dmax and ai,j when studying the impact of the delay

requirements on the system performance.

Using the hourly price of the m5d.xlarge Amazon EC2

instance [18] as a reference, the unit resource prices at the ENs

are randomly generated from $0.02 to $0.06 per vCPU-hour.

Also, the capacities (Cj , ∀j) of the ENs are set randomly among

32, 48, and 64 vCPUs. The service placement and storage costs

(hj) are randomly generated between $0.1 and $0.2. The budget

(B) of the SP is set to be 20. We also assume that the service is

not available on any EN at the beginning (i.e., l0j = 0, ∀j). By

analyzing the trace in [29], we randomly generate the nominal

demand in each area between 5 and 40. Also, define α as the

ratio between maximum demand deviation λ̃i and the nominal

demand λ̄i (i.e., λ̃i = αλ̄i, ∀i). In the default setting, Γ = 5,

K = 2, β = 0.1, α = 0.6, B = 20, and Pi = P = 0.5, ∀i. We

also vary these parameters during sensitivity analyses. The main

simulation data is summarized in Table III. All the experiments

are conducted in MATLAB using CVX (http://cvxr.com/cvx/)

and Gurobi (https://www.gurobi.com/) on a laptop with an Intel

Core i7-11700KF CPU and 16GB of RAM.

Parameters Values

Network size (AP, EN): (I, J) (20, 20)
Unit resource price [0.02, 0.06] ($ per hour)
Resource capacity (Cj , ∀j) {32, 48, 64} vCPU
Service placement and storage cost (hj ,∀j) [0.1, 0.2] ($)
Delay penalty (β) 0.1 ($ per ms)
Budget (B) 20 ($)
Unmet demand penalty (Pi,∀i) 0.5 ($ per vCPU)
Uncertain budget (Γ, K) Γ = 5, K = 2

TABLE III: Simulation data

B. Performance Evaluation

First, we compare the performance of the proposed two-stage

robust (ARO) model (P1) with three benchmarks:

1) Deterministic model (DET): see Appendix D [23]. In this

model, the SP uses the forecast demand and does not

consider EN failures when making decisions.

http://cvxr.com/cvx/
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2) Two-stage stochastic model (SO): see Appendix E [23].

This model aims to optimize the expected system perfor-

mance over a set of scenarios generated from historical

data or a certain probability distribution.

3) Heuristic (HEU): this scheme uses the forecast demand

to make the service placement and workload allocation

decision. The SP first sorts the areas based on their

demands. Then, the workload in each area is allocated

one by one, starting from the highest demand area. For

each area, the service is placed onto its closest EN and

the whole demand of the area is assigned to this EN if

this EN has sufficient capacity. Otherwise, a portion of

the demand is assigned to this EN and the remaining

is allocated to the second-closest EN. This process is

repeated until the demand is fully allocated. The usable

capacity of each EN is updated during the process.

For the SO scheme, we generate the demand scenarios from a

truncated multivariate normal distribution [2]. These (training)

scenarios are used as input to the SO model shown in Appendix

E [23]. The output of the SO model is the optimal service

placement and resource procurement solution (t, y). Similarly,

we solve the deterministic model in Appendix D [23], the ARO

model (P1), and run the heuristic scheme to find different

optimal service placement and resource procurement solutions.

These solutions are computed before the actual operation stage.

For all four schemes, given the service placement and resource

procurement decisions in the first stage, after observing the

actual realization of the demand and the EN failures, the SP will

solve the linear problem (12) to determine the actual workload

allocation and unmet demand decisions. The actual total cost

of each scheme is the total of the provisioning cost in the first

stage and the actual cost in the operation stage (i.e., second

stage).

To compare the performance of these schemes, we use

Monte-Carlo simulation and generate 1000 (testing) scenarios

to represent the demand and failures in the actual operation

stage. Specifically, the actual demand is generated from a

(truncated) log-normal distribution [2], and the EN failures are

generated randomly from the failure uncertainty set Z . We

have also used other distributions to generate the demand and

observed similar trends and insights for all the figures. In the

following, the average cost is the expected actual cost from

the 1000 generated scenarios, whereas the worst-case cost is

the highest cost among these scenarios.

Figs. 3(a)-3(b) compare the performance of the four schemes

as the failure budget K varies. We can see that the actual

costs of all the schemes increase when the number of possible

failures K increases. Also, since both the demand and failure

uncertainties are explicitly captured in ARO, it significantly

outperforms the other schemes. An ARO solution typically

installs the service on more ENs and procures resources more

evenly among the selected ENs, which makes it more resilient

to unexpected failures of ENs and demand fluctuation. When a

failure happens at an EN, the workload initially assigned to it

can be reallocated to the other nodes.

The SO scheme performs better than the deterministic and

heuristic schemes since the SO model takes the uncertainties

into account when making the first-stage decisions. However,

SO does not consider worst-case uncertainty realization. More-

over, the actual uncertainty realization may not always follow

the historical pattern. Hence, SO performs worse than ARO.

Define Ψ as the scaling factor for the unmet demand penalty

parameter P compared to its value in the default setting.

Figs. 3(c)-3(d) further confirm the superior performance of the

proposed ARO scheme compared to the other schemes. It is also

easy to see that the total cost increases as the unmet demand

penalty P increases. Figs. 3(a)-3(d) show another advantage of

ARO is that its cost does not vary significantly when K or

the unmet demand penalty changes. Thus, ARO is a preferred

method for SPs who require high-quality of service.
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Fig. 3: Performance comparison

To illustrate the benefit of integrating failure uncertainty in

the decision-making model of the SP, we will compare the per-

formance of the proposed ARO model with and without failure

consideration. For the case without failure consideration, the SP

can simply set K = 0. For ARO with failure consideration, we

set K to be 2 (i.e., the first-stage decisions are robust against

up to any two simultaneous failed ENs). Our results show that

the provisioning costs with and without considering failures

are almost the same. Both schemes almost exhaust the budget.

On the other hand, Figs. 4(a)-4(b) show that ARO with failure

consideration significantly reduces the SP’s cost during node

failure events. Although we do not present the result here, the

benefit of considering failures (i.e., the gap between two curves

in each figure) increases drastically when the unmet demand

penalty P increases. Hence, failure consideration is important

for SPs who need to maintain high service quality (i.e., less

unmet demand).

For ARO with K = 2, we can see that the cost increases

slowly when the number of actual failures is small, which im-

plies that a minimal preparation can make the system resilient

to unexpected failures. When more than five ENs (i.e., more

than 25% of the ENs) fail simultaneously, the cost increases

faster because the probability that an EN selected for service

placement in the first stage fails increases. To hedge against

a large number of failures, the SP should set K to be higher.

However, it will increase the service provisioning cost. Hence,

based on the desired level of robustness and resiliency, the SP

needs to decide a proper value for K .
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Fig. 4: The advantages of considering failure uncertainty

C. Comparison Between Algorithm 1 and ADR

In the following, we analyze the performance of the CCG-

based iterative algorithm (i.e., Algorithm 1) and the ADR ap-

proach. Fig. 5 depicts the optimal costs produced by Algorithm

1 and ADR when we vary the demand uncertainty budget Γ and

the failure budget K . Recall that Algorithm 1 outputs an exact

optimal solution for (P1) while ADR gives an approximation

solution. We can see that the total costs produced by the ADR

policy are quite close to the exact optimal values obtained from

Algorithm 1. The optimality gap is small when K is small. In

practice, the number of simultaneous failures is typically small,

except during extreme events like natural disasters. Note that

in our setting, two failures already mean 10% of nodes fail.

Hence, ADR can be an alternative tool for the SP to solve

most practical cases.
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Fig. 5: Comparison between Algorithm 1 and ADR

Running time comparison (Γ = 10)
K Duality-based CCG (s) KKT-based CCG (s) ADR (s)
5 53.60 3387s 131.87
7 179.79 11876s 135.84
9 629.24 NA 137.47

11 576.89 NA 136.39

TABLE IV: Computational time comparison

D. Time complexity analysis

Table IV reports the running time of the KKT-based CCG

(see Appendix B [23]), the proposed duality-based CCG, and

ADR algorithms for different values of K . We can see that the

computational time of the CCG-based algorithms is sensitive to

K; thus, they are sensitive to the uncertainty set. On the other

hand, ADR is not very sensitive to the uncertainty set because

ADR solves a MILP that does not depend on the number of

extreme points of Ξ. Also, the KKT-based CCG algorithm is

generally slower than the duality-based CCG algorithm since

the KKT-based subproblem reformulation has a significantly

larger size (in terms of the number of constraints and integer

variables) compared to the duality-based subproblem refor-

mulation. For example, when K = 9, the KKT-based CCG

algorithm does not converge after 10 hours.

We have also conducted experiments by varying K and Γ
and found that Algorithm 1 normally converges quickly for

small values of K and Γ. The duality-based CCG algorithm

typically runs faster than the KKT-based CCG algorithm. For

large uncertainty sets, instead of CCG, the SP may use ADR

to obtain a good approximation solution in a reasonable time.

In practice, the SP can run both the duality-based CCG and

ADR algorithms in parallel and only implement the solution

obtained by the ADR algorithm if the duality-based CCG does

not converge after a certain amount of time.

Problem size K Duality-based CCG (s) ADR (s)

I = J = 20
(Γ = 10)

5 66.15 131.87
7 179.79 135.84
9 529.24 137.47

11 576.89 138.39

I = 100
J = 20

(Γ = 10)

5 456.51 3873.12
7 465.98 3974.91
9 470.05 3915.13

11
465.21 (0.1% gap)
418.61 (0.5% gap)

4015.87

I = J = 25
(Γ = 10)

5
575.38 (0.5% gap)
537.19 (1% gap)

1119.45

7
1174.32 (0.5% gap)

960.52 (1% gap)
1198.21

9
2937.03 (0.5% gap)
2617.98 (1% gap)

1077.12

11
3125.17 (0.5% gap)
3032.22 (1% gap)

1014.83

I = J = 30
(Γ = 10)

5
7326.25 (0.1% gap)
5173.84 (1% gap)

1167.69

7
11246.71 (0.1% gap)

8011.77 (1% gap)
1250.87

9
14789.21 (0.1% gap)

9933.21 (1% gap)
1315.14

11
15981.04 (0.1% gap)

9279.31 (1% gap)
1285.72

I = J = 40
(Γ = 10)

5
11326.42 (0.1% gap)
6903.76 (0.5% gap)
1953.24 (5% gap)

3279.71

7
15032.17 (0.1% gap)
13685.35 (0.5% gap)

4317.21 (5% gap)
3365.3

9
17893.42 (0.1% gap)
14593.28 (0.5% gap)

5927.43 (5% gap)
3476.82

11
25379.01 (0.1% gap)
16197.37 (0.5% gap)

6834.94 (5% gap)
3575.02

TABLE V: Run-time experiments

Table V illustrates the running time for varying network

sizes and uncertainty sets. Additional computational results

with Γ = 5 are provided in Appendix F [23]. For each setting,

we take the average time over 10 different problem instances.

As expected, the computational time of the ADR reformulation

is significantly influenced by the network size but remains

relatively unaffected by the uncertainty set. For the duality-

based CCG algorithm, we set the (optimality) gap between the

UB and LB in Algorithm 1 to be 0.1%, 0.5%, 1%, and 5%.

The algorithm can deliver a solution within a reasonable time

even, for large-scale networks. The running time of the duality-

based CCG algorithm is heavily dependent on the uncertainty

set. Furthermore, it exhibits a greater sensitivity to the number

of ENs (J) rather than the number of areas. It is because J

affects the number of integer variables in the MP. It is worth

emphasizing that the underlying problem is a planning problem

that does not require real-time optimization.
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E. Convergence of Algorithm 1

Figs. 6(a)-6(b) show the convergence of Algorithm 1 for

different values of K and Γ. The algorithm converges within a

small number of iterations in both cases. However, the number

of iterations increases as K and Γ increase. Note that larger

values of K and Γ imply the uncertainty set Ξ has more

extreme points. Thus, the result confirms that the convergence

Algorithm 1 is sensitive to the uncertainty set.
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Fig. 6: Convergence of Algorithm 1

F. Sensitivity Analysis

We now evaluate the impacts of important system parameters

on the optimal solution. Figs. 7(a)-7(b) illustrate the impacts

of the uncertainty set on the system performance. Note that

“Objective” is the optimal objective value of (P1). As expected,

the total cost increases as the uncertainty set enlarges (i.e.,

when K and Γ increase). Hence, there is an inherent trade-

off between the system cost and the level of robustness. We

can also see that the system cost increases when the delay

penalty β increases (i.e., the SP is more delay-sensitive).

Additionally, Figs. 7(c)-7(d) further show that the cost increases

as α increases. This is because a higher value of α implies a

larger uncertainty set, which consequently leads to a higher

cost for a more robust and conservative solution. Fig. 7(c)

illustrates that the total cost increases as the unmet demand

penalty increases.
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Fig. 7: The impacts of the uncertainty set on the performance

The impacts of the delay penalty parameter β and the

unmet demand penalty parameter Ψ on the optimal solution

are further demonstrated in Figs. 8(a)-8(b). We can observe

that the objective value and provisioning cost increase as Ψ
and β increase. In addition, a higher value of β indicates the

SP is more delay sensitive and results in a higher cost. The

SP may try to allocate the demand in every area to its closest

ENs to reduce the delay and avoid the unmet demand penalty.

Thus, cheaper ENs may not be chosen. According to Fig. 8(a),

the SP is more willing to procure more resources in the first

stage to reduce the delay and unmet demand penalties during

the operation stage. The provisioning cost becomes saturated as

the unmet demand penalty exceeds a certain threshold for each

value of β. This implies that the SP fully spends its budget

for service placement and resource procurement to enhance the

service quality if β and Ψ (i.e., P ) are sufficiently large.
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Fig. 8: The impacts of β and Ψ on the system performance

Next, we examine the impacts of the system size on the

optimal solution. Intuitively, when the number of ENs de-

creases, the total edge resource capacity is reduced. When the

number of areas increases, the total demand in the system

increases. Fig. 9(a) shows that the total cost decreases as the

number of ENs increases because the SP has more flexibility

for purchasing resources when more ENs are available. Also, as

can be seen in Fig. 9(b), the total cost increases as the number

of areas increases. This result is intuitive since the SP needs to

procure more resources to serve higher demand.
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Fig. 9: The impacts of the system size on the performance

Fig. 10 illustrates the impact of the maximum delay threshold

(i.e., Dmax) and delay penalty β on the system performance. As

described in (11), an EN j can only serve user requests from

area i (i.e., ai,j = 1) only if the delay between them is within

the threshold Dmax. Hence, a decrease in Dmax, which indicates

a more stringent delay requirement, leads to an increase in

the number of ai,j values that become zero, indicating a

reduction in the number of eligible ENs to serve user demand.

Consequently, the total cost of the system increases as Dmax

decreases and decreases as it increases.

V. RELATED WORK

There exists a substantial body of literature on edge resource

allocation and service placement. The problem of joint alloca-

tion of communication and computational resources for task

offloading in EC is popular among the wireless community



13

6 8 10 12 14 16 18 20 22

Maximum delay threshold (Dmax)

100

150

200

250

300

Ob
jec

tiv
e

 = 0.08
 = 0.12

 = 0.16
 = 0.2

Fig. 10: Impact of the maximum delay threshold Dmax

[30]. In [28], [31], authors propose a market equilibrium

approach for fair and efficient edge resource allocation. Farhadi

et al. [32] propose a two time-scale optimization model for the

joint service placement and request scheduling problem under

multi-dimensional resource and budget constraints. In [33],

the authors present an optimal service placement solution that

maximizes the total user utility. An IoT application provisioning

problem is formulated in [34] to jointly optimize application

placement and data routing, considering both bandwidth and

delay requirements. However, these existing works primarily

focus on deterministic models where all system parameters are

assumed to be precisely known. A privacy-preserving decen-

trailized mobile edge content caching and sharing problem was

formulated formulated in [35] through non-cooperative games

while considering the high mobility of MEDs.

A growing literature has studied edge resource management

under uncertainty [2], [5], [36]–[40]. Reference [36] presents

a primal-dual online LP method for matching multiple ENs

and multiple services arriving in an online fashion, while

[40] presents a bandit-based online posted pricing scheme for

allocating heterogeneous edge resources. In [37], the authors

formulate the dynamic service placement problem as a con-

textual multi-armed bandit problem and propose a Thompson-

sampling algorithm to properly allocate edge resources. Badri

et al. [5] cast an energy-aware multi-service placement problem

under demand uncertainty as a stochastic problem, which

aims to maximize the service quality under the energy budget

constraint. Li et al. [38] employ an approximation algorithm

to place the service and allocate resources considering demand

uncertainty. Distributionally robust optimization is utilized in

[39] to tackle the edge service provisioning problem, with the

goal of maximizing the expected revenue under the worst-

case distribution of the uncertain demand. In [2], an iterative

algorithm is proposed to address the joint edge service place-

ment and sizing problem under demand uncertainty. This line

of research mainly optimizes the system performance under

demand uncertainty, without considering network failures.

Extensive research has been conducted on the topic of

reliable and availability-aware Network Function Virtualization

(NFV) placement. Cziva et. al [41] formulate a novel VNF

placement problem for allocating VNFs to distributed ENs to

minimize the total delay from all users to the associated VNFs.

The joint VNF placement and routing problem is studied in

[42] to minimize the queuing delay. A Bender-decomposition-

based algorithm is introduced in [43] to minimize the expected

operational cost for resilient NFV placement. Reference [44]

presents a MILP formulation for joint VNF placement and

scheduling to minimize the total cost while satisfying various

latency requirements. A joint VNF placement and resource

utilization problem is formulated in [45], aiming to minimize

the overall resource consumption of servers and links. In [46],

the authors focus on the joint VNF placement and scheduling

problem for profit maximization of delay-sensitive services,

considering stringent service deadlines. Most of the existing

NVF placement models are either deterministic or probabilistic,

and predominantly employ heuristic solution approaches.

Resiliency and reliability in EC have also attracted a lot

of attention recently. In [47], the authors evaluate the failure

resilience of a service deployed on the edge infrastructure

by learning the Spatiotemporal dependencies between edge

server failures and exploiting the topological information to

incorporate link failures. Kherraf et al. [48] formulate a MIP for

optimizing workload assignment to different ENs, considering

a probabilistic reliability model for the ENs. Chemodanov et al.

[49] use chance-constrained programming to study the problem

of reliable orchestration of latency-sensitive SFCs, considering

probabilistic capacity constraints. In [10], a single-stage robust

backup resource network model is introduced to protect the

system from random link failures. In [50], the authors cast the

distributed service chain composition problem with resource

failures as a non-cooperative game and employ a weighted

potential game to find an optimal Nash equilibrium to reduce

request latency and network congestion.

In [51], the authors present a novel approach to the task of-

floading problem in a multi-server multi-access edge computing

(MEC) environment, considering the potential failure of MEC

servers. Their approach combines prospect theory and tragedy

of the commons and involves multiple users optimizing their

offloading decisions among the MEC servers, where each server

constitutes a common pool of resources.Qu et al. [13] utilize

the monotone sub-modular property to develop approximation

algorithms to maximize the expected utility from serving user

requests at the edge in the presence of uncertain service failures.

Most existing works rely on probabilistic models to capture

failure uncertainties, which can be difficult to obtain in prac-

tice. Additionally, they often consider only failure uncertainty

without considering other uncertain system parameters such as

resource demand. Furthermore, existing work primarily focuses

on single-stage robust optimization and overlooks proactive

decisions. To the best of our knowledge, we are the first to

jointly consider demand and node failure uncertainties in a

unified two-stage robust optimization framework, which helps

the SP make proactive decisions to mitigate the impact of the

uncertainties. Our work is different from the existing literature

from both the modeling aspects and solution approaches.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a two-stage robust optimization

model for resilience-aware service placement in EC, consider-

ing the uncertainties of both resource demand and EN failures.

The proposed model helps the SP not only improve the user

experience but also reduce its cost. We first developed a CCG-

based iterative algorithm to find an exact optimal solution to

the underlying robust problem. Due to fewer integer variables

and constraints in the reformulated problem, the developed

duality-based reformulation can help significantly speed up the

computational time compared to the KKT-based reformulation

method employed in the traditional CCG approach. To tackle
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large-scale problems, we further introduced a novel ADR-

based approximation method, which is insensitive to the size

of the uncertainty set, for solving the problem. The conducted

experiments demonstrated the advantages of the proposed two-

stage adaptive robust model compared to the deterministic,

stochastic, and heuristic methods. Furthermore, the results

show the considerable advantages of proactively preparing for

unpredictable future events at a small extra provisioning cost,

which encourages the SP to invest in improving resiliency.

There are several interesting directions for future work. First,

we would like to integrate other types of failures, such as link

failures and partial EN failures, into the proposed robust model.

We are also interested in considering other uncertainty factors,

such as edge resource prices and renewable energy generation.

Additionally, we would like to extend the model to consider

VNF and multiple resource types, as well as multi-period

workload allocation. Finally, another interesting direction is

to study the robust edge network design problem from the

perspective of an edge infrastructure provider.

REFERENCES

[1] W. Shi, J. Cao, Q. Zhang, Y. Li, and L. Xu, “Edge computing: Vision and
challenges,” IEEE Internet Things J., vol. 3, no. 5, pp. 637–646, 2016.

[2] D. T. Nguyen, H. T. Nguyen, N. Trieu, and V. K. Bhargava, “Two-stage
robust edge service placement and sizing under demand uncertainty,”
IEEE Internet Things J., vol. 9, no. 2, pp. 1560–1574, 2022.

[3] S. Chaisiri, B.-S. Lee, and D. Niyato, “Optimization of resource pro-
visioning cost in cloud computing,” IEEE Transactions on Services

Computing, vol. 5, no. 2, pp. 164–177, 2012.
[4] J. Chase and D. Niyato, “Joint optimization of resource provisioning in

cloud computing,” IEEE Transactions on Services Computing, vol. 10,
no. 3, pp. 396–409, 2017.

[5] H. Badri, T. Bahreini, D. Grosu, and K. Yang, “Energy-aware appli-
cation placement in mobile edge computing: A stochastic optimization
approach,” IEEE Trans. Parallel Distrib. Syst., vol. 31, no. 4, pp. 909–
922, 2019.

[6] A. Ben-Tal, L. El Ghaoui, and A. Nemirovski, Robust optimization.
Princeton university press, 2009.

[7] D. Bertsimas and M. Sim, “The price of robustness,” J. Oper. Res., vol. 52,
no. 1, pp. 35–53, 2004.

[8] D. Chemodanov, P. Calyam, F. Esposito, R. McGarvey, K. Palaniappan,
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APPENDIX

A. Convergence of Algorithm 1

Because Ξe has a finite number of R elements, to prove the

Proposition III.1, we only need to show that before conver-

gence, the subproblem always outputs a distinct extreme point

at every iteration. In other words, if any extreme point (λ∗, z∗)
is repeated at two iterations, then LB = UB, which means

convergence. We can show it as follows.
Assume (y∗, t∗, η∗) is an optimal solution to the MP and

(λ∗, z∗, x∗, q∗) is an optimal solution to the subproblem in

iteration r. Also, the extreme point (λ∗, z∗) has appeared in

a previous iteration. From the definition of the UB in (19), we

have:

UB ≤
∑

j

pjy
∗
j +

∑

j

hjt
∗
j +

∑

i

Piq
∗
i + β

∑

i,j

di,jx
∗
i,j . (30)

Since (λ∗, z∗) appeared in a previous iteration, the cuts related

to (λ∗, z∗) to be added to the MP at iteration r+1 has already

been added previously to the MP. Thus, the MP in iteration

r + 1 is identical to MP in iteration r. Hence, (y∗, t∗, η∗) is

also the optimal solution to the MP in iteration r+1. Note that

we have:

LB ≥
∑

j

hjt
∗
j +

∑

j

pjy
∗
j + η∗ (31)

On the other hands, since (λ∗, z∗, x∗, q∗) is an optimal

solution to the subproblem in iteration r, from (18), obviously

we have
∑

j

Piq
∗
i + β

∑

i,j

di,jx
∗
i,j ≤

∑

j

Piqi + β
∑

i,j

di,jxi,j , (32)

for every (x, q) that satisfies constraints (18b)-(18f) given λ =
λ∗ and z = z∗. Since the extreme point (λ∗, z∗) has already

been identified and related constraints are added to the MP

before iteration r, there exists j ≤ r where (xl, ql) needs to

satisfy constraints (18b)-(18f) given λ = λ∗ and z = z∗. From

(15b) and (32), at iteration r we have:
∑

j

Piq
∗
i + β

∑

i,j

di,jx
∗
i,j ≤

∑

j

Piq
l
i + β

∑

i,j

di,jx
l
i,j ≤ η∗. (33)

From (30), (31), and (33), we have: LB ≥ UB, which implies

LB = UB because LB cannot exceed UB. Thus, any repeated

extreme point ξ∗ = (λ∗, z∗) implies convergence. Since Ξe is a

finite set with R elements, the proposed algorithm is guaranteed

to converge in O(R) iterations.

B. KKT-based subproblem reformulation

Similar to the CCG algorithm in [15], we can use KKT

conditions to transform the subproblem (17) into an equiva-

lent MILP problem. The KKT conditions are applied to the

innermost problem (18). The resulting set of KKT conditions

contains stationarity, primal feasibility, dual feasibility, comple-

mentary slackness constraints. Each non-linear complementary

constraint can be transformed into a set of linear constraints by

using Fortuny-Amat transformation [24]. Next, we will show

the derivation to the final reformulation through KKT condi-

tions. Firstly, the Lagrangian function of the inner minimization

problem in the subproblem is:

L(xi,j , qi, si, uj, γ
1
i,j , γ

2
i ) =

∑

i

Piqi + β
∑

i,j

di,jxi,j

−
∑

i

γ2
i qi −

∑

i,j

γ1
i,jxi,j +

∑

j

u1
j

(

∑

i

xi,j − (1− zj)Cj t̂j
)

∑

j

u2
j

(

∑

i

xi,j − ŷj
)

+
∑

i

si
(

λ̄i + giλ̃i − qi −
∑

j

xi,j

)

+
∑

i,j

πi,j

(

xi,j − ai,jCj

)

The KKT conditions are:

∂L

∂xi,j

= βdi,j + uj + πi,j − si = γ1
i,j ≥ 0, ∀i, j (34a)

∂L

∂qi
= Pi − si = γ2

i ≥ 0, ∀i (34b)

∑

j

xi,j + qi ≥ λi, ∀i (34c)

∑

i

xi,j ≤ Cj t̂j(1− zj);
∑

j

xi,j ≤ ŷj , ∀j (34d)

0 ≤ xi,j ≤ ai,jCj , ∀i, j; qi ≥ 0, ∀i (34e)

γ1
i,j , πi,j ≥ 0, ∀i, j; γ2

i , si ≥ 0, ∀i; u1
j, u

2
j ≥ 0, ∀j (34f)

(

λi −
∑

j

xi,j − qi
)

si = 0, ∀i (34g)

(

∑

i

xi,j − (1 − zj)Cj t̂j
)

u1
j = 0, ∀j (34h)

(

∑

i

xi,j − ŷj
)

u2
j = 0, ∀j (34i)

(

xi,j − ai,jCj

)

πi,j = 0, ∀i, j (34j)

xi,jγ
1
i,j = 0, ∀i, j qiγ

2
i = 0, ∀i (34k)

where (34a) and (34b) are the stationary conditions, (34c)

- (34e) are the primal feasibility conditions, (34f) is dual

feasibility condition, and (34g) - (34k) are the complementary

slackness conditions. We can then re-write the subproblem with

complementary constraints:
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max
(λ,z)∈Ξ,x,q

∑

i

Piqi + β
∑

i,j

di,jxi,j (35a)

s.t. 0 ≤ Pidi,j + uj − si ⊥ xi,j , ∀i, j (35b)

0 ≤ Pi − si ⊥ qi ≥ 0, ∀i (35c)

0 ≤ Cj t̂j(1− zj)−
∑

i

xi,j ⊥ u1
j ≥ 0, ∀j (35d)

0 ≤ ŷj −
∑

i

xi,j ⊥ u2
j ≥ 0, ∀j (35e)

0 ≤
∑

j

xi,j + qi − λ̄i − giλ̃i ⊥ si ≥ 0, ∀i (35f)

0 ≤ ai,jCj − xi,j ⊥ πi,j ≥ 0, ∀i, j (35g)
∑

i

gi ≤ Γ; gi ∈ [0, 1], ∀i;
∑

j

zj ≤ K; zj ∈ {0, 1}, ∀j,

(35h)

where (35h) is the constraint in uncertainty set Ξ. Note that

a complimentary constraint 0 ≤ x ⊥ γ ≥ 0 implies a set

of constraints including (x ≥ 0, γ ≥ 0, xγ = 0). Notice that

there exists an bilinear term between primal variable x and

its dual variable γ. Fortunately, this non-linear complimentary

constraint can be transformed into exact linear constraints

by using Fortuny-Amat transformation [24]. Let M be the

sufficient large number and v be the binary variable. The equiv-

alent transformation of complementary constraint is shown as

follows:

0 ≤ x ≤ vM (36a)

0 ≤ γ ≤ (1− v)M (36b)

By applying this transformation for all complimentary con-

straints (34g) to (34k), we can obtain the final reformulation of

the subproblem (17) as follows:

max
(λ,z)∈Ξ,x,q

∑

i

Piqi + β
∑

i,j

di,jxi,j (37a)

s.t. 0 ≤ xi,j ≤ M1
i,j(1 − v1i,j), ∀i, j (37b)

0 ≤ Pidi,j + πi,j + u1
j + u2

j − si ≤ M1
i,jv

1
i,j , ∀i, j (37c)

0 ≤ Pi − si ≤ M2
i v

2
i , ∀i (37d)

0 ≤ qi ≤ M2
i (1− v2i ), ∀i (37e)

0 ≤ Cj t̂j(1− zj)−
∑

i

xi,j ≤ M3
j v

3
j , ∀j (37f)

0 ≤ u1
j ≤ M3

j (1− v3j ), ∀j (37g)

0 ≤ ŷj −
∑

i

xi,j ≤ M4
j v

4
j , ∀j (37h)

0 ≤ u2
j ≤ M4

j (1− v4j ), ∀j (37i)

0 ≤
∑

j

xi,j + qi − λ̄i − giλ̃i ≤ M5
i v

5
i , ∀i (37j)

0 ≤ si ≤ M5
i (1 − v5i ), ∀i (37k)

0 ≤ ai,jCi,j − xi,j ≤ M6
i,jv

6
i,j , ∀i, j (37l)

0 ≤ πi,j ≤ M6
i,j(1− v6i,j), ∀i, j (37m)

v1i,j , v6i,j ∈ {0, 1}, ∀i, j (37n)

v2i , v
5
i ∈ {0, 1}, ∀i; v3j , v4j ∈ {0, 1}, ∀j, (37o)

where M1
i,j,M

2
i ,M

3
j ,M

4
j ,M

5
i and M6

i,j are sufficiently large

numbers.

C. ADR Reformulation

To transform the ADR model (26) into an MILP, we need

to reformulate each robust constraint from (26c) to (26i) as

an equivalent set of linear equations. First, consider constraint

(26c). It is easy to see that (26c) is equivalent to:

φ ≥ max
g≥0,z≥0

∑

i∈I

Pi

[

∑

e∈I

Ee
i (λ̄e + geλ̃e) +

∑

l∈J

F l
i zl +Gi

]

+ β
∑

i∈I

∑

j∈J

di,j

[

∑

e∈I

Ae
i,j(λ̄e + geλ̃e) +

∑

l∈J

Bl
i,jzl +Di,j

]

(38a)

s.t.
∑

e

ge ≤ Γ, (µ0) (38b)

ge ≤ 1, ∀e (η0e) (38c)
∑

j

zl ≤ K, (v0) (38d)

zl ≤ 1, ∀l, (σ0
l ) (38e)

where µ0, η0e , v0, and σ0
l are dual variables for constraints

from (38b) to (38e), respectively. Be rearranging the terms in

problem (38), we can rewrite problem (38) as follows:

φ ≥
∑

i∈I

∑

e∈I

PiE
e
i λ̄e +

∑

i∈I

PiGi + β
∑

i∈I

∑

j∈J

∑

e∈I

di,jA
e
i,j λ̄e

+ β
∑

i∈I

∑

j∈J

di,jDi,j + max
g≥0,z≥0

∑

i∈I

∑

l∈J

PiF
l
i zl

+
∑

i∈I

∑

e∈I

PiE
e
i geλ̃e + β

∑

i∈I

∑

j∈J

∑

l∈J

di,jB
l
i,jzl

+ β
∑

i∈I

∑

j∈J

∑

e∈I

di,jA
e
i,jgeλ̃e (39a)

s.t.
∑

e

ge ≤ Γ, (µ0) (39b)

ge ≤ 1, ∀e (η0e) (39c)
∑

j

zl ≤ K, (v0) (39d)

zl ≤ 1, ∀l. (σ0
l ) (39e)

By LP theory, the dual of the maximization problem on the

right hand side of (39) is the following linear minimization

problem. Thus, problem (39) (i.e., the robust constraint (26c))

is equivalent to the following set of linear equations:

φ−
∑

i∈I

∑

e∈I

PiE
e
i λ̄e −

∑

i∈I

PiGi − β
∑

i∈I

∑

j∈J

∑

e∈I

di,jA
e
i,j λ̄e

− β
∑

i∈I

∑

j∈J

di,jDi,j − kv0 − Γµ0 −
∑

e∈I

η0e −
∑

l∈J

σ0
l ≥ 0

(40a)

η0e + µ0 ≥ β
∑

i∈I

∑

j∈J

di,jA
e
i,j λ̃e +

∑

i∈I

PiE
e
i λ̃e, ∀e (40b)

σ0
l + v0 ≥ β

∑

i∈I

∑

j∈J

di,jB
l
i,j +

∑

i∈I

PiF
l
i , ∀l (40c)

η0e , v
0, µ0 ≥ 0; σ0

l ≥ 0, ∀l. (40d)
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By following similar procedure, we can reformulate individ-

ual robust constraints from (26d) to (26i) into equivalent sets

of linear equations. For the sake of brevity, we will present

the final set of equations for each constraint only. Specifically,

(26d) is equivalent to:

∑

i∈I

∑

e∈I

Ae
i,j λ̄e +

∑

i∈I

Di,j − Cj t̂j +
∑

e∈I

η1e,j + Γµ1
j

+
∑

l∈J

σ1
l,j +Kv1j ≤ 0, ∀j (41a)

η1e,j + µ1
j ≥

∑

i∈I

Ae
i,j λ̃e, ∀e, j (41b)

σ1
l,j + v1j ≥

∑

i∈I

Bl
i,j , ∀l, l 6= j (41c)

σ1
l,j + v1j ≥

∑

i∈I

Bl
i,j + Cj t̂j ; ∀j, l = j (41d)

η1e,j ≥ 0, ∀e, j; v1j , µ
1
j ≥ 0, ∀j; σ1

l,j ≥ 0, ∀l, j. (41e)

The equivalent reformulation of constraint (26e) is:

∑

i∈I

∑

e∈I

Ae
i,j λ̄e +

∑

i∈I

Di,j − yj +
∑

e∈I

η1e,j + Γµ1
j

+
∑

l∈J

σ1
l,j +Kv1j ≤ 0, ∀j (42a)

η2e,j + µ2
j ≥

∑

i∈I

Ae
i,j λ̃e, ∀e, j (42b)

σ2
l,j + v2j ≥

∑

i∈I

Bl
i,j , ∀l (42c)

η2e,j ≥ 0, ∀e, j; v2j , µ
2
j ≥ 0, ∀j; σ2

l,j ≥ 0, ∀l, j. (42d)

Similarly, constraint (26f) is equivalent to:

∑

j∈J

∑

e∈I

Ae
i,j λ̄e +

∑

e∈I

Ee
i λ̄e +

∑

j∈J

Di,j +Gi − λ̄i

−
∑

e∈I

η3i,e − Γµ3
i −

∑

l∈J

σ3
i,l −Kv3i ≥ 0, ∀i (43a)

η3i,e + µ3
i ≥ −

∑

j∈J

Ae
i,j λ̃e − Ei,eλ̃e, ∀i, e (43b)

η3i,e + µ3
i ≥ −

∑

j∈J

Ae
i,j λ̃e − Ei,eλ̃e + λ̃i, ∀i, e = i (43c)

σ3
i,l + v3i ≥ −

∑

j∈J

Bl
i,j − F l

i , ∀i, l (43d)

η3i,e ≥ 0, ∀i, e; v3i , µ
3
i ≥ 0, ∀i; σ3

i,l ≥ 0, ∀i, l. (43e)

Constraint (26g) is equivalent to:

∑

e∈I

Ee
i λ̄e +Gi −

∑

e∈I

η3i,e − Γµ4
i −

∑

l∈J

σ4
i,l −Kv4i ≥ 0, ∀i

(44a)

− η4i,e − µ4
i ≤ Ee

i λ̃e, ∀i, e (44b)

− σ4
i,l − v4i ≤ F l

i , ∀i, l (44c)

η4i,e ≥ 0, ∀i, e; v4i , µ
4
i ≥ 0, ∀i, j; σ4

i,l ≥ 0, ∀i, l. (44d)

Constraint (26h) is equivalent to:
∑

e

Ae
i,j λ̄e +Di,j −

∑

e

η5i,j,e − Γµ5
i,j −

∑

l

σ5
i,j,l −Kv5i,j

≥ 0, ∀i, j (45a)

− η5i,j,e − µ5
i,j ≤ Ae

i,j λ̃e, ∀i, j, e (45b)

− σ5
i,j,l − v5i,j ≤ Bl

i,j , ∀i, j, l (45c)

η5i,j,e ≥ 0, ∀i, j, e; v5i,j , µ
5
i,j ≥ 0, ∀i, j; σ5

i,j,l ≥ 0, ∀i, j, l.
(45d)

Finally, constraint (26i) is equivalent to:
∑

e

Ae
i,j λ̄e +Di,j −

∑

e

η6i,j,e − Γµ6
i,j −

∑

l

σ6
i,j,l −Kv6i,j

≤ ai,jCj , ∀i, j (46a)

− η6i,j,e − µ6
i,j ≤ Ae

i,j λ̃e, ∀i, j, e (46b)

− σ6
i,j,l − v6i,j ≤ Bl

i,j , ∀i, j, l (46c)

η6i,j,e ≥ 0, ∀i, j, e; v6i,j , µ
6
i,j ≥ 0, ∀i, j; σ6

i,j,l ≥ 0, ∀i, j, l.
(46d)

By replacing the sets of constraints from (40) to (46) into

the ADR model (26), we obtain the MILP as shown in (27).

D. Deterministic Formulation

The deterministic formulation of the service placement and

sizing problem is the following MILP problem:

min
y,t,x,q

∑

j

pjyj +
∑

j

hjtj +
∑

i

Piqi + β
∑

i,j

di,jxi,j

s.t.
∑

j

pjyj + fj(1− t0)tj ≤ B (47a)

0 ≤ yj ≤ Cjtj, ∀j (47b)
∑

i

xi,j ≤ yjtj , ∀j (47c)

∑

j

xi,j + qi ≥ λ̄i, ∀i (47d)

0 ≤ xi,j ≤ ai,jCj , ∀i, j (47e)

tj ∈ {0, 1}, ∀j; yj ∈ Z, ∀j; qi ≥ 0, ∀i. (47f)

In the deterministic algorithm, the SP first solves this deter-

ministic problem, using the nominal demand λ̄ to obtain the

optimal service placement and resource procurement solution

(y∗, t∗). In the actual operation stage, after observing the actual

realization of the demand and EN failures, given the (y∗, t∗) as

the input, the SP will solve the problem (12) to find the optimal

workload allocation decision (x, q).

E. Two-stage Stochastic Programming Model

Instead of optimizing the workload allocation in the worst-

case uncertainty realization in the second stage as in the

ARO model (P1), in the stochastic model, the SP aims to

optimize the expected cost in the second stage. Let ξ =
{ξ1, . . . , ξn, . . . , ξN} be the set of N scenarios representing the

uncertainties of the demand and EN failures, n is the scenario

index and ξn = (λn, zn). Also, denote by πn the probability
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scenario n. The two-stage stochastic edge service placement

and workload allocation model is:

min
y,t,x,q

∑

j

pjyj +
∑

j

fj(1− t0)tj

+

N
∑

n=1

πn

{

β
∑

i

∑

j

dni,jx
n
i,j +

∑

i

Pn
i q

n
i

}

(48a)

s.t. 0 ≤ yj ≤ Cjtj , ∀j (48b)
∑

j

pjyj +
∑

j

hjtj ≤ B, (48c)

∑

i

xn
i,j ≤ yjtj(1− znj ), ∀j, n (48d)

qni +
∑

j

xn
i,j ≥ λn

i , ∀i, n (48e)

tj ∈ {0, 1}, ∀j; yj ∈ Z, ∀j (48f)

0 ≤ xn
i,j ≤ ai,jCj , ∀i, j, n; qni ≥ 0, ∀i, n, (48g)

where (xn, qn) expresses the second-stage decision correspond-

ing to scenario n.

F. Computational Time with Γ = 5

Table VI presents the computational time of the duality-

based CCG algorithm and the ADR algorithm with Γ = 5.

In cases where an algorithm fails to produce a result within

10000 seconds, we manually terminate its execution.

Problem size K Duality-based CCG (s) ADR (s)

I = 20
J = 20

(Γ = 5)

1 15.48 76.24
3 32.93 82.87

5
167.87 (0.5% gap)

64.02 (1% gap)
97.73

7
172.27 (0.5% gap)
109.35 (1% gap)

98.12

I = 40
J = 40

(Γ = 5)

1 309.81 2198
3 450.23 2207

5
5332.72 (0.5% gap)

865.27(1% gap)
2312

7
10364 (0.5% gap)

1753 (1% gap)
2332

I = 100
J = 20

(Γ = 5)

1 29.89 2839.9
3 113.24 2953.7

5
479.3 (0.5% gap)
142.79 (1% gap)

3012.3

7
1298.6 (0.5% gap)
413.24 (1% gap)

3151.1

I = 500
J = 30

(Γ = 5)

1 75.54 NA
3 249.59 NA

5
3979.3 (0.5% gap)
407.15 (1% gap)

NA

7
7332.5 (0.5% gap)
562.79 (1% gap)

NA

I = 1000
J = 50

(Γ = 5)

1 562.15 NA
3 757.65 NA

5
8547.72 (0.5% gap)

1435.4 (1% gap)
NA

7
NA (0.5% gap)

2607.6 (1% gap)
NA

TABLE VI: Run-time experiments
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