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Learning Single/Multi-Attribute of Object with
Symmetry and Group

Yong-Lu Li, Yue Xu, Xinyu Xu, Xiaochan Mao, Cewu Lu, Member, IEEE

Abstract—Attributes and objects can compose diverse compositions. To model the compositional nature of these concepts, it is a
good choice to learn them as transformations, e.g., coupling and decoupling. However, complex transformations need to satisfy
specific principles to guarantee rationality. Here, we first propose a previously ignored principle of attribute-object transformation:
Symmetry. For example, coupling peeled-apple with attribute peeled should result in peeled-apple, and decoupling peeled
from apple should still output apple. Incorporating the symmetry, we propose a transformation framework inspired by group theory,
i.e., SymNet. It consists of two modules: Coupling Network and Decoupling Network. We adopt deep neural networks to implement
SymNet and train it in an end-to-end paradigm with the group axioms and symmetry as objectives. Then, we propose a Relative
Moving Distance (RMD) based method to utilize the attribute change instead of the attribute pattern itself to classify attributes. Besides
the compositions of single-attribute and object, our RMD is also suitable for complex compositions of multiple attributes and objects
when incorporating attribute correlations. SymNet can be utilized for attribute learning, compositional zero-shot learning and
outperforms the state-of-the-art on four widely-used benchmarks. Code is at https://github.com/DirtyHarryLYL/SymNet.

Index Terms—Attribute-Object Composition, Compositional Zero-shot Learning, Single/Multi-Attribute, Symmetry, Group Axioms.

1 INTRODUCTION

ATTRIBUTES describe the properties of generic objects,
e.g., material, color, weight, etc. Understanding the
attributes would directly facilitate many tasks that require
deep semantics, such as scene graph generation [9], object
perception [8], human-object interaction detection [30], [31]],
[32]], [48]], [49]. As side information, attributes can also be
employed in zero-shot learning [[10], [11], [12], [14], [15], [29].

Going along with the road of conventional classification,
some works [12], [13], [19], [24] address attribute recog-
nition with discriminative models for objects but achieve
poor performance. This is because attributes cannot be well
expressed independently of the context [1], [2] (Fig. [(a)).
Subsequently, researchers rethink the nature of attributes
and treat them as linear operations [2] to operate these
general concepts: “adding” attribute to objects (coupling)
or “removing” attribute from objects (decoupling). Though
such insight has promoted this field, the “add-remove”
system is not complete and lacks an axiomatics foundation
to satisfy the specific principles of nature.

In this paper, we rethink the physical and linguistic prop-
erties of attribute-object, and propose a previously ignored
but important principle of attribute-object transformations:
symmetry, which would promote attribute-object learning.
Symmetry depicts the invariance under transformations,
e.g., a circle has rotational symmetry under the rotation
without changing its appearance. The transformation that
“adding” or “removing” attributes should also satisfy the
symmetry: an object should remain unchanged if we “add”

e Yong-Lu Li, Yue Xu, Xinyu Xu, Xiaohan Mao are with the Department
of Electrical and Computer Engineering, Shanghai Jiao Tong University,
Shanghai, 200240, China.

E-mail: {yonglu_li, silicxuyue, xuxinyu2000, mxh1999}@sjtu.edu.cn.

o Cewu Lu is the corresponding author, member of Qing Yuan Research In-
stitute and MoE Key Lab of Artificial Intelligence, Al Institute, Shanghai
Jiao Tong University, China. E-mail: lucewu@sjtu.edu.cn.

Symmetry

@ @ @

+ “peeled”

Compositionality

+ “peeled” =

More?
Peeled-Apple

Contextuality

. D D
v.s. | - “peeled” |
..

—
Peeled-Apple Peeled-Egg Apple Apple
(a) (b)

Apple Peeled-Apple Peeled-Apple

Fig. 1: Except for the compositionality and contextuality, attribute-
object compositions also have the symmetry property. For instance,
a peeled-apple should not change after “adding” the peeled at-
tribute. Similarly, an apple should keep the same after “removing” the
peeled attribute because it does not have it.

an attribute it already has, or “remove” an attribute it does
not have. For instance, a peeled-apple keeps invariant if
we “add” attribute peeled upon it. Similarly, “removing”
attribute peeled from apple would still result in apple.
As shown in Fig. [I(b), except for the compositionality
and contextuality, the symmetry should also be satisfied
to guarantee rationality. Given this, we first introduce the
symmetry and propose SymNet to depict it. In this work,
we aim to bridge attribute-object learning and group the-
ory. The elegant properties of groups would largely help
in a more principled way, given its theoretical potential.
Thus, to cover the principles existing in transformations
theoretically, we borrow the principles from group theory to
model symmetry. In detail, we define three transformations
{"keep”, “add”, “remove”} and an operation to perform
three transformations upon objects, in other words, to con-
struct a “group”. To implement these, SymNet adopts Cou-
pling Network (CoN) and Decoupling Network (DecoN)
to perform coupling/adding and decoupling/removing. To
meet the fundamental requirements of group theory, sym-
metry and the group axioms closure, associativity, identity
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element, invertibility element are all implemented as the learn-
ing objectives of SymNet. Naturally, SymNet considers the
compositionality and contextuality during the coupling and
decoupling of various attributes and objects. All the above
principles will be learned under a unified model in an end-
to-end paradigm.

With symmetry learning, we can apply SymNet to ad-
dress the Compositional Zero-Shot Learning (CZSL) task,
whose target is to classify unseen compositions composed
of seen attributes and objects. We adopt a novel attribute
recognition paradigm, Relative Moving Distance (RMD)
(Fig.[2). That said, given a specific attribute, an object would
be manipulated by the “add” and “remove” transformations
parallelly in latent space. Then, we can discriminate the
existence of an attribute when transformations meet the
symmetry principle (Sec. [3.4.1): if the input object has this
attribute, the output after addition should be close to the
original input object, and the object after removal should be
far from the input. Contrarily, if the object does not have this
attribute, the object after removal should be closer to the in-
put than the object after addition. So attribute classification
can be accomplished concurrently by comparing the relative
moving distances between the input and two outputs.

In CZSL, the composition consists of a single attribute
and an object [10], [11]]. However, in practical application, an
object usually has multiple attributes simultaneously [12],
[15]. Thus, multi-attribute recognition has greater practical
significance. However, under the multi-attribute setting, the
attribute correlation would complicate the RMD principles.
For example, when removing attribute fresh from objects,
a {green, juicy} object is more likely to change more
than a {black, hard} object in latent space. The reason
is: though neither object has attribute fresh, attributes
{green, juicy} are more closely related to fresh than
{black, hard}. Further experiments also show that vanilla
RMD for single-attribute scenarios fails to model multi-
attribute correlation. Therefore, we further incorporate at-
tribute correlation into RMD principles to adapt to the
multi-attribute setting (Sec. 3.4.2).

With RMD, we can utilize the robust attribute change to
classify attributes, instead of only relying on the dramati-
cally unstable visual attribute patterns. Extensive experiments
show that our method achieves significant improvements on
both single- and multi-attribute learning benchmarks [10],
[11], [12], [15]. The main contributions of this work are: 1)
We propose a novel property of attribute-object composition
transformation: symmetry, and design a framework inspired
by group theory to learn it under the supervision of group
axioms. 2) Based on symmetry learning, we propose a
novel method to infer attributes based on relative moving
distance (RMD). 3) We propose the corresponding RMD
constraints to guide the learning for both single- and multi-
attribute settings. 4) Substantial improvements are achieved
in attribute recognition and CZSL tasks.

2 RELATED WORK

Visual Attribute. The visual attribute was introduced into
computer vision to reduce the gap between visual patterns
and object concepts, such as reducing the difficulty in object
recognition [15] or acting as an intermediate representation
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for zero-shot learning [13], [35]. After that, attribute has
been widely applied in recognition of face [22], people [21],
pedestrian [20] or action [23]], zero-shot learning [12], [29]
and so on. Therefore, attribute recognition is a fundamental
problem to promote visual concept understanding.

The typical approach for attribute recognition is to train
a multi-attribute discriminative model same as object classi-
fication [12], [13], [19], [24]. It ignores the intrinsic properties
of attributes, such as compositionality and contextuality.
Farhadi et al. [15] propose a visual feature selection method
to recognize the attributes under the consideration of cross-
category generalization. Gan et al. [37] further enhance the
generalization by integrating kernel alignment with distri-
butional variance. Liang et al. [39] think visual attributes
are class-sensitive and utilize category information to pre-
dict attributes in a unified manner. Attribute correlation
is essential information and gets explicitly considered in
some works [36], [38], [40], [41]. Choi et al. [36] propose
a hyper-graph framework to learn the semantic attributes
correlation and apply it to scene recognition. Hand and
Chellappa [41] designs a multi-task deep neural network
with an auxiliary relation network for attribute prediction.
Following these works, our SymNet explores attribute corre-
lation from a novel perspective of attribute transformation.
Some works [38], [40] apply automatic learning techniques
to design deep neural networks for multi-task attribute
learning automatically. Tang et al. [45] improve attribute
recognition with weakly supervised attribute-specific local-
ization. Later, some works start to consider the intrinsic
properties by exploiting the attribute-object correlation [25],
[27], [28]. Considering the contextuality of attributes, Na-
garajan et al. [2]] regard attributes as linear transformations
operated upon object embeddings, and Misra et al. [1f
map the attributes into model weight space to attain bet-
ter representations. Adversarial learning is employed to
model the discrepancy and correlations among attributes
and objects. Yang et al. [44] propose a hierarchical feature
embedding framework with inter-class and intra-class rela-
tions. Li et al. [46] propose a structural attribute learning
framework to extract domain-invariant attribute features.
Moreover, multi-attribute compositions can also be used
to describe objects in few-shot recognition [3]]. Different
from our attribute correlation constraint (Sec. [3.4.2), Tok-
makov et al. [3] adopts an orthogonal constraint to deal
with attribute correlation. In Suppl Sec. 4.3, we compare two
constraints and illustrate their respective advantages.
Compositional Zero-Shot Learning. CZSL is a crossing field
of compositional learning and zero-shot learning. In the
CZSL setting, test compositions are unseen during training,
while each component is seen in both the train and test
sets. Chen et al. [25] construct linear classifiers for unseen
compositions with tensor completion of weight vectors.
Misra et al. [1] consider that the model space is more
smooth, thus project the attributes or objects into it by train-
ing binary linear SVMs for the corresponding components.
For CZSL, it composes attribute and object embeddings in
model space as composition representation. Wang et al. [5]
address the attribute-object compositional problem via con-
ditional embedding modification, which relies on attribute
word embedding [6] transformation. Nan et al. [4] map
the image features and word vectors [16] into embedding
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Fig. 2: Overview of our proposed method. We construct a “group” to learn the symmetry and operate the composition learning. The attribute
transformations are implemented as coupling and decoupling networks and constrained by symmetry and group axiom objectives. Then relative

moving distance based paradigm is applied in attribute classification.

space with the reconstruction constraint. Nagarajan et al. [2]
regard attributes as linear operations for object embedding
and map the image features and transformed object em-
beddings into a shared latent space. However, linear and
explicit matrix transformation may be insufficient to repre-
sent various attribute concepts of different complexity, e.g.,
representing “red” and “broken” as matrices with the same
capacity. Very recently, Naeem et al. [47] use a graph to learn
the dependency and relevance between attributes, objects,
and compositions. Previous methods usually ignored or
incompletely considered the natural principles within the
coupling and decoupling of attributes and objects. Hence,
we propose a unified framework inspired by group theory
to learn these essential principles such as symmetry.

3 APPROACH

Fig. [2| gives an overview of our approach. Our goal is to
learn the symmetry within attribute-object compositions.
Thus we can utilize it to obtain a deeper understanding of
attribute-object, e.g., to address the CZSL task [10], [11]. To
learn the symmetry in transformations, we need a compre-
hensive framework to cover all principles. Inspired by the
group theory, we define a unified model named SymNet.

We define G = {T.,T},7-} containing identity
(“keep”), coupling (“add”), and decoupling (“remove”)
transformations (Sec. for each attribute and utilize Deep
Neural Networks to implement them (Sec. 3.2). It is natural
to adopt group theory as the close associations between
symmetry and group to depict symmetry theoretically. As
a group should satisfy the axioms, i.e., closure, associativ-
ity, identity element, invertibility element, we construct the
learning objectives based on these axioms to train the
transformations (Sec. . In addition, SymNet satisfies the
commutativity under conditions. With these constraints, we
can naturally guarantee compositionality and contextuality.
Symmetry allows us to use a novel method, relative moving
distance, to identify whether an object has a certain attribute
with T’y and T_ (Sec. for CZSL (Sec.[35).

3.1 Group Definition

To depict the symmetry, we need first to define the transfor-
mations. Naturally, we need two reciprocal transformations
to “add” and “remove” the attributes. Further, we need
an axiomatic system to restrain the transformations and
keep the rationality. Thus, we define three transformations
G = {T.,T+,7T_} and an operation “-”. In practice, it is
difficult to strictly follow the theory considering the physical
and linguistic truth. For example, the operation between
attribute transformations “peeled - broken” is odd. Thus,
our “operation” is defined to be operated upon object only.

Definition 1. Identity transformation 7, keep the attributes
of object. Coupling transformation 7'y couples a specific
attribute with an object. Decoupling transformation 7_
decouples a specific attribute from an object.

Definition 2. Operation “-” performs transformations
{T., T4+, T_} upon an object. Notably, operation “-” is
not the dot product and we use this notation to maintain
consistency with group theory.

More formally, for object 0 € O and attribute al,al €
A, a* # o, where O denotes object set and .4 denotes
attribute set, operation “-” performs transformations in G
upon an object/image embedding:
f(l; 'T-‘r(aj) = ;J7
fo-T-(@) = fs, ©)
f ol : Te = f ;7

where f! means o has one attribute a’ and f means o has

two attributes a’, a’. Here we do not sign a specific object
category and use o for simplicity.

Definition 3. G has the symmetry property if and only if
Va', o’ € A,ja' # a’:

fr=fl-Ty(ah), fi=fi-T_(a?). @)
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3.2 Group Implementation

In practice, when performing 7. upon f¢, we directly use f¢
as the f! - T, to implement the identity transformation for
simplicity. For T, T, we propose SymNet which consists
of two modules: Coupling Network (CoN) and Decoupling
Network (DecoN). CoN and DecoN have the same structure
but independent weights and are trained with different
tasks. As seen in Fig.|3) CoN and DecoN both take the object
embedding f! and attribute embedding a’ as inputs, and
output the transformed object embedding. We use attribute
category word vectors such as GloVe [16] or one-hot vectors
to represent attributes. f! is extracted by an ImageNet [18]
pre-trained ResNet [17] from image I, i.e., fi = F,..(I).

Intuitively, attributes affect objects differently, e.g., “red”
changes the color, “wooden” changes the texture. In CoN
and DecoN, we use an attribute-as-attention strategy, i.e.,
using att = g(a’) as attention, where g(-) means two
fully-connected (FC) and a Sigmoid layer. We concatenate
fioatt + f! with original @’ as the input and use two FC
layers to perform the transformation.

3.3 Group Axioms as Objectives

According to group theory, SymNet should satisfy four
group axioms: closure, associativity, identity element, and in-
vertibility. Under certain conditions, attribute-object also
satisfy commutativity. Besides, SymNet must obey the sym-
metry property of the attribute transformations.

In practice, we use Deep Neural Networks to implement

transformations. Thus, we can construct training objectives
to approach the theoretic transformations following the ax-
ioms. Considering the actual characteristics of attribute-object
compositions, we slightly adjust the axioms to construct the
objectives. Besides, there are two situations with different
forms of axioms: 1) coupling or decoupling an attribute a’
that the object f! already has, or 2) coupling or decoupling
an attribute o’ that object fi does not have.
Symmetry. First of all, SymNet should satisfy the symmetry
property as depicted in Eq.[2] ie., f = fi Ty (a?), fi =
fi-T_(a’). The symmetry is essential to keep the semantic
meaning during coupling and decoupling. For example,
given a peeled-egg, adding the attribute peeled again
should not change the object state. Similarly, a cup without
attribute broken should remain unchanged after removing
broken. Thus, we construct the symmetry loss:

Loym = fo = fo- Tela) 2+ 1fo = - T-(a”)ll2,  3)
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where a’,a’ € A,i # j. We use Ly norm loss to measure
the distance between two embeddings.

Closure. For all elements in set G, their operation results
should also be in G. In SymNet, for the attribute a’ that f?
has, fi- T (a') - T—(a") should be equal to f: - T_(a'). For
the attribute a’ that f! does not have, fi - T_(a’) - T, (a)
should be equal to fi - T (a?). Thus, we construct:

Leto :Hf; . T+(ai‘) .T_(a{) - f};‘. T (ai)||2+
| fo-T-(a’) - T4 (a?) = f5 - T (a?) |2

Identity Element. The properties of identity element 7 are
automatically satisfied since we implement 7, as a skip
connection, i.e., fi-Ty(a?) - T, = fi- T, - Ti(a’) = fi-T.(a*)
where T, denotes any element in G.

Invertibility Element. According to the definition, T'; is the
invertibility element of 7_, vice versa. For the attribute a’
that f¢ has, fi-T_(a")-T (a') should be equal to f¢-T, = f.
For the attribute a’ that f! does not have, fi-T (a?)-T_(a?)
should be equal to f! - T, = f.. Therefore, we have:

Liny =[fg-T(a’) - T_(a’) = f5 - Tel2+
1fo - T—(a") - Ti(a) = f5 - Tel2-

Associativity. Because of the practical physical meaning of
attribute-object compositions, we only define the operation
“.” that operates a transformation upon an object embed-
ding in Sec. and do not define the operation between
transformations. Thus, we relax the constraint and do not
construct an objective according to associativity in practice.
Commutativity. Because of the specialty of attribute-object,
SymNet satisfies the commutativity when coupling and de-
coupling multiple attributes. Thus, f-T (a*)-T—(a’) should
be equal to f¢ - T_(a?) - Ty (a):

Leom = ”f; ’ T+(CLZ) A (aj)_
fo-T-(@’) - Ty (a)l2-
Although the above definitions do not strictly follow the
theory, the loosely conducted axiom objectives still contribute
to the robustness and effectiveness a lot (ablation study in
Sec. and open the door to a more theoretical way.

Last but not least, CoN and DecoN need to keep the
semantic consistency, i.e., before and after the transforma-
tion, the object category should not change. Hence, we use
a cross-entropy loss LY, for the object recognition of the
input and output embeddings of CoN and DecoN. In the
same way, before and after coupling and decoupling, the
attribute changes provide the attribute classification loss L.
We use typical visual pattern-based classifiers consisting of
FC layers for the object and attribute classification.

4)

©)

(6)

3.4 Relative Moving Distance

As shown in Fig. |4} we utilize the relative moving distance
(RMD) based on the symmetry property to operate the at-
tribute recognition. The implementations of RMD in single-
and multi-attribute scenarios have minor differences.

3.4.1 Single-attribute RMD

Given an image embedding fZ of an object with an un-
known attribute a*, we input it to both CoN and DecoN
with all kinds of attribute word embeddings {a',a?, ...a"}
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Fig. 4: Comparison between typical method and relative moving dis-
tance (RMD) based recognition. Previous methods mainly try to adjust
the decision boundary. RMD based approach moves the embedding
with 7'y and 7" and classifies by comparing their moving distances.

where n is the number of attributes. Two transformers
would take attribute embeddings as conditions and operate
coupling and decoupling in parallel, then output 2n trans-
formed embeddings { fZ-T'y (a'), fZ-Ty(a?), ..., f&- Ty (a™)}
and {fZ-T_(a'), f& - T_(a?),..., f-T_(a™)}. We compute
the distances between f3 and the transformed embeddings:

dl} =\f5—rf -T+(a’:)H27
de = |fg — fo5 - T-(a")]2-

To compare two distances, we define relative moving distance
as d' = d". — di_ and perform binary classification for each
attribute (Fig. @): 1) Ifd* > 0,ie., f*-Ty(a’) is closer to fi
than fZ - T_(a"), we tend to believe f2 has attribute a’. 2) If
d* < 0,ie., f-T_(a") is closer, we tend to predict that f*
does not have attribute a’. Previous zero/few-shot learning
methods usually classify the instances via measuring the
distance between the embedded instances and fixed points
like prototype/label/centroid embeddings. Differently, rela-
tive moving distance compares the distance before and after
applying the coupling and decoupling operations.

To enhance the RMD-based classification performance,
we further use a triplet loss function. Let X denote the
attribute t}}gt ¥ has, the loss can b)? described as:

Ltm':Z[dj__di_ +Oé]++ Z [dj_—di_—FOéh_, 8)

2 J

@)

where a=0.5 is triplet margin, [-]; = maz(-,0). d', should
be less than d”_ for the attribute that f; has and greater than
d" for the attribute f2 does not have. The total loss is

Etotal :Alcsym + )\2£aa:iom + )\3£le

9
+ ALY+ A5 Liris ©)

where ﬁam’om = £clo + ‘Cin'u + Ecom'

3.4.2 Multi-attribute RMD

When an object has multiple attributes, the RMD-based
paradigm should be amended due to the attribute corre-
lation. Fig. [flillustrates the correlation matrices of attributes
in aPY [15] and SUN [12], we can find that some highly cor-
related attributes exist. In transformations, the correlations
between the removed attributes and existing attributes of
an object should be considered. We modify the RMD triplet
loss Ly,; from the following two aspects, as shown in Fig. @
Multi-attribute Symmetry Constraint. Under the single-
attribute setting, symmetry is strictly satisfied, i.e., the mov-
ing distance after adding an existing attribute (an object
has) or removing a non-existing attribute (an object does
not have) is zero. When it comes to the multi-attribute
setting, this distance can be a small non-zero value due to
the attribute correlation. For instance, if we remove attribute

aPY SUN

pot direct sunny
Leaf natural light
metal open area
window foliage
plastic natural
wheel man-made
3D enclosed area
head electric light
torso glossy
cloth cloth
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mean of absolute values: 0.1418 mean of absolute values: 0.0944

variance: 0.0540 variance: 0.0247

Fig. 5: Attribute correlation matrices of aPY [15] and SUN [12]. The
correlation can be positive or negative ([-1,1], green to red). We calculate
the mean and variance of the absolute correlation values, which show
that aPY [15] contains stronger but more variable correlations.

metallic froma {small, lustrous} object, it may lose
part of attribute 1ustrous, leading to a small but non-zero
moving distance. A similar example is shown in Fig. [f] (left).
In the multi-attribute setting, for an object, we denote X as
its all existing attributes. Then, if attribute a’ (marked red
in the figure) is more positively related to X than a’ (marked
blue), removing a’ would lead to a larger embedding mov-
ing distance. The above insight can be concluded into one
simple sentence: for an object, removing an attribute that
is more correlated to its existing attributes X will make a
more significant difference, and a less correlated attribute
removing would make a minor difference.

Precisely, the correlations ([-1,1]) are measured via di-
rectly calculating the co-occurrence of attributes in the train
set of multi-attribute benchmarks [12], [15]. For attributes o’
and a?, let Y? Y7 denote their n-dimensional label vector
among n total object instances in the train set, the correla-
tion coefficient corr(a’, a’) of a' and @’ is measured as:

corr(ai aj) _ cov(Y?, Y7)
’ Veou(Yi, Y )\ /cov(Yi YT)

(10)

where cov(Y?,Y7) = L <Yi v (vi-vi and Y de-
notes the mean value of vector Y. The definition of correla-
tion can be generalized to that between attribute a’ and X
of an object without much effort:

corr(a’, X) = Z corr(a’,a’).

aleX

(11)

We plot the moving distance after removing an attribute
w.r.t. the correlation (between the removed attribute and
X) in Fig. [7l The moving distance and correlation of an
ideal model should have a monotonically increasing rela-
tion (larger correlation causes a larger distance/change),
while Fig. [7] shows that this relation is not well-learned by
the SymNet with vanilla single-attribute symmetry since
attributes are regarded as independent. Thus, we design
an extra constraint in multi-attribute scenario. For an object
with existing attributes X', we randomly sample two non-
existing attributes o' and o’ (Fig. [) and incorporate this
property as a weighted triplet loss term:

L™ = [(corr(ai, X) — corr(a?, X)) (d —d") + OéL_ ;» (12)

tre
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Fig. 7: The moving distances after attribute removal on multi-attribute
benchmarks. The distance is always positive, and the correlation can
be positive (> 0) or negative (< 0). According to our setting, larger
positive correlation would generate larger moving distance in removal,
e.g., removing attribute rotten in Fig. 6| (left). Oppositely, the smaller
negative correlation could make the moving distance smaller, e.g.,
removing attribute green in Fig. [f] (left). The bold dots indicate the
centroids of the dots with top-10% and down-10% correlation values.
Thus, the line linked to two bold points should have a smaller slope
ideally. The model is trained with single (left, red) or multiple (right,
blue) RMD settings. We can find that the multi-attribute RMD generate
more reasonable distances, i.e., has a smaller slope (blue lines).

distance

where d' is the moving distance as Eq. @ o is the triplet
margin, and [+ = maz(-,0). Thus: ‘
1) If corr(a®, X) > corr(a?, X), i.e., a’ is more correlated

(larger correlation) with X' than a7, then the triplet loss will

reduce d’ to make &’ < d.

2) If corr(a®, X) < corr(a?, X), i.e., a’ is more correlated
with X, the triplet loss will reduce d’_ to achieve d’ > d" .
Attribute Correlation Constraint. The correlation among
attributes can also help attribute recognition since similar
attributes similarly transform the object. For example, a
{muddy, dusty} object is very likely to be dirty since their
high correlations. If a sub-optimal classifier gives high con-
fidence to muddy and dusty but low confidence to dirty,
incorporating the attribute correlation will help the classifier
give consistent predictions on three similar attributes and
therefore boost the performance.

The attention vectors from attribute-as-attention strategy
imply how attributes manipulate object embeddings, so we
implement the above correlation constraint as an auxiliary
loss on generated attention. For each training object, we
randomly sample three attributes a’, a7, a* and compute
their correlations corr(a’, a’), corr(a’,a*) via Eq.[10} Then
we construct an auxiliary triplet loss:

corr
tri

= [(corr(ai, a’) — corr(ai,ak)) (d:{ — dff) + a]+

+ Kcorr(ai, a’) — corr(a’, ak)) (dY — d™*) + ocL_ ,

(13)

where « is triplet margin, []+ = max(:,0). dij =
dist(att’,, atti) is the distance between attribute attention
vectors in T (a’) and T’y (a’), and d¥ = dist(att’ ,att’ ) is
that in 7 (a*) and T_(a’). The triplet loss is weighted by
correlation difference corr(a,a’) — corr(a’, a®):

1) If corr(a’,a’) > corr(a’,a*), ie., a’ and o’ are more
correlated, the loss will reduce di_j and_di_j to make the
attentions of a’ and o/ more similar, so d < d'F,d” < d'*.

2) If corr(a’,a’) < corr(a’,a*), ie., a’ and a* are more



correlated, the loss will reduce dff and d* to make the
attentions of a’ and a* more similar, so d > d'F,d” > d'*.
The complete triplet loss in multi-attribute setting is

X A-X
Lii=Y [d) —d +alp+ Y [d —d, +a]s )
@ J

+ X LIV N LeerT,

tre tre

Moreover, the total loss format is the same as Eq.[9]

3.4.3 Inference

In practice, for n attribute categories, we use RMDs d =
{d*}1_, as the attribute scores, i.e., S, = {S{}", = {d'}7,
and obtain attribute probability with Sigmoid function:
p. = Sigmoid(S!). Notably, we also consider the scale
and use a factor 7 to adjust the score before Sigmoid.
Our method can be operated in parallel, i.e., simultane-
ously computing the RMD values of n attributes. We input
[B, n, m] sized tensor where B is the mini-batch size and m
is the object embedding size. CoN and DecoN would output
two [B,n, m] sized embeddings after transformation. Then
we can compute RMDs {d‘}?_; simultaneously. Our method
has approximately the same speed as a typical FC classifier.
The inference speed from features to RMD is 41.0 FPS, and
the FC classifier speed is 45.8 FPS. The gap can be further
omitted if considering the overhead of the feature extractor.

3.5 Discussion: Composition Zero-Shot Learning

With robust and effective symmetry learning for attribute-
object, we can further apply SymNet to CZSL [10], [11].
The goal of CZSL is to infer the unseen attribute-object
pairs in the test set, i.e., a prediction is true positive if and
only if both attribute and object classifications are accurate.
The pair candidates are available during testing. Thus, the
predictions of impossible pairs can be masked.

We propose a novel method to address this task based
on RMD. With relative moving distanpe dh = dt — d@, the
attribute probability is computed as p!, = Sigmoid(d*). For
the object category, we input the object embedding to 2-layer
FC with Softmax to obtain the object scores S, = {S iy
where m is the number of object categories. The object
probability p; = Softmaxz(S]) and p, = {p}}}~,. We then
use piJ to represent the probability of an attribute-object
pair in the test set, which is composed of the i-th attribute
category and j-th object. The pair probabilities are given
by p% = p! x pJ. The impossible compositions would be

masked according to the benchmarks [10], [11].

4 EXPERIMENT
4.1 Data and Metrics

Our experiments are conducted on the following datasets
(Suppl Sec. 2): MIT-States [10] and UT-Zappos50K [11]
(single-attribute), aPY [15] and SUN [12] (multi-attribute).
In attribute recognition, for aPY and SUN, we report
mAUC following previous methods such as [37], [38].
For MIT-States and UT-Zappos, we report Top-1 accuracy
following [4]. The CZSL experiments are conducted on
MIT-States and UT-Zappos, where the training and testing
pairs are non-overlapping, i.e., the test set contains unseen
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attribute-object pairs composed of seen attributes and ob-
jects. We report the Top-1, 2, 3 accuracies on the unseen test
set. We also evaluate our model under the generalized CZSL
setting of TMN [33], since the "open world” setting from [2]
brings biases towards unseen pairs [34].

4.2 Baselines

We compare SymNet with previous state-of-the-arts (de-
tailed in Suppl Sec. 2). For single-attribute learning and
CZSL, we adopt the Visual Product, LabelEmbed (LE) [1],
LabelEmbed Only Regression (LEOR) [1], LabelEmbed
With Regression (LE+R) [1], LabelEmbed+ [2], Analo-
gousAttr [25], Red Wine [1], AttrOperator [2], TAFE-
Net [5], GenModel [4], f-CLSWGAN [43], TMN [33], and
Causal [42]. For multi-attribute learning, the ALE [35],
HAP [36], UDICA/KDICA [37], UMF [39], AMF [41],
FMT [40], GALM [38] are adopted.

4.3

We use ImageNet pre-trained ResNet-18 [17] as backbone
to extract features for MIT-States and UT-Zappos, ResNet-
50 [17] for aPY and SUN. Especially, since images in aPY
may have several instances, we use the feature after Rol-
pooling [8]. We do not fine-tune it following previous meth-
ods. The 300-dimensional pre-trained GloVe [16] vectors are
used as the word embeddings. Moreover, SymNet is trained
with an SGD optimizer on a single NVIDIA GPU.

On MIT-States and UT-Zappos, the 512-dimensional
ResNet-18 feature is first transformed to 300-dimensional by
a single FC. On aPY and SUN, the 2048-dimensional ResNet-
50 feature is compressed to 128-dimensional via an FC too.
The main modules of our SymNet, CoN, and DecoN, have
the same structures but independent weights as depicted in
Fig. B} two FC layers (512/300 on MIT-States UT-Zappos,
512/128 on aPY SUN) with Sigmoid convert the attribute
embedding to attention with the same dimension for the
object embedding. The attention is multiplied to the input
object embedding and then gets summed with a shortcut
of original object embedding. Next, the object embedding
after the attention operation is concatenated to the attribute
embedding and then compressed to the original dimension
by the other two FC layers (256/128 on aPY, 1536/128 on
SUN, 768/300 on MIT-States UT-Zappos). Each hidden FC
in CoN and DecoN is followed by BatchNorm and ReLU.

On single-attribute benchmarks, for each training image,
we randomly sample another image with the same object
but a different attribute as the negative sample to compute
Liotar- (Sec. . On multi-attribute benchmarks, we com-
pute Lgym, Lagiom, Liri, Leis (LY, £2) with all attributes
and randomly sample three different attributes to compute
L{™ for each object. Besides, we define the correlation of an
attribute to an object as the sum of correlations between this
attribute and X’ of this object (Eq.[IT). According to the order
of correlation, we regard top-10% and last-10% attributes
as the strongly related ones, middle-10% attributes as the
neutral ones. One strongly related attribute and one neutral
attribute would form a pair, and all such pairs are used to
compute L;¥". In the multi-attribute setting, coupling and
decoupling already involve all attributes to implement the
commutativity loss.

Implementation Details



We use cross-validation to determine the hyper-
parameters (Suppl Tab. 1). The weights on datasets are
different as their different domains/ranges/scales, leading
to distinct embedding spaces and different parameters.

4.4 Single-Attribute Learning

We first compare the attribute learning alone on two single-
attribute benchmarks in Tab. I} We reproduce the results of
AttrOperator [2] with its open-sourced code. For all meth-
ods involved, the individual attribute and object accuracy
do not consider the relations between attributes and objects.
The object recognition module of our method is a simple 3-
layer MLP classifier with the visual image features from the
ResNet-18 backbone. SymNet outperforms previous meth-
ods by a large margin, i.e., 3.8% on MIT-States and 8.3%
on UT-Zappos, which strongly verifies that our RMD-based
attribute learning is particularly effective.

4.5 Multi-Attribute Learning

Next, we evaluate SymNet on multi-attribute learning
benchmarks aPY [15] and SUN [12] in Tab. [Z] SymNet
still outperforms the state-of-the-art by 1.4% on aPY, 1.9%
on SUN. The reason is the advantages of SymNet as a
transformation-style framework considering the attribute
correlation explicitly. Previous methods ignore the com-
positional nature of attributes and objects, e.g., UMF [39]
directly uses the image and object representations in latent
space to predict attributes. Relatively, SymNet captures how
attribute interacts with object and model attribute-object
transformation with symmetry and group principles. Thus,
SymNet in the single-attribute setting directly outperforms
the state-of-the-art on SUN. Besides, as seen in Fig.
attribute labels on aPY [15] are strongly correlated, but
the single-attribute setting does not work well. Thus, the
multi-attribute setting explicitly mines attribute correlation
and uses it to regularize the attribute-attribute relation-
ship in attribute-object transformation. Other methods like
FMT [40], GALM [38] apply multi-tasking techniques to
force the model to learn correlation automatically. Moreover,
such an implicit mining approach leads to complex training,
which is challenging to learn the correlation well.

Besides, in the single-attribute setting without both
correlation-based losses (SymNet w/o LY & L), the
score is 82.1% on aPY and 88.1% on SUN, with a drop of
4.0% and 0.3% respectively. The reason is that, as revealed
in Fig.[5 attribute correlation in aPY is much stronger. Thus,
its performance gap between single- and multi-attribute set-
tings is more significant. However, the attribute correlation
in SUN is much softer, so the impact of multi-attribute con-
straint is slight, and the ablations without correlation losses
result in comparable performances in two settings. These
results show the effectiveness of our correlation-based loss
and multi-attribute RMD and prove their general capability.

4.6 Compositional Zero-Shot Learning

To evaluate the symmetry learning in the compositional
zero-shot task, we conduct experiments on widely-used
benchmarks: MIT-States [10] and UT-Zappos [11].

Method MIT-States UT-Zappos
Visual Product [1] 14.7 249
AttrOperator [2] 14.6 29.7
GenModel [4] 15.1 18.4
SymNet 18.9 38.0

TABLE 1: Attribute learning results (accuracy, %) on single-attribute
benchmarks.

Method aPY SUN
ALE [35] 692 745
HAP [36] 582 767
UDICA [37] 823 858
KDICA [37] 84.7 /

UMEF [39] 79.7 805
AMT [41] 845 825
FMT [40] 705 755
GALM [38] 842 865
SymNet (single) 82.1 88.1
SymNet 86.1 88.4

TABLE 2: Attribute learning results (mAU, %) on multi-attribute bench-
marks. SymNet (single) is the model without L;¥™ and L&or™.

The results of CZSL are shown in Tab. [3) where the
first five rows are baselines from [1], [2] (the scores with
* are reproduced by [2], the others are from [1f]). SymNet
outperforms all baselines on two benchmarks. Although
we use a simple product to compose the attribute and
object scores, we still achieve 2.1% and 3.8% improvements
over the state-of-the-art [4] on two benchmarks, respectively.
Most previous approaches do not surpass the Visual Product
baseline on UT-Zappos, while ours outperforms by 2.2%.

In addition, our object classification performance on the
two datasets are 28.8% and 65.4% respectively, which is
comparable to AttrOperator [2] (20.5%, 67.5%) and Gen-
Model [4] (27.7%, 68.1%). Accordingly, the main contri-
bution of the CZSL improvement of SymNet comes from
attribute learning rather than object recognition.

To further evaluate our SymNet, we additionally con-
duct the comparison on the generalized CZSL setting from
recent state-of-the-art TMN [33] on the larger MIT-States [10]
in Tab. @} SymNet also outperforms previous methods
significantly on all metrics. We notice that novel metrics
on UT-Zappos [11] are proposed by a very recent work
Causal [42], so we also conduct a test following its metrics.
The results are shown in Tab. |5} Compared with TMN [33],
SymNet shows its superiority on Seen, Harmonic, and AUC
metrics. Furthermore, even compared with the very recent
Causal [42] method, our SymNet still improves the Seen,
Closed, and AUC metrics. All these results further strongly
prove the efficacy of our method.

4.7 Application in Few-Shot Learning

SymNet is a generic feature extractor, and its features are
rich in attribute semantics which can strengthen the ob-
ject representations. As a verification, we conduct a few-
shot recognition experiment on CUB-200-2011 [29] follow-
ing the protocol of COMP [3]. We enhance the attribute
representation for the downstream few-shot classification
by concatenating the average CoN and DecoN transformed
features over all attributes to the original ResNet feature,
respectively. Setting details and supplementary results on
SUNB397 [12] are listed in Suppl Sec. 4.4.

We embed SymNet on the pre-trained ResNet-10 back-
bone and evaluate on both settings (whether use data aug-
mentation during classifier training) following COMP [3].



MIT-States UT-Zappos
Method Top-1 Top-2 Top-3 | Top-1 Top-2 Top-3
Visual Product |1] 9.8/13.9* 16.1 20.6 49.9* / /
LabelEmbed (LE) |1 11.2/13.4* 17.6 224 25.8* / /
-LEOR |1 4.5 6.2 11.8 / / /
-LE + R 1] 9.3 16.3 20.8 / / /
- LabelEmbed+ |2] 14.8* / / 37.4*% / /
AnalogousAttr [25] 14 / / 18.3 / /
Red Wine [1] 13.1 212 27.6 40.3 / /
AttrOperator [2] 14.2 19.6 25.1 46.2 56.6 69.2
TAFE-Net [5] 16.4 26.4 33.0 33.2 / /
GenModel [4] 17.8 / / 483 / /
SymNet (Ours) 19.9 28.2 33.8 ‘ 52.1 67.8 76.0

TABLE 3: CZSL results (top-k accuracy, %) on MIT-States [10]
and UT-Zappos [11]. The scores with * mark are reproduced
by [2] and the rest are reported in the original papers.

Model | Unseen Seen Harmonic | Closed AUC
LabelEmbed+ [2] 16.2 53.0 24.7 59.3 229
AttrOperator [2| 25.5 37.9 27.9 54.0 22.1
TMN [_33] 10.3 54.3 17.4 62.0 254
Causal [42] 280  37.0 30.6 586 264
SymNet ‘ 10.3 56.3 24.1 ‘ 58.7 26.8

TABLE 5: Results of generalized CZSL on UT-Zappos [11] fol-
lowing [42]. All methods use ResNet-18 [17] as backbone. The
results of LabelEmbed+, AttrOperator, and TMN are from [42].

Novel All
Method 1-shot 2-shot 5-shot | 1-shot 2-shot 5-shot

COMP |3 52.5 63.6 73.8 62.6 68.4 74.0
COMP - SymNet 54.0 63.8 74.3 63.1 68.9 74.1

COMP w/ data aug [3 53.6 64.8 74.6 63.1 69.2 74.5
COMP w/ data aug - SymNet | 57.3 66.7 76.0 64.9 68.8 74.9

Val AUC Test AUC
1 2 3 1 2 3
AttrOperator [2] 25 62 101 |16 47 76 | 143 174 9.9
Red Wine |1} 29 73 118 | 24 57 9.3 20.7 17.9 11.6
LabelEmbed+ [2] | 3.0 76 122 |20 56 94 | 150 20.1 10.7
f-CLSWGAN [43] | 31 69 105 |23 57 88 | 248 134 11.2
TMN [33] 35 81 124 |29 71 115 202 20.1 13.0

SymNet | 54 116 166 | 45 101 150 | 262 26.3 16.8

TABLE 4: Results of generalized CZSL on MIT-States [10] follow-
ing [33]. All methods use ResNet-18 [17] as backbone.

Method Seen Unseen HM

As shown in Table |6| the SymNet features bring stable
performance gain to the COMP [3] baselines on both novel
and all categories in most situations, indicating that feature
from SymNet attribute transformation is an effective sup-
plementation of object representation. In addition, it also
proves the generalization ability of SymNet cross object
categories.

4.8 Visualization

To verify the robustness and principles in transformations,
we use t-SNE [7] to visualize the attention vectors or image
embeddings before or after transformations in Fig.

Precisely, we first visualize the group axioms related
transformations: 1) Closure is verified by comparing {f¢ -
Ti(a') - T-(a') vs. fo - T-(a")} and {f, - T-(a’) - Ty (a”)
vs. fi - T, (a?)}. 2) Invertibility is verified by comparing
(1T (ad) - T_(a9) vs. i T.} and {fi - T_(ai) - T (a')
vs. fi-T.}. 3) Commutativity is verified by comparing
{fi-Ty(a®) - T_(a?) vs. fi-T_(a?)-T4(a')}. The results are
shown in Fig. 8| (a,b). We observe that SymNet can robustly
operate the transformations and the axiom objectives are
well satisfied during embedding transformations.

Then, to verify the symmetry property, we visualize the
sample embeddings in relative moving space in Fig. [§(c,d):
1) For the sample f! which do not have attribute a?, f -
T, (a’) should be far from f:. On the contrary, f - T_(a?)
are relatively close to f! because of the symmetry principle.
2) For the sample f! with attribute a?, f - T (a’) should be
close to fiand f-T_(a*) should be far from f:. We can also
find that the relative moving distance rules are satisfied, i.e.,
the symmetry is well learned by our SymNet.

We also verify the properties in multi-attribute scenario
in Fig. e,f,g,h): 1) Multi-Attribute Symmetry Constraint:
after removing an attribute which has larger positive correla-
tion to an object, the moving distance would also be larger.
In Fig. [Bfe,f), the red dots are the positions of the original
object embeddings. The others are the embeddings after the
attribute removals. The dot color is related to the correlation

TABLE 6: Results of few-shot recognition on CUB-200-2011 [29].

value. Darker color denotes the removal of a more corre-
lated attribute. We find that larger correlations would cause
larger moving distances. This phenomenon depicts that the
transformations are more principled and consistent with the
practice with our multi-attribute symmetry constraint. 2)
Attention Correlation Constraint: the attention vectors of
more correlated attributes should be closer. In Fig. g,h), this
constraint indeed leads to better clusters. We can observe
that our multi-attribute model can capture the attribute
correlations and well-learn these two constraints. Besides,
we report the image retrieval via SymNet in Suppl Sec. 3.

4.9 Ablation Study

To evaluate the components of our model, we compare the
results of different model designs in Tab.[7]following the set-
tings of [2]. We also conduct experiments of the generalized
CZSL setting [33], COMP [3]], and AttrOperator [2], which
are attached in supplementary material.

(1) Objectives: to evaluate the objectives constructed
from group axioms, the core principle symmetry, and at-
tribute correlation in the multi-attribute scenario, we con-
duct experiments of removing objectives. In Tab. [/| and
Suppl Tab. 2, SymNet shows obvious degradations without
the constraints of these principles (Lsym, Lazioms Leiss Liri)-
The degradations are in line with our assumption that a
transformation framework that covers the essential princi-
ples can largely promote attribute learning.

1-a) Specifically, removing L.s leads to a more sig-
nificant performance drop than other losses. Because L5
applied on the input/output object embeddings of CoN
and DecoN can establish the basic distribution of object
embeddings, thus keep the basic semantics of the object
and attribute. While the other transformation-related losses
(e-8., Laziom> Lsym, Liri) ensure the attribute transformation
rational and the object embedding moving to follow the
theoretical guidance, thus can afford the robust classification
via RMD. Removing £L.;s would destroy the basic semantic
information within object embeddings (e.g., the relationship
between attributes and objects, or the inter-attribute correla-
tion), therefore, results in a larger performance drop. Similar
phenomenon also presents in AttrOperator [2], that remov-
ing Ly (counterpart of our L5, ensuring that the identity
of the attribute/object is not lost during composition), leads
to about relative 55% drop of h-mean.

1-b) We conduct an ablation of only keeping L.; and
Lyri. The top-1 accuracy drops 2.8%, 3.6%, 14.5%, and 3.5%
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Fig. 8: Visualization of symmetry, group axioms and attention by t-SNE [7]. In (a)-(d), points with colors in the same dotted box should be close
according to the corresponding learning principles. Especially, (e) and (f) shows the RMD property in the multi-attribute setting where the red
dot is the original object embedding and the other dots are the embeddings after attribute removals. For example, if attribute a’ has a larger
correlation to the existing attributes of this object, as corr(a®, X) is large, then the corresponding dot is in a darker color and has a larger distance
after removal. On the contrary, the dot of removing attribute a’/ with smaller corr(a’, X) is represented in a lighter color and closer to the origin.

However, without the LY

tripo the distribution of attribute removal is much noisier. (g) and (f) are the distributions of attention representation.

Attentions of more correlated attributes are closer in latent space, e.g., leaves and flowers, but this property cannot keep without LgoI™.

on four datasets in CZSL and the top-1 AUC drops 1.7 on
MIT-States in generalized CZSL. This performance gap can
then be filled by our proposed Lgziom and Lym,.

1-¢) Though the overall score drop of “w/o Lgs” is
larger than the transformation-related losses, the situations
of specific attribute classes differ. In detail, we compare our
best model to the model trained with only £.;s&L,;. From

the results, we find that the symmetry and axiom constraints
can facilitate the learning of few-shot attributes. Our full
model outperforms the one with only £.;s&L;,; on fewer-
shot attributes, such as tight, bent, viscous. The ac-
curacy of samples of the thirty least frequent attributes
increases by 4.3% with Ly &Laziom- While on the rest at-
tributes with more samples, the full model only has 0.9% ac-
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Method Top-1 Top-2 Top-3 | Top-1 Top-2 Top-3 aryY ‘ SUN
SymNet | 19.9 28.2 338 | 521 67.8 76.0 | 86.1 | 88.4
SymNet w/0 Lsym 18.3 27.5 33.4 51.1 67.0 76.0 | 65.7 | 84.0
SymNet w/0 Laziom 16.9 255 30.9 47.6 65.4 73.6 | 83.6 | 87.9
SymNet w/0 Liny 17.9 26.7 325 50.8 67.4 76.1 | 849 | 88.1
SymNet w/0 Leom 17.8 27.0 32.7 51.2 67.6 75.8 / /

SymNet w/o Leio 18.0 27.0 32.8 51.1 67.2 76.0 | 84.1 | 88.1
SymNet w/o Leis 10.3 189 259 28.7 51.2 65.2 | 813 | 78.0
SymNet w/o Liri 17.8 268 32,6 49.2 65.3 742 | 835 | 88.0
SymNet w/o / / / / / / 84.0 | 88.1
SymNet w/o / / / / / / 845 | 88.1
SymNet w/o L3V & L577 |/ / / / / /| 821 | ss1
SymNet w/0 Laym & Liri 17.7 27.0 33.0 50.1 66.1 75.6 | 63.1 | 85.3
SymNet w/0 Liri & Leis 10.5 194 26.7 28.6 51.4 65.6 | 80.1 | 70.9
SymNet w/0 Lsym & Leis 9.3 17.0 22.7 274 48.2 64.1 66.4 | 78.0
SymNet only Laym 94 169 225 | 204 389 535 | 734 | 710
SymNet only Leis, Liri 17.1 26.1 317 485 65.7 739 | 71.6 | 849

SymNet w/o attention

SymNet tanh attention 16.9 25.0 30.8 42.0 59.0 69.0 | 841 | 88.0

SymNet L; dist. 71 112 14.3 37.5 53.3 623 | 820 | 87.6
SymNet Cos dist. 113 20.7 28.5 18.7 41.1 60.0 | 82.6 | 86.6

TABLE 7: Ablation studies on CZSL and multi-attribute learning.

‘ 18.0 26.9 32.7 ‘ 48.5 65.0 75.6 ‘848‘ 88.2

curacy gain compared with the model with only L& L.
The reason may be that the RMD relying on symmetry and
dynamic embedding moving (Lsym&Laziom) is less reliant
on the training sample scale than canonical classification.

1-d) Noticeably, the difference of datasets and metrics
also exert an influence. That said, the effects of losses vary
on different datasets depending on the data scale, quality,
and distribution. For example, comparing the single- and
multi-attribute settings of SymNet, there is a significant
performance drop on aPY but a smaller one on SUN without
the multi-attribute (correlation) constraint. The reason is the
different levels of correlations in aPY and SUN, where aPY
is much stronger, as revealed in Fig.[5 It is also noticed that
training a SymNet without Ly, or Lsym &L leads to a
significant degradation for aPY, but a relatively minor drop
for the other three datasets.

1-e) Besides, in training, the utilization order of losses also
makes a difference. In generalized CZSL, if the model is
first trained with £.;,&L;,; and then finetuned with all four
losses, the performance is very close to our best model (Top-
1 AUC drops from 5.40 to 5.35). However, if the model is
first trained with Loziom&Lsym and then finetuned with
all losses, the Top-1 AUC considerably drops from 5.4 to 4.8
(relatively 11.1%). This phenomenon accords with the above
analysis that L, £4r; keeps the basic semantics of embed-
dings and Lgziom, Lsym further guarantee the rationality of
attribute transformations. The subsequent transformations
cannot be well learned without the well pre-positioned
object embeddings and semantic relationships.

(2) Attention: we conduct an ablation study on the atten-
tion module by removing the attention and only keep the
MLPs. The removal will degrade results on all benchmarks.
The model can learn the positions to modify on the object
embeddings when operating attribute transformations with
attention. We also evaluate different type of attention de-
signs, i.e., using activation function tanh(-) to convert the
attentions into range (—1, 1), but it performs worse than the
Sigmoid function. The reason maybe the range of activation
function (Sigmoid is (0, 1)) and the results show Sigmoid
activation is more suitable for the training.

(3) Distance Metrics: SymNet with other distance met-
rics including L; and cosine distances are evaluated, i.e.,
replacing all the distance computation in losses and RMD.
They all perform much worse than L,. With cosine dis-
tance, the accuracy severely drops since cosine distance only
measures the angle between embeddings and may not be
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enough for complex attribute transformations. Moreover,
training SymNet with L; is more difficult to converge, thus
performing poorly. With the same hyper-parameters, the
model with L; converges at 4,000 epochs, much slower than
the model with Ly (320 epochs). There are more spikes on
the L; loss curve, indicating its training instability.

For more please refer to the supplementary: comparisons
with AttrOperator [2] (Suppl Sec. 4.2) and COMP [3] (Suppl
Sec. 4.3), application details (Suppl Sec. 4.4), the relationship
between dataset and performance (Suppl Sec. 5).

5 CONCLUSION

In this work, we study the symmetry property of the
attribute-object compositions, which reveals profound prin-
ciples in composition transformations. To an object, if we
add an attribute that it already has, or erase one it does not
have, it would keep. We construct a framework inspired
by group theory to couple and decouple attribute-object
compositions to learn symmetry and use group axioms and
symmetry as the learning objectives. Moreover, we explore
the attribute correlation to improve attribute recognition
with the extended learning objectives with multi-attribute
constraints for a multi-attribute scenario. On attribute learn-
ing and CZSL tasks, our method achieves state-of-the-art
performances. In the future, we consider to study the trans-
formation with varying degrees, e.g.,, not-, half-, and
totally-peeled and apply SymNet to GAN.
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APPENDIX

This is a PAMI version of our CVPR"20 work SymNet [50].
The specific hyper-parameters in experiments are shown
in Tab.
Here, we detail the datasets and baselines adopted in the
experiments.

.1 Datasets

aPY [15] consists of two multi-attribute datasets, aPascal
and aYahoo, both with 64 attributes. aPascal has 6,340 train-
ing samples and 6,355 testing samples covering 20 objects.
aYahoo contains 2,644 images for testing, covering 12 objects
disjoint from aPascal. Following [37], [38], we train our
model on aPascal and test on aYahoo.

SUN [12] is a multi-attribute dataset, contains 14,340 im-
ages with 102 attributes and 717 objects. 10,320 and 4,020
images are used for training and testing respectively.
MIT-States [10] contains 63,440 images covering 245 objects
and 115 attributes. Each image is attached with one sin-
gle object-attribute composition label and there are 1,262
possible pairs in total. We follow the setting of [1] and use
1,262 pairs/34,562 images for training and 700 pairs/19,191
images as the test set.

UT-Zappos50K [11] is a fine-grained and single-attribute
dataset with 50,025 images of shoes annotated with shoe
type-material pairs. We follow the setting and split from [2],
using 83 object-attribute pairs /24,898 images as the train set
and 33 pairs/4,228 images for testing.
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.2 Baselines for Single-Attribute Learning and CZSL

Visual Product trains two simple classifiers for attributes
and objects independently and fuses the outputs by mul-
tiplying their margin probabilities: P(a,0) = P(a)P(o0).
The classifiers can be either linear SVMs [1] or single layer
softmax regression models [2].

LabelEmbed (LE) [1] combines the word vectors [16] of
attribute and object and uses 3-layer FCs to transform the
pair embedding into a transform matrix. The classification
score is the product of transform matrix and visual feature:

1) LabelEmbed Only Regression (LEOR) [1] changes
the target to minimize the Euclidean distance between
T (eq, ep) and the weight of pair SVM classifier wgp.

2) LabelEmbed With Regression (LE+R) [1] combines the
losses of LE and LEOR aforementioned.

3) LabelEmbed+ [2] embeds the attribute, object vectors,
and image features into a semantic space and also
optimizes the input representations during training.

AnalogousAttr [25] trains linear classifiers for seen com-
positions and uses tensor completion to generalize to the
unseen pairs. We report the reproduced results from [2].
Red Wine [1] uses SVM weights as the attribute or object
embeddings to replace the word vectors in LabelEmbed.
AttrOperator [2]] regards attributes as linear transformations
and object word vectors [16] after transformation as pair
embeddings. It takes the pair with the closest distance to
the image feature as the recognition result. Besides the top-
1 accuracy directly reported in [2]], we evaluate the top-2,
three accuracies with the open-sourced code.

TAFE-Net [5] uses word vectors [6] of attribute-object pair
as task embeddings of its meta learner. It generates a binary
classifier for each existing composition. We report the results
based on VGG-16, which is better and more complete than
the result based on ResNet-18.

GenModel [4] projects the visual features of images and
semantic language embeddings of pairs into a shared latent
space. The prediction is given by comparing the distance
between visual features and all candidate pair embeddings.
f-CLSWGAN [43] generates unseen class features via GAN
and train a classifier jointly with real and generated features.
TMN [33] adopts a set of FC-based modules and configure
them via a gating function in a task-driven way. It can
be generalized to unseen pairs via re-weighting primitive
modules.

Causal [42] proposes a causal view of CZSL and learns bet-
ter representations by disentangling the attribute and object
features according to the conditional independence prin-
ciple. The predictions are given according to the distance
between learned features and the attribute/object centers.

.3 Baselines for Multiple-Attribute Learning

ALE [35] embeds objects with category-level attributes. It
trains attribute classifiers with an objective to meet correct
object embedding. We report the score reproduced by [38].
HAP [36] constructs hyper-graph to learn the correlations of
semantic attributes. We report the result by [37].
UDICA/KDICA [37] regularizes the distributional variance
to achieve cross-domain attribute generalization. KDICA
integrates kernel alignment for a unified optimization. The
score on SUN [12] is reproduced by [38].
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Dataset MIT-States [10] MIT-States (generalized) [10] UT-Zappos [11] UT-Zappos (generalized) [11] aPY [15] SUN [12]
Learning rate 5e-4 3e-4 le-4 le-3 3e-3 5e-3
Batch size 512 512 256 512 128 128
Epoch 320 1000 600 290 177 95
A1 5e-2 2e-2 le-2 2e-2 5e-2 8e-3
A le-2 2e-2 3e-2 le-2 sle-3 le-3
A3 1 1 1 1 1 1
A4 le-2 le-2 5e-1 1-e2 5e-2 3e-1
As 3e-2 1 Se-1 1 1 5e-2
A6 / / / / 5e-2 6e-2
A7 / / / / 1 6e-1
Triplet margin 0.5 0.3 0.5 0.5 0.5 0.5

TABLE 8: Hyper-parameters on four benchmarks.
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Fig. 9: Image retrieval results. On MIT-States [10], UT-Zappos [11], SUN [12], aPY [15], and Visual Genome [26], the first row shows retrievals of

attributes and the second is retrievals of unseen attrlbute ob]ect palrs Spec1ally, the retrleval model in out-of-

domain . 2] mode is not trained on

Visual Genome. At last, we also show the retrievals after the attribute manipulation via SymNet.

UMF projects both image features and category labels
to a common latent space. Then it makes element-wise
multiplication and predicts attributes. We report the score
reproduced by [38].
AMF designs a multi-task deep neural network for
multiple attribute prediction. It uses an auxiliary network
to explore attribute relations further. We report the score
reproduced by [38].
FMT [40] automatically designs a neural network that
greedily makes branch and task-grouping decisions in each
layer. We report the score reproduced by [38].
GALM applies a tree-structured model. Its root node is
shared for all attributes, but leave nodes are independently
and automatically searched.

To qualitatively evaluate our method, we further report
the image retrieval results of SymNet. We follow the settings

of [2]]: 1) In-domain attributes or unseen compositions: we
train SymNet on MIT-States [10], UT-Zappos [11], SUN
and aPY respectively, and query the attributes or unseen
pairs upon the test set of each dataset. The results are dis-
played in Fig.[9|(a, b, ¢, d). 2) Out-of-domain retrieval: with
SymNet only trained on MIT-States, we conduct retrieval on
the large-scale Visual Genome with over 100K images,
which is non-overlapping with the train set of MIT-States.
The results are shown in Fig. [9fe).

Our model is capable of recognizing the images with
queried attributes and pairs in most cases. When query-
ing an attribute, it accurately retrieves images across var-
ious objects, e.g. for MIT-States, the top-5 retrievals of
attribute fresh vary among fresh-egg, fresh-milk
and fresh-flower, suggesting that our model has well
exploited the contextuality and compositionality of at-



AUCTop1 AUCTop-2 AUC Top-3 | Seen Acc. Unseen Acc. H-Mean

\
SymNet ‘ 54 11.6 16.6 ‘ 30.4 25.8 17.6
SymNet w/0 Lsym 4.0 9.2 14.0 24.2 244 154
SymNet W/0 Laziom 4.0 9.4 14.1 253 234 15.3
SymNet w/o L; 43 9.6 14.4 26.0 24.6 15.8
SymNet w/0 Leom 44 9.6 145 26.5 24.8 15.8
SymNet w/o Leio 42 9.9 14.8 25.9 24.3 155
SymNet w/o Leis 16 4.7 8.4 13.3 199 9.6
SymNet w/o Lii 3.9 9.7 14.7 25.8 235 15.6
SymNet w/0 Lsym & Liri 3.9 9.0 14.1 24.8 242 15.1
SymNet w/o Liri & Leis 1.6 47 82 127 19.3 9.5
SymNet w/0 Lsym & Leis 17 47 8.1 13.1 195 9.9
SymNet only Lsym 1.6 4.7 8.4 124 20.2 9.4
SymNet only Leis, Liri 3.7 9.0 135 25.0 232 15.0
SymNet w/o attention ‘ 39 9.1 138 ‘ 23.2 24.8 15.1
SymNet tanh attention 3.8 8.7 13.1 24.5 23.6 14.7
SymNet L, dist. ‘ 2.8 6.3 9.6 ‘ 22.9 17.8 129
SymNet Cos dist. 15 4.4 8.0 12.0 204 9.1

TABLE 9: Results of ablation studies in generalized CZSL set-
ting [33] on MIT-States [[10] validation set.

MIT-States
Top-1 Top-2 Top-3

‘ 19.9 28.2 33.8

UT-Zappos
Top-1 Top-2 Top-3
52.1 67.8 76.0
49.8 66.3 73.8
16.5 255 313 49.6 66.2 739

14.2 19.6 251 46.2 56.6 69.2
14.4 19.9 25.7 46.5 56.7 70.1

SymNet + SymNet losses (ours)
SymNet + AttrOperator losses
SymNet + Linear operator

17.0 26.0 31.7

AttrOperator + AttrOperator losses
AttrOperator + SymNet losses

TABLE 10: Cross comparison of SymNet and AttrOperator [2].

tributes. In out-of-domain retrieval, SymNet also shows its
robustness. Though it has never seen the images in Visual
Genome [26], SymNet generalizes well on the target domain
and returns correct retrievals, e.g. dark objects and unripe
lemon.

We further report the image retrieval results after
attribute manipulation. We first train SymNet on MIT-
States [10] or UT-Zappos [11], then use trained CoN and
DeCoN to manipulate the image embeddings. For an image
with pair label (a, 0), we remove the attribute a with DeCoN
and add an attribute b with CoN. Then we retrieve the
top-5 nearest neighbors of the manipulated embeddings.
This task is much more difficult than the normal attribute-
object retrieval [1], [2]], [33] because of the complex semantic
manipulation and recognition. The results are shown in
Fig. [0[f), where the images on the left are original ones and
the right ones are the nearest neighbors after manipulation.
SymNet is capable of retrieving a certain number of correct
samples among the top-5 nearest neighbors, especially in
a fine-grained dataset like UT-Zappos [11]], suggesting that
our model has well exploited the learned symmetry in
attribute transformation and learned the contextuality and
compositionality of attributes.

.4 Supplementary Ablation Studies

We further conduct more ablation studies under different
metrics on multi-dataset to fully evaluate our methods.
Precisely, we follow the metric of TMN [33] to conduct the
ablations similar to the Tab.7 of the main text. The results
are listed in supplementary Tab. [0} which can further verify
the effectiveness of the proposed components in SymNet.
For more analyses, please refer to Sec. 4.8 of the main text.

.5 Comparison to AttrOperator

Here, we compare SymNet and AttrOperator [2] since they
all see attribute change as transformation. However, the
design of SymNet is quite different from AttrOperator [2]
in many aspects.
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First, the operators in AttrOperator are applied on object
Glove [[16] embeddings to compose the anchor representations
of compositions for classification, while our CoN and De-
coN are applied on image representations and we use relative
moving distance for classification. Though both methods
regard attributes as manipulations in latent space, the usage
of manipulators, the definition of the latent space, the classi-
fication paradigm, and the corresponding constraint design
are quite different.

Second, as a consequence of different model designs, our
losses are naturally based on group axioms and Symmetry
property, while the losses of AttrOperator are designed
to conform with the linguistic meaning of attributes [2].
Among these losses, L5, Liny, Lcom Work similar and the
others are different. To evaluate the loss difference and effec-
tiveness, we conduct an ablation study of training SymNet
model with AttrOperator losses and training AttrOperator
model with SymNet losses. The results are shown in Tab.
Comparing to the original models, SymNet with AttrOper-
ator losses drops 2.9% top-1 accuracy, while AttrOperator
with SymNet losses instead achieves a slight improvement,
indicating our axiom and symmetry-based losses are more
complete and especially suitable to SymNet.

Third, we conduct an ablation study about represen-
tation power of linear model and CoN/DecoN, as show
in Tab. We implement CoN and DecoN in SymNet as
multiple independent linear matrices following [2]], which
leads to 3.4% accuracy drop. The experiments show that our
CoN and DecoN are more expressive.

.6 Orthogonal Constraint

Method | aPY | SUN
SymNet (multi) 86.1 | 88.4
SymNet (multi) + orthogonal | 85.9 | 88.4
SymNet (single) 822 | 88.1
SymNet (single) + orthogonal | 84.4 | 88.3

TABLE 11: Results of ablation studies of orthogonality con-
straint [3].

Different from the constraints in SymNet, COMP [3]
proposed a more straightforward method on multi-attribute
learning via orthogonal constraint. To compare their effec-
tiveness, we conduct an extra ablation study on regularizing
the orthogonality of attribute attentions generated by CoN
and DeCoN. Results are reported in Tab.

First, we directly apply the orthogonal loss into the
multi-attribute setting of SymNet (both the orthogonal loss
and our multi-attribute correlation loss are used). It has no
noticeable effect and leads to a small degrade on aPY [15].
The reason is that, in the multi-attribute setting of SymNet,
we treat each attribute pair concerning their prior attribute
correlation in Eq. 10 while orthogonality constraint forces
each attribute pair to be orthogonal fairly. Thus, in this
scenario, it may not be appropriate to replace the cus-
tomized attribute relationships with constant orthogonality,
e.g., metal and shiny are strongly correlated attributes that
affect objects similarly in transformation and should have
similar attribute attentions. Thus, attribute correlation is
sound side knowledge in multi-attribute learning.



Second, we apply orthogonal loss into the single-
attribute setting of SymNet (without the multi-attribute
correlation loss). It brings 2.2% and 0.2% performance
improvements on aPY [15] and SUN [12] respectively. In
this scenario, original attribute attentions are challenging
to be distinguished without any regularization. Therefore,
orthogonality constraint avoids the dense clusters of at-
tribute attentions and helps SymNet distinguish the dif-
ferent attributes” roles in coupling and decoupling. Thus,
it is a good way to classify multiple attributes without
attribute correlation. However, attribute correlation on aPY
is very strong, as revealed in Fig. 5 (main text), and there
is still a performance gap (1.7%, between 86.1% and 84.4%)
between orthogonal constraint and multi-attribute SymNet
constraints.

In conclusion, without the attribute correlation, orthogo-
nality constraint is a good alternative way to regularize mul-
tiple attributes for SymNet. However, it does not achieve the
effect of attribute correlation.

.7 Additional Details of Few-Shot Learning

To further verify that whether SymNet can help few-shot
recognition learn better representations, we conduct two
few-shot recognition experiments on CUB-200-2011 [29] and
SUNB397 [12] datasets with the same experimental protocol
to COMP [3].

CUB-200-2011 dataset [29] is proposed for finer-grained
classification of birds. It contains 11,788 images of 200 cate-
gories and is split into train and test sets evenly. CUB-200-
2011 originally collects 307 category-level attribute annota-
tions. In COMP [3]], 130 filtered attributes are utilized since
some rare attributes hurt the knowledge transfer in few-
shot recognition [3]]. Furthermore, the dataset is randomly
split into 100 bases and 100 novel categories. We follow
their setting here. SUN397 [12] is a scene recognition dataset
containing 108,754 images from 397 balanced categories. We
use category-level labels of 89 attributes aggregated and
filtered by COMP [3]. Moreover, the dataset is randomly
split into 197 bases and 200 novel categories.

SymNet is a feature extractor across object categories
guided by the group theory constraints. Its attribute trans-
formation feature is rich in attribute semantics and can be
used to strengthen the original object representation. Thus,
given SymNet trained on two dﬂasets respectively, we can

use the concatenation of f,, fo, fo as the enhanced attribute
representation to the downstream few-shot classification,
where f, is the original feature from ResNet backbone

and f;' , fo are the average CoN and DecoN transformed
features over all attributes respectively.

In the implementation, we build SymNet on the pre-
trained models from COMP [3] as backbones. We run in
the two settings from COMP [3], about whether to use
data augmentation in training classifier. They are marked
as COMP and COMP w/ data aug respectively in tables in
the main text. The default augmentation (indicated with w/
+ comp) in COMP [3] includes Random Resized Crop, Image
Jitter, Random Horizontal Flip. We use the base classes in
training and set Ay = 5e — 2,Ay = le — 3,A3 = 1, \y =
10,A5 = 1,6 = 5e¢ — 2, A7 = 1 and learning rate le — 3
on both two datasets. We train SymNet for 1,000 epochs
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with batch size 128 on CUB-200-2011 [29], but 500 epochs
with batch size 256 on SUN397 [12] since it is much larger.

After that, based on the concatenated features (f,, fo, fo )
from SymNet, we train a cosine classifier with learning rate
le-1 and batch size 1,000 in 1,2,5-shot settings. It runs for
100 iterations on CUB-200-2011 [29] and 200 iterations on
SUN397 [12].

The results on CUB-200-2011 [29] and SUN397 [12] are
listed in Tab. 6 (main text) and Tab. Enhanced with
SymNet, the COMP [3] baseline gains stable performance
improvements on the novel and all categories.

Novel All
Method ‘ 1-shot 2-shot 5-shot | 1-shot 2-shot 5-shot
COMP |3] 43.4 54.5 65.9 54.9 60.4 66.3
COMP - SymNet 43.6 54.9 66.1 55.5 61.3 67.2

TABLE 12: Supplementary results of few-shot recognition on
SUN397 [12].

Analysis of Single-attribute Dataset. Comparatively, accu-
racy on MIT-States [10] is much lower than UT-Zappos [11]
as MIT-States has many more objects and attribute cate-
gories and suffers from noisy samples and data insuffi-
ciency. Besides, the synonyms and near-synonyms in at-
tributes significantly affect the results. For example, SymNet
recognizes 20.4% samples with attribute ancient as old,
while the visual properties of these two attributes can barely
be distinguished. These results are correct from the human
perspective but mistaken according to the benchmark. To
explore this phenomenon on MIT-States, we manually select
13 sets of near-synonyms from MIT-Statesﬂ which are cho-
sen according to the similarity in both linguistic meanings
and visual patterns. We then regard the attributes within
each set as equal, i.e., predicting the near-synonym is also
considered correct. On this new benchmark, our model
achieves a 3.03% improvement on attribute accuracy and
a 0.66% improvement on CZSL accuracy. We also apply
this strategy to AttrOperator [2], obtain an improvement of
2.25% on attribute recognition and 0.28% on CZSL recog-
nition. Comparing to AttrOperator, our model suffers more
from the synonym problem.

Analysis of Multi-attribute Dataset. As shown in Fig. 5 of
the main text, aPY [15] have stronger overall attribute corre-
lations than SUN [12]. Thus, the ablation study verifies that
the contribution of the correlation information in learning is
more significant on aPY than SUN. Since images in aPY may
have multiple objects, conventional methods that directly
crop and resize each instance suffer from noisy boxes and
data insufficiency. Statistically, each instance in aPY occupies
25.1% of the image. And instances in the same image are
usually of the same category. Therefore, learning from the
context may contribute to a better object representation. For
aPY, our model with feature extracted by ROI-pooling [8]
performs much better than the direct cropping.

1. {cracked, shattered, splintered}; {chipped, cut}; {dirty, grimy};
{eroded, weathered}; {huge, large}; {melted, molten}; {ancient, old};
{crushed, pureed, mashed}; {ripped, torn}; {crinkled, crumpled, ruf-
fled, wrinkled}; {small, tiny; damp, wet}
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