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Abstract—Drones, or general UAVs, equipped with cameras have been fast deployed with a wide range of applications, including
agriculture, aerial photography, and surveillance. Consequently, automatic understanding of visual data collected from drones becomes
highly demanding, bringing computer vision and drones more and more closely. To promote and track the developments of object
detection and tracking algorithms, we have organized three challenge workshops in conjunction with ECCV 2018, ICCV 2019 and
ECCV 2020, attracting more than 100 teams around the world. We provide a large-scale drone captured dataset, VisDrone, which
includes four tracks, i.e., (1) image object detection, (2) video object detection, (3) single object tracking, and (4) multi-object tracking.
In this paper, we first present a thorough review of object detection and tracking datasets and benchmarks, and discuss the challenges
of collecting large-scale drone-based object detection and tracking datasets with fully manual annotations. After that, we describe our

https://github.com/VisDrone/VisDrone-Dataset.

VisDrone dataset, which is captured over various urban/suburban areas of 14 different cities across China from North to South. Being
the largest such dataset ever published, VisDrone enables extensive evaluation and investigation of visual analysis algorithms for the
drone platform. We provide a detailed analysis of the current state of the field of large-scale object detection and tracking on drones,
and conclude the challenge as well as propose future directions. We expect the benchmark largely boost the research and
development in video analysis on drone platforms. All the datasets and experimental results can be downloaded from

Index Terms—Drone, benchmark, image object detection, video object detection, single object tracking, multi-object tracking.

INTRODUCTION
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RONES (or UAVs) equipped with cameras are receiving
a lot of attention in recent years. The commercial
rone market report [1] describes that the global commercial
(\Grone market size will reach 501.4 billion by 2028, with
—» compound annual growth rate of 57.5% from 2021 to
28. Equipped with embedded devices, drones are able
analyze the captured data and spawn a variety of new
plication scenarios, e.g.,

'S

O « Agriculture. Drones can provide valuable insights to
| help farmers or ranchers optimize agriculture opera-
tions, monitor crop growth and keep herds safe, etc.
Aerial photography. Drones are used to extract aerial
photography images instead of expensive cranes and
helicopters.

Shipping and delivery. Drones can efficiently send
packages such as medical supplies, food, or other goods
to the designated places.

Security and surveillance. Drones can provide real-
time visibility into security threats and emergency situ-
ations by monitoring large regions.
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e Search and rescue. Drones are useful to help search
missing persons, fugitives, or rescue survivors and drop
supplies in difficult terrains and harsh conditions.

Consequently, automatic understanding of visual data
collected from drones become highly demanding, which
brings computer vision to drones more and more closely. As
two fundamental problems in computer vision, object detec-
tion and object tracking are under extensive investigation.
However, although the great progress has been made in
various application scenarios such as Internet and security
surveillance, they are not usually optimal for dealing with
drone captured sequences or images. Notably, comparing
to existing datasets in computer vision field, the drone-
captured video sequences bring several new challenges,
described as follows.

o Viewpoint variations: comparing to surveillance cameras
with fixed viewpoints, drone-equipped cameras moni-
tor the objects in arbitrary viewpoints [2].

e Scale variations: drone-equipped cameras monitor the
objects at different altitudes, resulting in large varia-
tions of scales of objects [3].

o Motion blur: videos are generally recorded by the drone-
equipped cameras in the moving process, bringing in
considerable motion blurs of the recorded videos [4].

Thus, it is necessary to develop and evaluate new vision
algorithms for drone captured visual data. However, as
pointed out in [2], [5], studies toward this goal are seriously
limited by the lack of publicly available large-scale bench-
marks or datasets. Some recent efforts [2], [5], [6] have been
devoted to construct datasets captured by drones focusing
on object detection or tracking. These datasets are still
limited in size and scenarios covered, due to the difficulties
in data collection and annotation. Thorough evaluations of
existing or newly developed algorithms remain an open
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problem. A more general and comprehensive benchmark
is desired for further boosting video analysis research on
drone platforms.

Thus motivated, we have organized three challenge
workshops in conjunction with European Conference on
Computer Vision (ECCV) 2018 [7], [8], [9], IEEE Interna-
tional Conference on Computer Vision (ICCV) 2019 [10],
[11], [12], [13], and European Conference on Computer
Vision (ECCV) 2020 [14], [15], [16], attracting more than 100
research teams around the world. The challenge focuses on
object detection and tracking with four tracks.

o Image object detection track (DET). Given a pre-defined
set of object classes, e.g., cars and pedestrians, the
algorithm is required to detect objects of these classes
from individual images taken by drones.

e Video object detection track (VID). Similar to DET, the
algorithm is required to detect objects of predefined
object classes from videos taken by drones.

o Single object tracking track (SOT). The goal of the track
is to estimate the state of a target, indicated in the first
frame, across frames in an online manner.

o Multi-object tracking track (MOT). This track aims to lo-
calize object instances in each video frame and recover
their trajectories in video sequences.

Notably, in the workshop challenges, we provide a large-

scale dataset, which consists of 263 video clips with 179, 264
frames and 10,209 static images. The data is recorded
by various drone-mounted cameras, diverse in many as-
pects including location (taken from 14 different cities in
China), environment (urban and rural regions), objects (e.g.,
pedestrian, vehicles, and bicycles), and density (sparse and
crowded scenes). We select 10 categories of objects of fre-
quent interests in drone applications, such as pedestrians and
cars. Altogether we carefully annotate more than 2.5 million
bounding boxes of object instances from these categories.
Moreover, some important attributes including visibility of
the scenes, object category and occlusion, are provided for
better data usage. The detailed comparison of the provided
drone datasets with other related datasets in object detection
and tracking are presented in Table 1.
Scope of this paper. This paper summarizes the VisDrone-
Challenges organized from 2018 to 2020, which is extended
from the challenge summary papers [7], [8], [9], [10], [11],
[12], [13], [14], [15], [16]. Note that the previous summary
papers just briefly introduce the VisDrone dataset, enu-
merate the submitted methods, and report the evaluation
results. In contrast, this paper focuses on analyzing various
representative object detection and tracking algorithms thor-
oughly. Specifically, we discuss and analyze the advantages
and disadvantages of the submitted methods in terms of
model design and training strategies. After that, we advo-
cate several future research directions of object detection
and tracking on drone-captured videos. We expect such
comprehensive review and analysis to largely boost the
research and development in video analysis on drones. In
summary, the focus of this paper is twofold, i.e.,

e A new large-scale benchmark captured by drone-
equipped cameras is proposed for DET, VID, SOT and
MOT, which provides a comprehensive evaluation plat-
form for object detection and tracking.
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o We discuss the technical trend based on the state-of-
the-art methods and forecast several potential research
directions in this field.

2 RELATED WORK
2.1 Surveys and Related Challenges

Several survey papers are presented to discuss different top-
ics in computer vision, such as generic object detection [37],
single object tracking [38], and multi-object tracking [39].
Liu et al. [37] summarize more than 300 papers on generic
object detection in terms of the detection framework, object
feature extraction, object proposal generation, context mod-
eling, training strategies, etc. In [38], the advantages and
disadvantages of recent deep learning based trackers are
investigated. Ciaparrone et al. [39] identify four main steps
in multi-object tracking algorithms and present an in-depth
review of the deep learning algorithms employed in each
stage. In contrast to previous surveys solely focusing on
generic object detection or tracking, we review and analyze
the algorithms for object detection and tracking on drone-
captured videos, which is useful to provide researchers a
reference and guidance for algorithm design.

In recent years, several challenges are organized to pro-
mote the developments of algorithms in object detection and
tracking. The international workshop on computer vision
for UAVs! focuses on hardware, software and algorithmic
(co-)optimizations towards the state-of-the-art image pro-
cessing strategies on UAVs. Similarly, the Lower Power
Object Detection Challenge [40] focuses on designing and
implementing efficient object detection methods for UAVs.
The VOT workshop? provides the tracking community with
a precisely defined and repeatable way to compare short-
term trackers as well as provides a common platform for
discussing the evaluation and advancements made in the
field of single-object tracking. The BMTT and BMTT-PETS
workshops® aims to pave the way for a unified frame-
work towards more meaningful evaluation of multi-object
tracking. The Tiny Object Detection challenge* opens an
interesting but challenging task, i.e., tiny person detection in
unconstrained environments. Different from the aforemen-
tioned challenges and workshops, our workshop challenge
aims to promote the developments of object detection and
tracking on drone-captured videos, formed by four tracks,
i.e., DET, VID, SOT, and MOT.

2.2 Object Detection and Tracking Datasets

Image object detection datasets. There are several image
object detection datasets [19], [34], [41], [42] constructed to
promote the developments in related fields. PASCAL VOC
[42] is one of the most popular benchmarks in generic object
detection including 20 classes, e.g., person, aeroplane, car and
tvmonitor. Recently, MS COCO [19] with 80 common object
categories in real life, becomes the mainstream benchmark
for object detection. It is more challenging than PASCAL

1. https:/ /sites.google.com /site /uavision2018/.
2. http:/ /www.votchallenge.net/.

3. https:/ /motchallenge.net/.

4. https:/ /rlg-tod.github.io/index.html.
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TABLE 1: Comparison of the existing benchmarks and datasets. Note that, the resolution indicates the maximum resolution
of videos/images included in the benchmarks and datasets. (1k = 1, 000)

scenario

resolution

Image object detection #images categories avg. #labels/categories occlusion labels year
PASCAL VOC2012 [17] life 22.5k 20 1,373 469 x 387 N4 2012
ImageNet Object Detection [18] life 456.2k 200 2,007 482 x 415 Vv 2013
MS COCO [19] life 328.0k 91 27.5k 640 x 640 2014
COWC [20] aerial 32.7k 1 32.7k 2048 x 2048 2016
CARPK [5] drone 1,448 1 89.8k 1280 x 720 2017
DOTA [21] aerial 2, 806 15 12.6k 12029 x 5014 2018
MOR-UAV [22] drone 10,948 2 44.9k 1920 x 1080 2020
VisDrone drone 10, 209 10 54.2k 2000 x 1500 v 2018
Video object detection scenario #frames categories avg. #labels/categories resolution occlusion labels year
ImageNet Video Detection [18] life 2017.6k 30 66.8k 1280 x 1080 VA 2015
UA-DETRAC Detection [23] surveillance 140.1k 4 302.5k 960 x 540 Vv 2015
MOT17Det [24] life 11.2k 1 392.8k 1920 x 1080 Vv 2017
Okutama-Action [25] drone 77.4k 1 422.1k 3840 x 2160 2017
UAVDT-DET [4] drone 40.7k 3 267.6k 1080 x 540 Vv 2018
DroneSUREF [3] drone 411.5k 1 786.8k 1280 x 720 2019
VisDrone drone 40.0k 10 183.3k 3840 x 2160 v 2018

Single object tracking scenarios #sequences #frames year

OTB100 [26] life 100 59.0k 2015

VOT2016 [27] life 60 21.5k 2016

UAV123 [2] drone 123 110k 2016

DTB70 [28] drone 70 15.8k 2017

UAVDT-SOT [4] drone 50 37.2k 2018

GOT-10k [29] life 10.0k 1500.0k 2018

TrackingNet [30] life 30.6k 1443.1k 2018

MDOT [31] drone 373 259.8k 2020

LaSOT [32] life 1.55k 3870.0k 2021

Anti-UAV [33] drone 318 585.9k 2021

VisDrone drone 167 139.3k 2018
Multi-object tracking scenario #frames categories avg. #labels/categories resolution occlusion labels year
KITTI Tracking [34] driving 19.1k 5 19.0k 1392 x 512 Vv 2013
MOTI15 [24] surveillance 11.3k 1 101.3k 1920 x 1080 2015
UA-DETRAC Tracking [23] surveillance 140.1k 4 302.5k 960 x 540 Vv 2015
DukeMTMC [35] surveillance 2852.2k 1 4077.1k 1920 x 1080 2016
Campus [6] drone 929.5k 6 1769.4k 1417 x 2019 2016
MOT17 [24] surveillance 11.2k 1 392.8k 1920 x 1080 2017
UAVDT-MOT [4] drone 40.7k 3 267.6k 1080 x 540 N4 2018
TAO [36] life 2674.4k 833 0.4k 1280 x 720 2020
VisDrone drone 40.0k 10 183.3k 3840 x 2160 v 2018

VOC [42] due to several factors such as scale variations of
objects, clutter background and heavy occlusion.

Video object detection datasets. To advance the develop-
ment of object detection in videos, ILSVRC [18] selects 30
categories of real-life objects for video object detection. The
YouTube-Objects dataset [43] is another large-scale dataset
collected from YouTube, which is formed by 9 ~ 24 anno-
tated videos in 10 categories. Meanwhile, Wen et al. [23],
[44], [45] collect the UA-DETRAC dataset in traffic scenarios
for vehicle detection. The MOTChallenge team constructs
the MOT17Det [24] and MOT20Det [46] benchmarks for
pedestrian detection.

Single object tracking datasets. Various datasets [26], [27],
[47], [48], [49], [50], [51], [52], [53] are collected to facilitate
the training and testing of single object tracking methods.
Among them, OTB [26] is the precursor benchmark dataset
designed to fairly evaluate the single object trackers. After
that, VOT [27], [51], [52] becomes another popular bench-
mark for SOT evaluation, which includes rotated bounding
box and visual attributes annotations in each frame. To
evaluate the tracking accuracy of deformable objects, Du et
al. [53] propose the Deform-SOT dataset with 50 sequences
in unconstrained environments.

To facilitate data-driven deep learning methods, more
large-scale visual tracking datasets have been proposed in
recent three years. GOT-10k [29] is collected by 563 classes
of moving objects and 87 classes of motion to cover as many

real-world scenarios as possible. Moreover, TrackingNet [30]
includes more than 30K videos and more that 14 million
bounding box annotations to cover a wide selection of object
classes in broad and diverse context. The LaSOT [32] dataset
provides a dedicated platform for training deep trackers and
evaluating long-term tracking performance, to address the
problems of small-scale, lack of high-quality dense annota-
tions, short-term tracking, and category bias.

Multi-object tracking datasets. Several multi-object track-
ing datasets are constructed to evaluate the MOT methods,
including KITTI [34], MOTChallenge [24], and UA-DETRAC
[23], [44], [45]. KITTI [34] is designed for autonomous driv-
ing scenarios. The MOTChallenge team establishes a unified
platform to evaluate the multi-pedestrian tracking methods,
including the MOT15 [24] and MOT16 [24] datasets. The
UA-DETRAC dataset [23], [44], [45] is collected in traffic
scenarios for multi-vehicle tracking. Recently, TAO [36]
features 2,907 HD videos in diverse environments, which
is significantly larger, longer, and more diverse than the
previous proposed datasets.

2.3 Drone-based Datasets

Besides the aforementioned object detection and tracking
datasets, various drone-captured datasets are proposed in
recent years for object detection [3], [5], [21], [22], [25],
tracking [2], [4], [6], [28], [54], and semantic segmentation
[55].



Fig. 1: Annotated example images in the proposed datasets. The dashed bounding box indicates the object is occluded.
Different colors indicate different classes of objects. For better visualization, only a few attributes are displayed.

Hsieh et al. [5] is the first aerial dataset for car counting
in parking lot scenarios. After that, Xia et al. [21] propose
a large-scale dataset in aerial images collected by different
sensors and platforms to advance object detection research
in earth vision. Barekatain ef al. [25] develop the Okutama-
Action dataset for concurrent human action detection, in-
cluding 43 minute-long fully-annotated sequences with 12
action classes. Recently, MOR-UAV [22] proposes a large-
scale video dataset for the moving object recognition task,
i.e., localizing and classifying the moving objects simultane-
ously in video frames.

Meanwhile, the UAV123 dataset [2] is collected for single
object tracking, captured by drones at low-altitude aerial
perspectives. Li and Yeung [28] collect 70 video sequences of
high diversity by drone-equipped cameras for single object
tracking evaluation. Robicquet et al. [6] collect several video
sequences using drone-equipped cameras in campuses, in-
cluding various types of objects, (i.e., pedestrians, bikes,
skateboarders, cars, buses, and golf carts). Du et al. [4],
[54] also construct a UAV benchmark for three tasks, i.e.,
object detection, single object tracking, and multiple object
tracking. Besides, the Semantic Drone dataset® focuses on
semantic understanding of urban scenes from bird view,
including 400 images for training and 200 images for testing
with the resolution of 6000 x 4000. Similarly, the UAVid
dataset [55] is also a UAV dataset for semantic segmentation,
including 30 video sequences in slanted views.

In contrast to the aforementioned datasets captured in
limited scenarios, our VisDrone dataset is collected in var-
ious urban scenes, focusing on real world problems with
new challenges, e.g., large scale and viewpoint variations,
and heavy occlusions.

3 VISDRONE OVERVIEW

A critical basis for effective algorithm evaluation is a com-
prehensive dataset. For this purpose, in VisDrone, we sys-
tematically collect the largest dataset to advance the object

5. http://dronedataset.icg.tugraz.at/

detection and tracking research on drones to date. It consists
of 263 video clips with 179,264 frames and additional
10,209 static images. The videos/images are acquired by
various drone platforms, i.e., DJI Mavic, Phantom series
(3, 3A, 3SE, 3D, 4, 4A, 4P), including different scenarios
across 14 different cites in China, i.e., Tianjin, Hongkong,
Dagqing, Ganzhou, Guangzhou, Jincang, Liuzhou, Nanjing,
Shaoxing, Shenyang, Nanyang, Zhangjiakou, Suzhou and
Xuzhou. The dataset covers various weather and lighting
conditions, representing diverse scenarios in our daily life.
The maximal resolutions of video clips and static images are
3840 x 2160 and 2000 x 1500, respectively.

The VisDrone benchmark focuses on the following four
tasks (see Fig. 1), i.e., DET, VID, SOT and MOT. We construct
a website:

http:/ /www.aiskyeye.com/

for accessing the VisDrone dataset and perform evalua-
tion of those four tasks. Notably, for each task, the im-
ages/videos in the training, validation, and testing
subsets are captured at different locations, but share similar
scenarios and attributes. The training subset is used to
train the algorithms, the validation subset is used to val-
idate the performance of algorithms, the test-challenge
subset is used for workshop competition, and the test-dev
subset is used as the default test set for public evaluation.
We manually annotate the bounding boxes of different cat-
egories of objects in each image or frame. After that, cross-
checking is conducted to ensure annotation quality. The
annotated ground-truths for training and validation
subsets are made available to participants, but the ground-
truths of the testing subset are reserved in order to avoid
(over)fitting of algorithms.

To participate our challenge, research teams are required
to create their own accounts using email addresses. After
registration, participants can choose the tasks of interest,
and submit the results specifying locations or trajectories of
objects in the images or videos using the corresponding ac-
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counts. The participants are encouraged to use the provided
training data, but additional training data is allowable after
declaration in submission. In the following subsections, we
describe the data statistics and annotation of the datasets for
each track in detail.

4 DET TRACK

The DET track tackles the problem of localizing multiple
object categories in the image. For each image, algorithms
are required to predict the bounding boxes of all the object
instances of predefined object categories, with a real-valued
confidence.

4.1 Data Collection and Annotation

The DET dataset consists of 10,209 images in uncon-
strained challenging scenes, including 6,471 images in the
training subset, 548 in the validation subset, 1,580 in
the test-challenge subset, and 1,610 in the test-dev
subset. We plot the number of objects in different object cat-
egories with different occlusion degrees in Fig. 2. Notably,
the class imbalance issue significantly affect the detection
performance. For example, the number of the awning-tricycle
instances is more than 40x less than the car instances.

In this track, we mainly focus on people and vehicles
in daily life and define ten object categories, including
pedestrian, person6, car, van, bus, truck, motor, bicycle, awning-
tricycle, and tricycle. Some rarely occurring vehicles are ig-
nored, e.g., machineshop truck, forklift truck, and tanker. We
also provide two attributes of each annotated bounding box
to analyze the algorithms thoroughly, i.e., the occlusion and
truncation ratios. Specifically, occlusion ratio @ denotes the
fraction of objects being occluded by other objects or back-
ground, including no occlusion (§ = 0%), partial occlusion
(6 € (0%,50%)), and heavy occlusion (6 € (50%, 100%]).
Truncation ratio denotes the degree of object parts appear-
ing outside a frame when the object is captured near the
frame boundary. It is estimated based on the region outside
the frame by human. If the truncation ratio is larger than
50%, the instance is not considered in evaluation.

4.2 Evaluation Protocol

Similar to the metrics in MS COCO [19], the performance of
algorithms is evaluated by the average precision (AP) across
different object categories and intersection over union (IoU)
thresholds. Specifically, AP is computed by averaging over
all 10 IoU thresholds, i.e., in the range [0.50 : 0.95] with
uniform step size 0.05 of all categories. APsy and APzs
are computed at the single IoU thresholds 0.5 and 0.75
respectively. Besides, the ARl, ARlo, ARloo, and AR500
scores are the maximum recalls given 1, 10, 100 and 500
detections per image. Please refer to [19] for more details.

4.3 Review of Image Object Detection Methods

Deep convolutional network dominates the object detection
field in recent years, such as Faster R-CNN [56], Mask R-
CNN [57], Cascade R-CNN [58], YOLOv3 [59], and Cen-
terNet [60]. We briefly summarize some popular detection

6. If a human maintains standing pose or walking, we classify it as
pedestrian; otherwise, it is classified as a person.
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methods used in the submissions of the VisDrone work-
shops, which are roughly grouped into two categories, i.e.,
anchor-based methods and anchor-free methods. In addi-
tion, we also introduce some representative object detection
methods for beginners to get started in this domain.

Anchor-based methods predict a bounding box location
and a category label for each instance in an image relying
on anchor boxes’. It can divided into two categories, i.e.,
the two-stage approach, including [56], [58], [61], and the
one-stage approach, including [59], [62], [63], [64]. The two-
stage approach generally consists of two modules. The first
module is designed to generate a sparse set of object propos-
als and the second module is used to predict the accurate
object regions and the corresponding category labels. The
representative two-stage methods are described as follows.

o Faster R-CNN [56] is formed by the region proposal
network (RPN) to first select the candidate bounding
boxes of objects and Fast R-CNN [65] to further gener-
ate the accurate object regions and class labels.

o FPN [61] uses feature pyramids to build multi-scale
feature maps to improve the detection accuracy.

o Light-RCNN [66] relies on the thin base feature map
and cheap R-CNN subnet formed by a pooling and
fully-connected layers to construct high efficient detec-
tor heads.

o Cascade R-CNN [58] designs the cascade architecture
with a sequence of detection heads trained with the
increasing IoU thresholds, to be sequentially more se-
lective against close false positives.

In contrast to the two-stage approach, the one-stage
approach directly predicts objects by sampling over regular
and dense locations, scales and aspect ratios, instead of us-
ing the time-consuming region proposal generation module.
The representative methods are presented as follows.

e YOLOV3 [59] is improved from YOLO9000 [67] by mak-
ing a bunch of design changes, such as designing the
predictions across scales and using the feature extractor
Darknet-53. After that, several YOLO successors [68],
[69] further improve the detection accuracy using a bag
of tricks.

e SSD [62] directly predicts the locations and scales of
objects in different scales of feature maps based on a set
of preset anchor boxes.

o RetinaNet [63] designs the focal loss to address the
class imbalance issue by reshaping the standard cross
entropy loss, i.e., down-weights the loss assigned to the
well-classified examples.

e RefineDet [64] uses the anchor refinement module to
filter out negative anchors and coarsely adjust positive
anchors. Then the object detection module is introduced
to take the refined anchors as the input to further
regress object locations and sizes and predict multi-
class labels. It performs better than the two-stage meth-
ods and maintains comparable efficiency of one-stage
methods.

Anchor-free methods rely on points to predict the ob-
jects instead of anchor boxes, such as corner points, center

7. Anchor boxes are a set of pre-defined bounding boxes with various
scales and aspect ratios, which are used for predicting the locations and
sizes of object instances.
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Fig. 2: The number of objects with different occlusion degrees of different object categories in the subsets of the DET track.

points, and keypoints, which solves the two limitations of
the anchor-based methods, i.e., (1) the hand-crafted anchor
boxes with predefined scales and aspect ratios are sensitive
to specific dataset, and (2) densely placed anchor boxes
bring huge computational cost and memory requirements.
There are two anchor-free methods widely used in the chal-
lenges. That is, Duan et al. [70] design the CornerNet, which
use the center, the top-left corner and the bottom-right
corner of bounding boxes to detect each object as a triplet,
improving both precision and recall. Another method is
CenterNet [60], which models the object as a single point,
i.e., the center point of its bounding box, and regresses other
properties, such as object size, dimension, orientation, and
pose, directly from image features at the center location.
Meanwhile, FSAF [71] attaches the anchor-free branch
to each level of the feature pyramid based on anchor-
based detectors [63], allowing box encoding and decod-
ing in the anchor-free manner at an arbitrary level. FCOS
[72] attempts to avoid all computational cost and hyper-
parameters regarding to anchor boxes and solves the object
detection in the per-pixel prediction fashion, with low com-
plexity. RepPoints [73] represents objects as a set of sample
points critical for both localization and recognition. After
that, RepPoints v2 [74] enhances the original regression-
based RepPoints by integrating the verification task for
better performance.
Other strategies. Besides, there are several other strategies
designed to further improve the object detection accuracy.

o Ensemble learning combines the predictions of mul-
tiple aforementioned models (e.g., Faster R-CNN [56],
Cascade R-CNN [58], YOLOv3 [59]) to reduce the
variance of predictions and improve the performance.
Besides, fusing different backbone networks® is another
alternative. For example, CBNet [75] assembles multi-
ple identical backbones to construct a more powerful
backbone by composite connections between the adja-
cent backbones.

o Feature extraction. Appearance plays a critical role
in object detection. Researchers rack their brains to
design different networks to exploit discriminative fea-
tures to improve the performance. Inspired by FPN
[61], Libra R-CNN [76] strengthens multi-level features
using the same deeply integrated balanced semantic
features. HRNet [77] connects the convolution layers
from high to low resolutions in parallel to generate

8. The backbone network denotes the feature extracting network,
which is used to extract the features of the input images or videos.

discriminative high-resolution representations. DetNet
[78] introduces extra stages into traditional backbone
networks, while maintains high spatial resolution in
deeper layers. DetectoRS [79] develops recursive fea-
ture pyramid at macro levels to exploit extra feedback
connections from FPN into the bottom-up backbone
layers, and switchable atrous convolution at micro lev-
els to convolve the features with different atrous rates.
Notably, other effective modules are also introduced
to further enhance the feature representations, such as
spatial group-wise enhance [80], global context [81], de-
formable convolution [82], squeeze-and-excitation [83],
and CARAFE [84].

o Anchor box is important for the anchor-based object
detectors. Guided anchor [85] predicts the locations and
shapes of anchor boxes by leveraging semantic features
to guide the anchor box design. ATSS [86] and PAA
[87] automatically select positive and negative anchor
box samples according to the statistical characteristics
of objects and the probability distributions of anchors
respectively.

o Multi-scale training is an effective way to improve the
detection accuracy. To accelerate multi-scale training,
SNIPER [88] samples chips from multiple scales of the
image pyramid in the training stage, conditioned on
the image content. Since the detector is trained with the
clips of 512 x 512 dimensions, it can reap the benefits of
a large batch size and be trained with the batch normal-
ization layers on a single GPU. Meanwhile, YOLOv4
[68] develops the Mosaic data augmentation to mix 4
training images and allows detection of objects outside
their normal context, which significantly reduces the
need of large mini-batch size.

o Segmentation branch provides more accurate feature
representations with strong semantic cue for object
detection. Several methods such as Mask R-CNN [57],
DeepLab [89] and DES [90] introduce the segmentation
branch to predict the masks in parallel with the local-
izations and sizes of objects to improve the accuracy.

o Region search strategy demonstrates promising results
in handling objects with small scales. To improve per-
formance in cluster regions, several approaches such as
ClusDet [91] and AutoFocus [92] propose to segment
the local regions for better detection of small objects.

4.4 Results and Analysis
Results on the test-challenge set. Top 10 object detec-



TABLE 2: Comparison results (i.e., percentage of AP scores)

of the algorithms on the VisDrone-DET dataset.

[ Method

| Representative Model

[ AP_AP5q AP75[AR; ARjg ARjgq AR500]

VisDrone-2018 challenge:

HAL-Retina-Net RetinaNet [63] 31.88 46.18 3212 | 097 750 3443 90.63
DPNet Faster R-CNN [56] 3092 5462 3117 | 1.05 8.00 36.80 50.48
DE-FPN FPN [61] 2710 4872 2658 | 0.90 6.97 33.58 40.57
CFE-SSDv2 SSD [62] 2648 4730 26.08 | 1.16 8.76 33.85 38.94
RD%MS RefineDet [64] 2268 4485 2024 | 1.55 745 29.63 38.59
L-H RCNN+ Light-RCNN [66] 21.34 4028 2042 | 1.08 7.81 28.56 3541
Faster R-CNN2 Faster R-CNN [56] 21.34 4018 2031 | 1.36 747 28.86 3797
RefineDet+ RefineDet [64] 21.07 4098 19.65 | 0.78  6.87 28.25 35.58
DDFPN FPN [61] 21.05 4239 1870 | 0.60 5.67 28.73 36.41
YOLOv3_DP YOLOVS3 [59] 20.03 44.09 1577 | 0.72  6.18 26.53 33.27
VisDrone-2019 challenge:
DPNet-ensemble Cascade R-CNN [58] 29.62 54.00 28.70 [ 0.58 3.69 17.10 42.37
RRNet Zhou et al.’s CenterNet [60] | 29.13 55.82 27.23 | 1.02  8.50 35.19 46.05
ACM-OD FPN [61] 29.13 5407 27.38 | 032 148 9.46 44.53
S+D Cascade R-CNN [58] 2859 5097 2829 | 050 3.38 15.95 4272
BetterFPN FPN [61] 28.55 53.63 26.68 | 0.86 7.56 33.81 44.02
HRDet+ HRDet [77] 28.39 5453 26.06 | 0.11 094 12.95 43.34
CN-DhVaSa Zhou et al.’s CenterNet [60] | 27.83 50.73 26.77 | 0.00 0.18 7.78 46.81
SGE-cascade R-CNN Cascade R-CNN [58] 27.33 4956 26.55 | 048 3.19 11.01 45.23
EHR-RetinaNet RetinaNet [63] 2646 4834 2538 | 0.87 7.87  32.06 38.42
CNAnet Cascade R-CNN [58] 2635 4798 2545 | 094 7.69 32.98 42.28
VisDrone-2020 challenge:

DroneEye2020 Cascade R-CNN [58] 34.57 5821 3574 [ 028 192 6.93 52.37
TAUN ATSS [86] 3454 5942 3497 | 0.14 072 1281 49.80
CDNet Cascade R-CNN [58] 3419 5752 3513 | 0.80 812 39.39 52.62

CascadeAdapt Cascade R-CNN [58] 3416 5842 3450 | 0.84 817 39.96 47.86

HR-Cascade++ Cascade R-CNN [58] 3247 5506 33.34 | 094 7.81 37.93 50.65

MSC-CenterNet Zhou et al.’s CenterNet [60] | 31.13 5413 3141 | 027 1.85 6.12 50.48
CenterNet+ Zhou et al.’s CenterNet [60] | 30.94 52.82 31.13 | 027 1.84 5.67 50.93
ASNet ATSS [86] 29.57 5225 29.37 | 025 1.69 6.46 46.01
CN-FaDhSa Zhou et al.’s CenterNet [60] | 2852 49.50 28.86 | 026 176 6.32 48.06
HRNet Duan et al.’s CenterNet [70] | 27.39  49.90 26.71 | 0.80  7.67 33.67 46.16
VisDrone-dev:
CornerNet [93] 2343 4118 25.02 | 045 4.24 33.05 34.23
Light-RCNN [66] 2208 3956 2324 | 032 3.63 31.19 32.06
FPN [61] 2206 3957 2250 | 029 3.50 30.64 3161
Cascade R-CNN [58] 2180 37.84 2256 | 028 3.55 29.15 30.09
DetNet [78] 2007 3754 2126 | 0.26 284 29.06 30.45
RefineDet [64] 19.89 3727 20.18 | 0.24 276 28.82 29.41
RetinaNet [63] 18.94 31.67 2025 | 0.14  0.68 7.31 27.59

tors in the VisDrone-DET2018 [7], VisDrone-DET2019 [10]
and VisDrone-DET2020 [14] challenges are presented in
Table 2. In contrast to existing object detection datasets,
e.g., MS COCO [19] and UA-DETRAC [23], one of the
most challenging issues in the VisDrone-DET dataset is the
extremely small scale of objects.

As shown in Table 2, we find that HAL-Retina-Net and
DPNet are the only two methods achieving higher than
30% AP in the VisDrone-DET2018 challenge [7]. Specifically,
HAL-Retina-Net uses the squeeze-and-excitation [83] and
downsampling-upsampling [94] modules to learn both the
channel and spatial attentions’ on multi-scale features. To
detect small scale objects, it removes higher convolutional
layers in the feature pyramid. The second best detector
DPNet uses FPN [61] to extract multi-scale features and uses
ensemble mechanism to combine three detectors with dif-
ferent backbones, i.e., ResNet-50, ResNet-101 and ResNeXt.
Following DPNet, DE-FPN and CFE-SSDv2 also employ
multi-scale features to achieve good performance. RD*MS
trains 4 variants of RefineDet [64], i.e., three use SEResNeXt-
50 and one uses ResNet-50 as the backbone network.
Moreover, DDFPN introduces deep back-projection super-
resolution network [95] to upsample the image using the
deformable FPN architecture [82]. Notably, most of the sub-
mitted methods use multi-scale testing strategy to improve
detection performance effectively.

In the VisDrone-DET2019 challenge [10], DPNet-
ensemble achieves the best results with 29.62% AP score.
It uses the global context module [81] to integrate context
information and deformable convolution [82] to enhance the
transformation modeling capability of the detector. RRNet

9. Inspired by human visual system, attention mechanism can guide
the network to grasp important contents within different channels or
spatial regions of the feature maps corresponding to images/videos.
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and ACM-OD tie for the second place in ranking with
29.13% AP score. RRNet is improved from [60] by inte-
grating a re-regression module, formed by the ROIAlign
module [57] and several convolution layers. ACM-OD in-
troduces an active learning strategy, which is conducted
with data augmentation for better performance. Compared
with VisDrone-DET2018 challenge [7], the submissions in
VisDrone-DET2019 challenge [10] fail to find other effective
strategies to further improve the performance.

In the VisDrone-DET2020 challenge [14], the use of the

Cascade R-CNN [58] framework has become wide-spread
due to its high performance and easy extensibility. Com-
pared with the baseline Cascade R-CNN [58] with the mAP
score of 16.09%, the submitted varaints largely improve
the performance by combining several effective modules.
DroneEye2020 is mainly based on Cascade R-CNN [58] with
recursive feature pyramid and switchable strous convolu-
tion [79], achieving the best performance with 34.57 mAP.
TAUN uses mean teacher [96] to train the cascade DetectoRS
model [58], [79], which performs similarly as DroneEye2020.
CDNet and CascadeAdapt combine Cascade R-CNN [58]
with deformable convolutions, and then improve the de-
tection accuracy using several data augmentation strategies
such as sub-image splitting and mosaic [68]. These results
indicate that the detection accuracy of small objects can be
improved by enhancing IoU thresholds to train multiple
localization branches.
Results on the test-dev set. For the test-dev set,
CornerNet [93] achieves the top AP score of 23.43%, which
uses the Hourglass-104 backbone for feature extraction. In
contrast to FPN [61] and RetinaNet [64] with extra stages
against the image classification task to handle objects with
various scales, DetNet [78] re-designs the backbone network
for object detection, which maintains the spatial resolu-
tion and enlarges the receptive field, achieving 20.07% AP
score. Meanwhile, RefineDet [64] with the VGG-16 backbone
performs better than RetinaNet [63] with the ResNet-101
backbone, i.e., 19.89% vs. 18.94% in terms of AP score.
This is because RefineDet [64] uses the object detection
module to regress the locations and sizes of objects based
on the coarsely adjusted anchors from the anchor refinement
module.

4.5 Discussion

To describe the appearance of small objects, top performers
share some effective feature extraction modules such as
feature pyramid [61], attention mechanism [94] and dilated
convolution [79]. In this way, the salient semantic features
can be extracted with the larger receptive field. Besides, the
ensemble mechanism or cascade architecture of models [58]
can further improve the performance in complex scenarios.
Although the best detector DroneEye2020 sets the new
state-of-the-art in 2020, the best AP score is still less than
35%. Notably, it still performs not well of the small-scale
objects, e.g., producing less than 25% mAP score in terms
of person and bicycle, demonstrating that the community is
badly in need of developing robust methods for real-world
applications. There are mainly two issues worth to explore
in drone captured visual data.
Annotation and evaluation protocol. As shown in Fig.
3, there are groups of objects heavily occluded in drone



Fig. 3: Descriptions of the challenging issues in the image
object detection task.

captured visual data (see the orange bounding boxes of
bicycles). If we use Non-maximum Suppression (NMS) to
suppress duplicate detections in detectors, the majority of
true positive objects will be inevitably removed. In some
real applications, it is unnecessary and impractical to locate
each individual object in the crowd. Thus, it is more reason-
able to use a large bounding box with a count number to
represent the group of objects in the same category (see the
white bounding box of bicycle). Meanwhile, if we use the
new annotation remedy, we need to redesign the metric to
evaluate detection algorithmes, i.e., both the localization and
counting accuracy should be considered in evaluation [97].
Coarse segmentation. Current object detection methods
use bounding boxes to indicate object instances, i.e., a 4-
tuple (x,y,w, h), where = and y are the coordinate of the
bounding box’s top-left corner, and w and h are the width
and height of the bounding box. As shown in Fig. 3, it
is difficult to predict the accurate location and size of the
pedestrian (see the yellow bounding box) due to occlusion
and non-rigid deformation of human body. A possible way
to mitigate such issue is to integrate coarse segmentation
into object detection, which might be effective to remove the
disturbance of background area enclosed in the bounding
box of non-rigid objects, e.g., person and bicycle, see Fig. 3.
In summary, this interesting problem is still far from being
solved and worth to explore.

5 VID TRACK

The VID track aims to locate object instances from a pre-
defined set of categories in the video sequences. That is,
given a series of video clips, the algorithms are required
to produce a set of bounding boxes of each object instance
in each video frame (if any), with real-valued confidences.
In contrast to DET track focusing on object detection in
individual images, we deal with detecting object instances
in video clips, which involve temporal consistency in con-
secutive frames. Five categories of objects are considered in
this track, i.e., pedestrian, car, van, bus, and truck. We use the
same metrics in the DET track to evaluate the video object
detection algorithms.

motor =

bus
awning-tricycle
tricycle

truck

van

car
bicycle

person

II"'|||]11"

pedestrian

o

500 1000 1500 2000 2500 3000 3500

mtraining m®validation mtest-challenge & test-dev

Fig. 4: The number of object trajectories in different cate-
gories in the subsets of the VID and MOT tracks.

5.1 Data Collection and Annotation

We provide 96 challenging video clips in the VID track,
including 56 clips for training (24,198 frames in total),
7 for validation (2,846 frames in total), 16 for challenge
testing (6, 322 frames in total) and 17 for dev testing (6, 635
frames in total). We plot the number of objects of different
object categories in Fig. 4. It is worth mentioning that the
class imbalance issue is extremely severe in our dataset,
challenging the performance of algorithms. For example, in
the training set, the number of car trajectories is more
than 50x of the number of bus trajectories. Meanwhile,
the length of object trajectories varies dramatically, e.g., the
maximal and minimal lengths of object trajectories are 1 and
1,255, requiring the tracking algorithms to perform well
in both the short-term and long-term tracking scenarios.
Similar to the DET track, we also provide the annotations of
occlusion and truncation ratios of each object and ignored
regions in each video frame.

5.2 Review of Video Object Detection Methods

Among all submissions in the challenges, the majority of
them are directly derived from the image detectors such as
SSD [62], Cascade R-CNN [58], FCOS [72], CenterNet [60],
and RetinaNet [63], and integrate the temporal coherence of
video sequences to handle appearance deterioration such as
motion blur, video defocus of objects.

Data association is an effective way to exploit temporal
consistency of detections in consecutive frames. A simple
solution is to combine image detectors and multiple sin-
gle object trackers (e.g., ECO [98] and SiamRPN++ [99])
for video object detection. Several submissions in the Vis-
Drone challenges adopt this strategy to improve the accu-
racy, such as EODST in the VisDrone-VDT2018 challenge
[9] and EODST+ in the VID2019 [12] challenge. Moreover,
some other methods extend object detections in individual
frames into tracks or tubelets. The representative methods
are presented as follows.

o T-CNN [100] uses optical flow to propagate the de-
tected bounding box across frames and links the bound-
ing box into tubelets with tracking algorithms.

e Seq-NMS [101] re-scores all detected bounding boxes
within a video sequence to search the optimal box
linkage.



e D&T [102] is an end-to-end trained CNN to simulta-
neously solve detection and tracking without box-level
post-processing, which uses a multi-task loss for frame-
level object detection and cross-frame track regression
in training.

However, long time partial or full occlusion, severe camera
view changes, and fast motion are significant challenging
factors in drone-captured videos, making data association
based approach less effective.

Feature aggregation fuses object features in multiple video
frames to improve performance for video object detection.
The representative methods as summarized as follows.

o FGFA+ in the VisDrone-VDT2018 challenge [9], [103]
leverages optical flow based temporal coherence to
aggregate feature maps of nearby frames.

« DFF [104] adopts in-network fine-tuned optical flow to
propagate and align the features of selected keyframes
to nearby non-keyframes, thus reducing redundant cal-
culation and speeding up the system.

o MANet [105] combines instance and pixel-level feature
calibration and aggregation through a motion pattern
reasoning module.

o MEGA [106] extracts keyframes to get access to more
content using the long range memory module, and en-
hance their features with both global and local semantic
information.

However, most of the aforementioned methods combine
features of just a few consecutive frames, which are less
effective to describe the long-term dynamics of objects.
Recurrent neural networks (RNNs) leverage rich temporal
information to capture long-range temporal context infor-
mation in videos.

e a_LSTM [107] regresses object locations and categories
directly, which uses the association features to repre-
sent detected objects. The feature representations are
optimized by minimizing the association error.

o STMM [108] serves as the recurrent computation unit
to model long-term temporal appearance and mo-
tion dynamics, where the spatial-temporal memory is
aligned from frame to frame.

e« OGEMN [109] is an object guided external memory
network with write and read operations to efficiently
store and accurately propagate multi-level features.

Notably, RNNs suffer from the vanishing gradient problem.
It is doubtful that the aforementioned methods can deal
with complex scenes in the drone-captured videos that
demand the long-range temporal context to help generate
accurate results.

5.3 Results and Analysis

Results on the test-challenge set. We report the eval-
uation results of the submissions in the VisDrone-VDT2018
[9] and VisDrone-VID2019 [12] challenges in Table 3. All
the submitted methods focus on dealing with degenerated
object appearances in videos by enhancing features or ex-
ploiting temporal coherence.

In the VisDrone-VDT2018 challenge [9], CFE-SSDv2 pro-
duces the best AP score of 21.57%, which is improved
from SSD [62] by integrating a feature enhancement mod-
ule for accurate results. Different from CFE-SSDv2, EODST
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TABLE 3: Comparison results (i.e., percentage of AP scores)
of the algorithms on the VisDrone-VID dataset.

[ Method [ Representative Model | AP APsg  AP75 [ ARy
VisDrone-2018 challenge:

21.57 44.75 17.95 | 11.85 30.46 41.89 44.82

16.54 38.06 1203 | 1037 22.02 25.52 25.53

16.00 34.82 1265 | 9.63 19.54 22.37 22.37

AR1g ARjgg AR500 ]

CFE-SSDv2
EODST
FGFA+

SSD [62]
SSD [62]
FGFA [103]

RD RefineDet [64] 1495 3525 1011 | 9.67 2460  29.72 2991
CERTH-ODV Faster R-CNN [56] 910 2035 712 | 7.02 1351 14.36 14.36
RetinaNet_s RetinaNet [63] 8.63 21.83 4.98 580 1291 15.15 15.15
VisDrone-2019 challenge:

DBAI-Det Cascade R-CNN [58] 29.22 58.00 2534 |14.30 3558  50.75 53.67
AFSRNet RetinaNet [63] 2477 5252 19.38 | 1233 33.14 45.14 45.69
HRDet+ HRNet [77] 23.03 51.79 16.83 | 475 2049 38.99 40.37
VCL-CRCNN Cascade R-CNN [58] 21.61 43.88 1832 | 1042 2594 33.45 3345
CN-DhVaSa Zhou et al.’s CenterNet [60] | 21.58 48.09 16.76 | 12.04 29.60 39.63 40.42

DetKITSY Cascade R-CNN [58] 2043 4633 14.82 | 8.64 2580  33.40 33.40
EODST++ SSD [62], FCOS [72] 18.73 4438 1268 | 9.67 22.84 27.62 27.62
Libra-HBR Libra R-CNN [76] 18.29 4492 1164 | 10.69 26.68 35.83 36.57
Sniper+ Faster R-CNN [56] 18.16 3856 1479 | 998 27.18 38.21 39.08
FRFPN Faster R-CNN [56] 16.50 40.15 1139 | 9.72 2255 28.40 28.40
VisDrone-dev:
FGFA [103] 14.44 33.34 11.85 | 729 2137 27.09 27.21
D&T [102] 1421 3228 1039 | 759 19.39 2657 25.64

FPN [61]
CenterNet [60]
CornerNet [93]

Faster R-CNN [56]

1293 29.88 10.12 | 7.03 19.71 2559 25.59
1235 2893 992 | 641 1893 24.87 24.87
1229 2837 948 | 607 18.60 24.03 24.03
1025 2683 670 | 593 1298 13.55 13.55

exploits temporal information to associate object detections
in individual frames using the ECO tracking method [98],
achieving the second best AP score of 16.54%. The third
best FGFA+ is a variant of video object detection method
FGFA [103] by using several different data augmentation
strategies.

Researchers propose several powerful methods im-

proved from the state-of-the-art detectors, such as HRDet
[77], Cascade R-CNN [58], CenterNet [60], RetinaNet [63],
in the VisDrone-VID2019 challenge [12]. Notably, all top 5
detectors, i.e., DBAI-Det, AFSRNet, HRDet+, VCL-CRCNN
and CN-DhVaSa, surpass the top detector CFE-SSDv2 in
the VisDrone-VDT2018 challenge [9]. DBAI-Det achieves
the best results with 29.22% AP, which integrates the de-
formable convolution [82] and global context [81] in Cas-
cade R-CNN [58]. AFSRNet ranks the second place with
24.77% AP. It integrates the feature selected anchor-free
head [71] into RetinaNet [63]. HRDet+, VCL-CRCNN and
CN-DhVaSa are improved from HRDet [77], Cascade R-
CNN [58], and CenterNet [60], respectively. To deal with
the large-scale variations of objects, some detectors, such as
DetKITSY and EODST++, employ multi-scale features for
detection, which performs better than the state-of-the-art
detector FGFA [103]. Notably, most of the aforementioned
methods are computationally expensive for practical appli-
cations, i.e., the running speeds are less than 10 fps on a
workstation with one GTX 1080Ti GPU.
Results on the test-dev set. The evaluation results of 2
state-of-the-art video object detection methods [102], [103],
and 4 state-of-the-art image object detection methods [56],
[60], [61], [93] on the test-dev set are reported in Table 3.
We find that the two video object detectors performs much
better than the four image object detectors. For example,
the second best video object detector D&T [102] improves
1.28% AP score compared to the top image object detector
FPN [61], which demonstrates the importance of exploiting
the temporal information in video object detection.

5.4 Discussion

In contrast to the DET task, VID methods suffers from
the degenerated object appearances challenge in videos
such as motion blur, pose variations, and video defocus.



Exploiting temporal coherence and aggregating features
in consecutive frames are two effective ways to handle
such challenges. However, we observe that the majority of
submitted methods rely on image based object detectors,
resulting in inferior detection performance. A few submis-
sions with additional tracking module are not matured in
modeling temporal consistency of objects in consecutive
frames. Notably, all the submitted methods produce less
than 15% mAP score on the person and bicycle categories.
In summary, the way to exploit temporal information is still
an open question for VID.

Temporal coherence. A feasible way to exploit temporal
coherence is integrating object trackers, e.g., ECO [98] and
SiamRPN++ [99], into object detection methods. For exam-
ple, a tracker could be assigned to each detected object
instance in individual frames to guide object detection in the
following frames, which is effective to suppress false nega-
tives of detectors. Meanwhile, integrating re-identification
module into the detectors is another promising way to
exploit temporal coherence, as described in D&T [102].
Feature aggregation. Aggregating features in consecutive
frames is also a useful strategy to improve accuracy. As
stated in FGFA [103], aggregating features of nearby frames
along the motion paths to leverage temporal coherence
significantly improves the performance. Thus, we can take
several consecutive frames as input, and feed them into
deep neural networks to extract temporal salient features
using 3D convolution operations or optical flow methods.

6 SOT TRACK

For the SOT track, we focus on generic single object tracking,
also known as model-free tracking [26]. In particular, for
an input video sequence and the initial bounding box of
the target object in the first frame, the SOT track requires
the algorithms to locate the target bounding boxes in the
subsequent video frames.

6.1 Data Collection and Annotation

In 2018, we provide 167 video sequences with 139,276
fully annotated frames, split into four subsets, ie., the
training set (86 sequences with 69,941 frames in to-
tal), validation set (11 sequences with 7,046 frames
in total), test-challenge 2018 set (35 sequences with
29,367 frames in total), and test-dev set (35 sequences
with 32,922 frames in total). To thoroughly evaluate the
performance of algorithms in long-term tracking, we add 25
new collected sequences with 82,644 frames in total in the
test—challenge 2018 settoformthe test-challenge
2019 set. The tracking targets in all these sequences include
pedestrian, cars, and animals. The statistics of target objects,
i.e., the aspect ratio in different frames, the area change ratio,
and the sequence length are presented in Fig. 5.

The enclosing bounding box of target object in each
video frame is annotated to evaluate the performance of
trackers. To thoroughly analyze the tracking performance,
we also annotate 12 sequence attributes following [2], i.e., as-
pect ratio change, background clutter, camera motion, fast motion,
full occlusion, illumination variation, low resolution, out-of-view,
partial occlusion, scale variation, similar object, and viewpoint
change. Please refer to [2] for more details.

6.2 Evaluation Protocol

Following [26], we use the success and precision scores to
evaluate trackers. Specifically, we plot the success curve, i.e.,
the percentage of successfully tracked frames vs. bounding
box overlap threshold in the range [0, 1]. The success score is
computed based on the area under the success plot, which is
the primary metric for ranking trackers. The precision score
denotes the percentage of frames such that the Euclidean
distance between predicted locations and ground-truth lo-
cations are within 20 pixels in the image plane. Please refer
to [26] for more details.

6.3 Review of Single Object Tracking Methods

Although significant progress has been made in visual
tracking, it is still difficult for the state-of-the-art trackers to
produce accurate results on the drone-captured videos, due
to several challenging factors such as abrupt camera motion
and small scales of targets. We roughly divide them into
three categories, i.e., the correlation filters based methods,
the Siamese network based methods, and the convolutional
network based methods. We also highlight several effective
SOT methods in the challenges.

Correlation filters. Correlation filter is one of the most
popular methods in single object tracking, which produces
correlation peaks for each interested target in the scene and
low responses to background. It is usually implemented
by using Discrete Fourier Transform, significantly reducing
the storage and computational cost by several orders of
magnitude. Several submissions in the VisDrone-5OT2018
challenge [8] are constructed on correlation filters, such
as STALE-SRCA, DCST, LZZ-ECO, SDRCO and CFCNN.
Meanwhile, we briefly review several correlation filters
based methods in literature.

« Staple [110] combines two image patch representations
and constructs a model that is inherently robust to both
color changes and deformations. After that, Staple_CA
[111] designs a framework that takes global context into
account and incorporates it into the correlation filter
trackers to boost the performance while maintaining
the high frame rate.

o ECO [98] improves the discrete correlation filter in three
aspects, i.e., a factorized convolution operator for pa-
rameter reduction, a generative model for better sample
diversity and training efficiency, and a conservative
model update strategy for robustness.

o C-COT [112] presents an implicit interpolation model
to train multi-resolution continuous convolution filters.
Meanwhile, CFWCR [113] redesigns the final confi-
dence score function by adding the weighted sum
operation, showing improvements compared to ECO
[98].

o BACF [114] designs a background-aware correlation
filter that efficiently models the variations of both fore-
ground and background.

Siamese network. Besides the correlation filters, Siamese
network is another popular method in the single-object
tracking field with promising performance, which learns the
representations of targets by minimizing the similarities of
targets in consecutive frames. The representative methods
include SiameseFC [115], DSiam [116], and SiamRPN++
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Fig. 5: (a) The number of frames vs. the aspect ratio (height divided by width) change rate with respect to the first frame,
(b) the number of frames vs. the area variation rate with respect to the first frame, and (c) the distributions of the number

of frames of video clips, in the subsets for the SOT track.

[99]. In the VisDrone-SOT2019 challenge [11], 5 trackers use
the Siamese network architecture, i.e., DC-Siam, DR-V-LT,
SiamDW-FC, SiamFCOT and SiamRPN++.

o SiameseFC [115] constructs a fully-convolutional
Siamese network, which is offline trained to locate an
exemplar image within the search region.

e DSiam [116] is a dynamic Siamese network, which
uses a fast transformation learning model to enable
effective online learning of target appearance variation
and background suppression from previous frames.

e SiamRPN++ [99] designs a spatial-aware sampling
strategy to train a ResNet-driven Siamese tracker with
significant performance gain.

o SiamMask [117] improves the offline training proce-
dure of the fully-convolutional Siamese approaches by
augmenting their loss with a binary segmentation task,
i.e., producing class-agnostic object segmentation masks
and rotated bounding boxes.

o Siam R-CNN [118] presents a Faster R-CNN [56] based
re-detection architecture for long-term object tracking.
It designs a tracklet-based dynamic programming al-
gorithm to take advantage of re-detections of both the
first-frame template and the predictions of previous
frames.

CNNs. Some other researchers design various CNN ar-
chitectures for SOT, such as MDNet [119], VITAL [120],
CFENet [121], TRACA [122], ATOM [123], and DiMP
[124]. The top performers in the challenges are im-
proved from the aforementioned trackers, such as C3DT,
DeCom, BTT, VITALD in VisDrone-SOT2018 [8], ACNT,
ATOMFR, ED-ATOM, SMILE and TIOM in VisDrone-
SOT2019 [11], and SMILEv2, LTNMI, ECMMAR, CVP-
superdimp, DIMP+SiamRPN, DiMP_AR and DiMP-101 in
VisDrone-SOT2020 [16].

e« MDNet [119] uses some shared layers and multiple
branches of domain-specific layers to construct the
network, where the domains correspond to individual
training sequences and each branch is responsible for
binary classification to identify target in each domain.

o VITAL [120] identifies the mask of target that maintains
the most robust features over a long temporal span
using the adversarial learning.

o CFNet [121] is the first attempt to interpret the corre-
lation filter learner as a differentiable layer in a closed-
form, which enables learning deep features to be tightly

coupled to the correlation filter.

o TRACA [122] develops a context-aware correlation fil-
ter based tracker using multi-expert auto-encoders. The
best expert auto-encoder is selected for the target in the
tracking phase.

o ATOM [123] proposes a tracking architecture formed
by dedicated target estimation, which aims to predict
the overlap between ground-truth box and estimated
box.

o DiMP [124] presents a target prediction network, which
is derived from a discriminative learning loss by de-
signing a dedicated optimization process for fast con-
vergence.

6.4 Results and Analysis

Results on the test-challenge set. We report the
success and precision scores of the top 10 submissions
in the VisDrone-SOT2018 [8], VisDrone-SOT2019 [11], and
VisDrone-50T2020 [16] challenges in Fig. 6(a) and (b).

As shown in Fig. 6(a), we find that most of the
correlation filter based methods do not perform well in
VisDrone-SOT2018 [8]. For example, the winner LZZ-ECO,
which combines ECO [98] and YOLOvV3 [59], only pro-
duces 68.0 success score and 92.9 precision score on
the test-challenge 2018 set. Thus, in the following
VisDrone-SOT2019 challenge [11], researchers shift their
focus to the deep neural network based methods. Specifi-
cally, ATOMFR integrates squeeze-and-excitation [83] into
the ATOM [123] tracking framework to capture the inter-
dependencies among feature channels and suppress fea-
ture channels that are rarely used in the target size and
location prediction, achieving the top accuracy on the
test-challenge 2018 set with 75.5 success score and
94.7 precision score. Moreover, in VisDrone-SOT2020 [16],
researchers combine ATOM [123], SiamRPN++ [99], Siam R-
CNN [118], and DiMP [124] to construct the LTNMI tracker,
which achieves the best results with 76.5 success score and
92.3 precision score on the test-challenge 2018 set.
Notably, multiple trackers ranked in top 10 are the variants
of DIMP [124] in VisDrone-SOT2020.

As shown in Fig. 6(b), we find that the success and
precision scores of the trackers in VisDrone-SOT2018 [8]
are significantly decreased compared with the trackers in
VisDrone-SOT2019 [11], i.e., the best tracker LZZ-ECO in
VisDrone-SOT2018 produces 68.0 success score and 92.9



precision score vs. the best tracker ED-ATOM in VisDrone-
SOT2019 produces 48.9 success score and 81.9 precision
score. This phenomenon demonstrates that the 25 new
collected long-term tracking sequences greatly challenge
the performance of the state-of-the-art tracker. Meanwhile,
compared with VisDrone-SOT2019, we observe significant
improvements of tracking accuracy in VisDrone-SOT2020.
Specifically, the winner SMILEv2 in VisDrone-SOT2020
achieves 55.5 success score and 91.9 precision score, which
surpasses the best tracker ED-ATOM in VisDrone-5OT2019
with a large margin.

Meanwhile, among all submissions in the challenges
from 2018 to 2020, some trackers attempt to integrate the
state-of-the-art detectors to re-detect the target to deal with
drifting problem. For example, in VisDrone-SOT2018 [8],
LZZ-ECO leverages the detector YOLOv3 [59] to deter-
mine the target location if large deformation or camera
motion occurs. VITALD trains RefineDet [64] as a reference
for the VITAL tracker [120], i.e., providing reliable target
candidates for the target and background classification. In
VisDrone-SOT2020 [16], DIMP_AR activates the Faster R-
CNN detector [56] to generate target candidates in the
video frame if the confidence of tracked target is less than
a pre-defined threshold. PrSiamR-CNN is constructed by
combining the Siam R-CNN [118] tracker and Faster R-CNN
for re-detection.

Another critical engine for performance improvements
is the utilization of large-scale datasets, such as MS COCO
[19], GOT-10k [29], ImageNet DET/VID [18], LaSOT [32],
TrackingNet [30], and YoutubeBB [125], in offline train-
ing. For example, ED-ATOM achieves the top results in
VisDrone-SOT2019 [11], which is offline trained on Ima-
geNet DET/VID [18], MS COCO [19], Got-10k [29], and
LaSOT [32]. Specifically, the ED-ATOM tracker is improved
from ATOM [123] by using the low-light image enhance-
ment method [126] and the online data augmentation
scheme [127].

In addition, the ensemble strategy is also an effective
way to improve the performance. In VisDrone-SOT2019
[11], Siam-OM adopts ATOM [123] to handle the short-term
tracking, and DaSiam [128] uses ResNet to handle the long-
term tracking. SIMLE combines two state-of-the-art trackers
ATOM [123] and SiamRPN++ [99], where different features
play different roles in tracking process. DR-V-LT integrates
the distractor-aware verification network MDNet [119] into
SiamRPN++ [99], which is robust to the similar objects
challenge. In VisDrone-SOT2020 [16], the top 3 performers
combine various tracking methods to handle challenges
in different scenarios. SMILEv2 is an ensemble of three
recent state-of-the-art trackers, i.e., DIMP [124], SiamMask
[117] and SORT [129]. Similar to SMILEv2, LTNMI com-
bines four trackers including ATOM [123], SiamRPN++ [99],
Siam R-CNN [118] and DiMP [124]. ECMMR is constructed
by ensemble the results of DIMP [124] and SiamRPN++
[99]. DiMP is used to deal with the target disappearing
caused by full occlusion or fast perspective conversion and
SiamRPN++ is designed to distinguish distractors in clutter
background.

Results on the test-dev set. In addition, we evaluate 21
state-of-the-art trackers on the test-dev set in Fig. 6(c).
ATOM [123] (marked as the orange cross in the top-right
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corner) obtains the best 64.5 success score and the third best
83.0 precision score. This is attributed to the network trained
offline on large-scale datasets to directly predict the IoU
overlap between the target and a bounding box estimate.
However, it performs not well in terms of low resolution
and out of view. Besides, MDNet [119] and SiamRPN++ [99]
obtain top 3 success scores based on large-scale training. In
summary, training on large-scale datasets brings significant
performance improvement of trackers.

6.5 Discussion

As mentioned above, compared with VisDrone-5OT2019
[11], the tracking accuracy is significantly improved in
VisDrone-SOT2020 [16]. Previously, the correlation filters
based trackers [98], [110] are the most popular methods.
In recent years, the CNN based trackers [123], [124] with
online update module quickly dominate this filed. Notably,
large-scale training data [18], [19], [29], [30], [32], [125] is
crucial for the CNN based trackers. However, long-term
tracking is still challenging for the trackers even though
the re-detection module [56], [59], [64] is incorporated. In
addition, it still needs extensive efforts to improve the
robustness of trackers to the factors, such as abrupt motion,
low resolution, and occlusion, to meet the requirements of
real-world applications.

Abrupt motion. Most of previous SOT methods [99], [117]
formulate object tracking as the one-shot detection task,
which use the bounding box in the first frame as the only
exemplar. These methods rely on the pre-set anchor boxes
to regress the bounding box of target in consecutive frames.
However, the pre-defined anchor boxes can not adapt to
various motion patterns and scales of targets, especially
when the fast motion and occlusion occur. To this end, we can
integrate the motion information or re-detection module to
improve the accuracy of tracking algorithms.

Low resolution is another challenging factor that greatly
affects tracking accuracy. Most of the existing methods [99],
[123] merely focus on the appearance variations of target
region, producing unstable and inaccurate results. We be-
lieve that exploiting context information surrounding the
target can be helpful to improve the tracking performance,
especially for the targets with small scales.

Occlusion might happen frequently in tracking process,
which is the obstacle to produce accurate tracking results.
Some previous algorithms [53] attempt to use part-based
representations to handle the appearance changes caused
by occlusion. Meanwhile, using a re-detection module [130]
is another effective strategy to get rid of occlusion, ie.,
the re-detection module is able to detect the target after
reappearing in the scenes. In addition, predicting the motion
patterns of the target based on its trajectory in history is also
a promising direction worth to explore.

7 MOT TRACK

The MOT track aims to recover the trajectories of objects in
video sequences. In the VisDrone-VDT2018 challenge [9], we
divide this track into two sub-tracks depending on whether
prior detection results in individual frames are used. In the
VisDrone-MOT2019 [13] and VisDrone-MOT2020 [15] chal-
lenges, we merge these two tracks, and do not distinguish
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submitted algorithms according to whether they use object
detection in each video frame as input or not. Notably, this
track uses the same data as the VID track, namely five
categories of objects, i.e., pedestrian, car, van, bus, and truck,
in 96 video clips.

7.1 Evaluation Protocol

For MOT without input detections, we use the metrics in
[131] to evaluate the performance. Specifically, we sort the
predicted tracklets from algorithms based on the average
confidence of the detections of the same identity. If the IoU
overlap between the tracklet and the corresponding ground-
truth is larger than a threshold, we treat it as a correct one.
Following [131], we average the mean average precision
(mAP) per object class over three different thresholds (i.e.,
0.25, 0.50, and 0.75) to rank the algorithms.

For MOT with input detections, we use the CLEAR-MOT
metrics in [24] for evaluation, i.e., MOTA, MOTP, IDF1, FAF,
MT, ML, FP, EN, IDS, and FM. The MOTA metric is the
comprehensive metric aggregating three kinds of errors, i.e.,
FP, EN and IDS. The MOTP metric calculates the average
dissimilarity between all true positives and the correspond-
ing ground-truths. The IDF1 metric indicates the ratio of
correctly identified detections over the average number of
ground truth and computed detections. The FAF metric
indicates the average number of false alarms per frame.
The FP metric describes the total number of tracker outputs
which are the false alarms, and EN is the total number of
targets missed by any tracked trajectories in each frame.
The IDS metric describes the total number of times that the
matched identity of a tracked trajectory changes, while FM
is the times that trajectories are disconnected. Both the IDS
and FM metrics reflect the accuracy of tracked trajectories.
The ML and MT metrics measure the percentage of tracked
trajectories less than 20% and more than 80% of the time
span based on the ground-truth respectively. More details
refer to [24].

7.2 Review of Multi-Object Tracking Methods

MOT is a challenging problem due to various factors, such
as unreliable detection, long-term occlusion and fast motion,
which is a hot topic in recent years. Directly applying
single object trackers (e.g., KCF [132], CFNet [121] and
DaSiameseRPN [128]) to track multiple objects is a natural
way to solve the multi-object tracking task. However, the
computation cost increases along with the number of objects
in scenes, which is impractical in real-life applications. In
this section, we briefly review some representative MOT
methods in the challenges and literature.

Tracking-by-detection approach is popular in MOT due
to its superior performance, which formulates the tracking
task as the data association problem. In this scheme, object
candidates are detected in each individual frames by using
the offline trained detectors. After that, the detected objects
are associated to generate object trajectories using various
optimization algorithms (e.g., Hungarian algorithm [129],
[133] and max-flow min-cut [134]) based on the appearance
or motion informations of objects.

e GOG [134] uses the min-cost flow algorithm to asso-
ciate the input detections in video frames. The cost
function is computed based on the appearance and mo-
tion information to determine the number of trajectories
and their birth and death states.

e SORT [133] leverages high-quality detections to use
their positions and sizes for both motion estimation and
data association. Moreover, Deep SORT [129] combines
appearance information to track objects through long-
term occlusions with less identity switches.

o IOU [135] uses the intersection-over-union (IOU) to
measure the similarities of detections in consecutive
frames for MOT.

« MOTDT [136] handles unreliable detection by collect-
ing candidates from both detection and tracking, and
design a scoring function based on CNN to get the opti-
mal selection from a considerable amount of candidates
in real-time.



o TrackletNet [137] constructs a graph model to take
the tracklets as the vertices, which exploits the tempo-
ral information and greatly reduces the computational
complexity. Afterwards, the clustering operation is per-
formed on the graph to generate object trajectories.

Joint tracking and detection approach is a recent trend
in the MOT field, which integrates object detection and
tracking into a unified framework, such as Tracktor [138]
and FairMOT [139]. In that way, the two tasks can help each
other for better performance.

o Tracktor [138] uses the bounding box regression of a
detector to predict the position of the target in the next
frame. In particular, no training or optimization are
performed on the tracking data.

o FairMOT [139] consists of two homogeneous branches
to predict pixel-wise objectness scores and re-
identification features to obtain high levels of detection
and tracking accuracy.

o CenterTrack [140] takes two consecutive frames and a
heatmap of prior tracklets as input, and outputs current
object centers and tracking offsets to their centers in
previous frames.

Appearance and motion modeling. In recent years, re-
searchers attempt to leverage deep neural networks to
learn discriminative appearance [141], [142], [143], [144]
and motion features [145], [146], [147], [148], [149] of tar-
gets. In VisDrone-VDT2018 [9], VisDrone-MOT2019 [13] and
VisDrone-MOT2020 [15], some representative methods of
appearance modeling are described as follows.

o Multi-scale representation: The deep affinity network
[141] associates the detected objects in multiple consec-
utive frames. Specifically, the multi-scale features are
extracted to describe the objects, and the identities of
detections at different frames are inferred by analyzing
the exhaustive permutations of extracted features.

e Onmi-scale representation: The lightweight OSNet
[142] extracts omni-scale feature representation by the
residual block with multiple convolutional streams.
Meanwhile, a unified aggregation gate is designed to
dynamically fuse multi-scale features.

o RelD representation: A strong ReID model is proposed
in [143] without too much extra consumption. Be-
sides, various training tricks are introduced to improve
the performance, including warmup learning, random
erasing augmentation, label smoothing, smaller last
stride, BNNeck and center loss.

e Multiple granularity representation: The multiple
granularity network [144] is a multi-branch deep net-
work architecture formed by one branch for global
feature representation and two branches for local fea-
ture representations, which integrates discriminative
information with various granularities.

Besides the appearance information, the motion features
are also critical for MOT. Some representative methods are
summarized as follows.

o Motion patterns are important low-level cues for MOT,
including forward-backward flow [145], KLT'® and op-
tical flow [146], [147].

10. https:/ /cecas.clemson.edu/~stb /klt/
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TABLE 4: Comparisons results of the algorithms on the VisDrone-
MOT dataset using the evaluation protocol in [131].

[ Method [ AP [APao.25 APao.50 APao.75[APcar APpus APy APped APyan|
VisDrone-2018 challenge:
Ctrack 16.12| 22.40 16.26 9.70 [27.74 28.45 815 795 8.31
deep-sort_d2 [10.47| 17.26 9.40 475 (29.14 2.38 346 7.12 10.25
MAD 727 12.72 7.03 2.07 (1623 1.65 2.85 14.16 1.46
VisDrone-2019 challenge:
DBAI-Tracker [43.94| 57.32 45.18 29.32 |55.13 44.97 42.73 31.01 45.85
TrackKITSY [39.19| 48.83 3936  29.37 [54.92 29.05 34.19 36.57 41.20
Flow-Tracker (30.87| 41.84  31.00 19.77 |48.44 26.19 29.50 18.65 31.56
HMTT 28.67| 39.05 27.88 19.08 |44.35 30.56 18.75 26.49 23.19
TNT_DRONE [27.32| 35.09 26.92 19.94 |38.06 22.65 33.79 12.62 29.46
GGDTRACK [23.09] 31.01 22.70 15.55 |35.45 28.57 11.90 17.20 22.34
IITD_DeepSort(13.88| 23.19 12.81 5.64 [32.20 8.83 6.61 18.61 3.16
T&D-OF  |12.37| 17.74 12.94 643 [23.3122.02 248 959 444
SCTrack  [10.09| 14.95 9.41 592 (1898 17.86 4.86 520 3.58
VCLDAN |7.50| 10.75 741 4.33 [21.63 0.00 4.92 10.94 0.00
VisDrone-2020 challenge:
COFE 61.88| 64.99 62.00 58.65 |79.09 65.26 50.91 56.87 57.26
SOMOT  [57.65| 70.06  60.13  42.75 [68.52 62.10 47.98 54.94 54.69
PAS 50.80] 62.24  50.74  39.43 |62.59 50.59 42.18 44.34 54.30
Deepsort  |42.11| 58.82 42.64 24.86 |55.06 43.18 41.30 29.10 41.88
YOLO-TRAC [42.10] 52.94 41.86 31.49 |52.81 48.98 39.17 28.92 40.59
VDCT 35.76| 45.86 3546 2596 |56.94 24.62 28.16 34.00 35.06
CRCNN+IOU |27.23| 36.14 28.25 17.31 |49.56 16.27 30.18 10.78 29.36
HTC+IOU |26.46 34.39 27.43 17.57 |51.18 19.05 21.55 10.77 29.76
HR-GNN  [19.54| 26.52 19.67 1242 |37.72 1548 9.98 18.87 15.65
TNT 6.55| 10.93 7.00 1.70 |1.88 19.51 2.07 196 7.32
VisDrone-dev:
GOG [134] [5.14| 11.02 3.25 1.14 |13.70 3.09 1.94 3.08 3.87
IOUT [135] [4.34| 8.32 3.29 140 (1090 2.15 2.53 198 4.11
SORT [129] |3.37| 5.78 2.82 150 |830 1.04 247 095 4.06
MOTDT [136] |1.22| 243 0.92 0.30 [0.36 0.00 0.15 5.08 0.49

TABLE 5: Comparisons results of the algorithms on the VisDrone-
MOT dataset using the CLEAR-MOT evaluation protocol [24].

[ Method [MOTA MOTP IDF1 FAF[MT ML FP FN IDS FM |
VisDrone-2018 challenge:
TrackCG 426 741 580 0.86(323 395 14722 68060 779 3717
V-IOU 40.2 749 56.1 076|297 514 11838 74027 265 1380
GOG_EOC | 369 758 465 0.29[205 589 5445 86399 354 1090
SCTrack 358 756 451 039|211 550 7298 85623 798 2042
FRMOT 33.1 73.0 50.8 1.15|254 463 21736 74953 1043 2534
Ctrack 308 735 519 195|369 375 36930 62819 1376 2190
VisDrone-dev:

GOG [134] 28.7 761 364 0.78[346 836 17706 144657 1387 2237
IOUT [135] | 281 747 389 1.60|467 670 36158 126549 2393 3829
SORT [129] 14.0 732 38.0 3.57|506 545 80845 112954 3629 4838
MOTDT [136]| 0.8 68.5 21.6 1.97| 87 1196 44548 185453 1437 3609

e Motion networks are designed to learn the complex
long-term temporal dependencies of targets, which are
more effective than the predefined motion patterns
[148], [149]. Milan et al. [148] propose the first end-to-
end learning approach for online MOT, without any
prior knowledge about target dynamics and clutter
distributions. Sadeghian et al. [149] leverage LSTM net-
works to track the motion and interactions of targets for
longer periods, which is suitable for presence of long-
term occlusions.

7.3 Results and Analysis

Results on the test-challenge set. We report the evalu-
ation results of top 10 MOT methods in VisDrone-VDT2018
[9], VisDrone-MOT2019 [13] and VisDrone-MOT2020 [15]
based on the evaluation protocols [131] and [24] in Table
4 and 5, respectively. In summary, the MOT performance
highly relies on three aspects, i.e., input object detection
quality, motion models and appearance models.

As shown in Table 4, the submissions in VisDrone-
MOT2019 [13] achieve significant improvement than that in
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VisDrone-VDT2018 [9]. For example, the best DBAI-Tracker
in VisDrone-MOT2019 [13] achieves 25% higher AP score
than the best tracker Ctrack in VisDrone-VDT2018 [9]. This
is partially attributed to the powerful Cascade R-CNN [58]
detector, which provides more accurate input detections
than Faster R-CNN [56] and RetinaNet [63].

Meanwhile, exploiting motion information is an effective
way to improve the performance. In VisDrone-VDT2018 [9],
Ctrack achieves the best AP score 16.12% by aggregating the
prediction events in grouped targets and stitching the tracks
by temporal constraints. In this way, Ctrack can recover
the trajectories of occluded targets. Although deep-sort_d2
and MAD use more powerful object detectors RetinaNet
[63] and YOLOv3 [59], they fail to make full use of the
motion patterns within grouped targets, resulting in inferior
results. In VisDrone-MOT2019 [13], three out of the top four
trackers (DBAI-Tracker, Flow-Tracker, and HMTT) integrate
additional temporal modules such as optical flow [146],
[147] to complete association, demonstrating the critical role
of motion information in the tracking task.

In VisDrone-MOT2020 [15], the AP scores of the sub-
mitted algorithms are further improved compared with
VisDrone-MOT2019 [13]. The top three methods are COFE,
SOMOT and PAS. Besides the strong Cascade R-CNN [58]
detector and motion modeling, the re-identification model
[142], [143], [144] contributes a great deal to the tracking
performance. For example, SOMOT achieves better perfor-
mance by considering both global and local appearance
[144], compared to PAS that only relies on global features
[143]. Without the re-identification models, Deepsort and
YOLO-TRAC produce inferior AP score of 42.1%. It is
worth mentioning that the best tracker COFE employs a
coarse-category training strategy. Specifically, it first per-
forms multi-object tracking for each coarse category, e.g.,
fine-grained classes such as “van”, “bus” and “car” are
grouped into a coarse category “vehicle”. After that, the
fine-grained class labels of targets are voted by the class
labels of detections on the trajectories. For example, if the
length of target trajectory is 20, including 10 detections
classified as “car”, 6 detections classified as “bus”, and 4
detections classified as “van”, the target is voted as the fine-
grained class “car”.

For the sub-track in VisDrone-VDT2018 [9] with in-
put detections generated by Faster R-CNN [56], TrackCG
achieves the best MOTA and IDF1 scores. V-IOU produces
slightly inferior MOTA and IDF1 scores than TrackCG, but
lower IDS score. It associates object detections in consec-
utive frames based on the spatial intersection-over-union
overlap. We speculate that the overlapping measurement is
reliable enough for tracking in drone captured videos, which
do not contain large displacements of objects in consecutive
frames. GOG_EOC achieves the best FAF, FP and FM scores,
which uses the overlap and context harmony degree to
measure the similarities of detections. SCTrack designs the
color correlation costs to maintain object identities. How-
ever, the color information is not reliable enough, resulting
in inferior MOTA score. FRMOT is an online tracker using
the Hungarian algorithm to associate detections, producing
relative large IDS and FM scores.

Results on the test-dev set. Besides, we evaluate 4 multi-
object tracking on the test-dev set with the evaluation
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protocols [131] and [24], shown in Table 4 and 5, respec-
tively. Notably, FPN [61] is used to generate object detections
in individual frames for the sub-track using prior input
detections. GOG [134] and IOUT [135] benefit from global
information of whole sequences and spatial overlap be-
tween frame detections, achieving the best tracking results
in terms of both evaluation protocols [131] and [24]. Deep-
SORT [129] approximates the inter-frame displacements of
each object with a linear constant velocity model, which is
independent of object categories and camera motion, signif-
icantly degrading its performance. MOTDT [136] computes
the similarities between objects using appearance model
trained on other large-scale person re-identification datasets
without fine-tuning, leading to inferior accuracy.

7.4 Discussion

Most of the MOT methods formulate the tracking task as the
data association problem, which aims to associate object de-
tections in sequential frames to generate object trajectories.
Thus, the accuracy of object detection significantly influence
the performance of MOT. Some submitted MOT methods
focus on obtaining strong detections [56], [58], [63] and fine-
grained feature representations [142], [143], [144], which is
the key to achieve the state-of-the-art results. However, the
two-stage strategy, i.e., detection and association, is subop-
timal due to the separation of these two tasks. Intuitively,
integrating object detection and tracking into a unified
framework is intuitive to improve the performance. First,
the end-to-end model has lower computational complexity
and higher efficiency. Second, these two tasks can share
information to improve the accuracy. In the following, we
discuss two potential research directions to further boost
the MOT performance.

Similarity estimation. For the data association problem,
similarity computation between different detections in in-
dividual frames is crucial for the tracking performance. The
appearance and motion information should be considered in
computing the similarities. For example, a Siamese network
offline trained on the ImageNet VID dataset [18] can be
used to exploit temporal discriminative features of objects.
It can be fine-tuned in tracking process to further improve
the accuracy. Meanwhile, several low-level and mid-level
motion features are also effective and useful for the MOT
algorithms, such as KLT and optical flow.

Scene understanding is another effective way to improve
the MOT performance. For example, based on the scene
understanding module, we can infer the enter or exit ports
in the scenes as a strong priori for the trackers to distinguish
occlusion, termination, or re-appearing of the targets. Mean-
while, the tracker can also suppress false trajectories based
on general knowledge, e.g., the vehicles are only driven on
the road rather on the building. In summary, this area is
worth further studying.

8 CONCLUSION AND FUTURE RESEARCH

We introduce a new large-scale benchmark, VisDrone, to
facilitate the research of object detection and tracking on
drone captured imagery. With over 6,000 worker hours, a



vast collection of object instances are gathered, annotated,
and organized to drive the advancement of object detection
and tracking algorithms. Meanwhile, several representative
submitted detection and tracking methods are reviewed,
where the best submissions in the four tracks are still short
for real applications. From both research and application
perspectives, this work discusses some under-developed
but critical future issues of object detection and tracking
on drone captured imagery. It would shed some light into
potential future research directions on drone-based object
detection and tracking.

Relations between object detection and tracking. Early
on, object detection is generally used as the first step to
generate candidate object proposals, and object tracking
algorithms are required to associate the object proposals
to recover the trajectories, i.e., the so-called “tracking-by-
detection” framework. Specifically, early object detection
methods rely on the sliding-window paradigm and design
hand-craft features and classifiers on dense image grids to
detect objects, such as Adaboost [150], DPM [151], and ACF
[152]. Deep convolutional network dominates the detection
field in recent years due to its powerful representation ca-
pability, including Faster R-CNN [56], Cascade R-CNN [58],
YOLOvV3 [59], RefineDet [64] and CenterNet [60]. Mean-
while, for object tracking, most of early methods use the
tracking-by-detection paradigm, such as Hungarian algo-
rithm [153], min-cost flow [154], and hypergraph optimiza-
tion [155], which takes object detection results in individual
frames as input, and design algorithms to associate object
detections in each frame by exploiting temporal information
to complete object tracking.

Intuitively, tracking systems clearly benefit from accurate
object detections, while are effective to help detectors to
produce accurate results by exploiting the temporal infor-
mation. Some researchers attempt to design the end-to-end
frameworks [102], [156], [157], [158] based on deep neural
networks to solve object detection and tracking jointly. In
this way, object detection and tracking can help each other
to boost the performance. We believe that the joint detec-
tion and tracking are especially important for the drone-
captured videos. Since the scales of objects are extremely
tiny in drone-captured videos, heavily relying on appear-
ance information in traditional methods is less effective.
Combining detection and tracking in a unified framework to
take advantage of the spatio-temporal context information
is worth to pursue.

Performance evaluation. In various scenarios, different fac-
tors have different importance for detection and tracking.
For example, in surveillance scenarios, the accuracies of
detections and trajectories are of great importance. Thus
we should put more weights on the metrics based on id
switches, trajectory fragmentations, and false positives. In
autonomous driving scenarios, the false negatives are of
more concern than other factors. Building an appropriate
evaluation protocol to meet the requirements in different
scenarios is an urgent task in object detection and tracking.

Effectiveness and efficiency. Effectiveness and efficiency
are both important aspects for algorithms in real applica-
tions. For example, the computation resources are limited
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on drone platform, making it impossible to deploy a large
model on such edge devices. In the VisDrone-Challenges
from 2018 to 2020, all submissions focus more on accuracy
than efficiency. To promote the developments of algorithms
for real-world applications, we plan to consider the run-
ning efficiency in the evaluation process in the following
VisDrone-Challenges. Recently, the automated neural archi-
tecture search (AutoNAS) is a hot topic in research field. It is
potentially effective to introduce the AutoNAS technologies
[159], [160] to search the model architectures by considering
both the effectiveness and efficiency for the drone-based
applications. Specifically, for different drone platforms, we
need to consider the specific computational power and
memory request in the architecture searching process, while
maintaining the accuracy. This direction is relatively less
developed, and we need to put more efforts on it.

Unsolved problems. There still exists several challenges in
drone-captured video sequences, such as viewpoint change,
motion blur, abrupt motion and small objects. Although
the submitted object detection and tracking methods pro-
duce promising results in the deep learning era, they are
still prone to fail in the aforementioned challenges. This
is because most of previous object detection and tracking
methods are on the rack to exploit the appearance informa-
tion to improve the performance. Actually, it is extremely
difficult to deal with the challenging cases solely relying
on appearance information, e.g., detecting blurred /occluded
objects in videos, or tracking multiple objects with similar
appearance.

To that end, a few attempts exploit the motion informa-
tion to improve the accuracy, such as high-order motion con-
straints [161], tensor power iterations [162], and dense struc-
ture search on hypergraphs [155]. Although these methods
are effective in some scenarios, it is still much room for
improvements to meet the requirements of the applications
on drones. Constructing a reliable motion model to fully
exploit the motion information is a promising direction for
future research.

On the other hand, current submissions handle with
small objects by using multi-scale representations [61] and
data augmentation strategies [88]. However, it is difficult to
learn effective representations of small objects based on the
generic ImageNet or MS-COCO datasets, resulting in infe-
rior performance on our dataset. To improve the accuracy
of detectors, it is urgent to collect large-scale datasets and
benchmarks for small objects. Moreover, anchor-free object
detection methods [60], [72] focus on detecting objects by
points, which may be another research direction for small
object detection.
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