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Abstract—Graph autoencoders (GAEs) are powerful tools in representation learning for graph embedding. However, the performance
of GAEs is very dependent on the quality of the graph structure, i.e., of the adjacency matrix. In other words, GAEs would perform
poorly when the adjacency matrix is incomplete or be disturbed. In this paper, two novel unsupervised graph embedding methods,
unsupervised graph embedding via adaptive graph learning (BAGE) and unsupervised graph embedding via variational adaptive graph
learning (VBAGE) are proposed. The proposed methods expand the application range of GAEs on graph embedding, i.e, on the general
datasets without graph structure. Meanwhile, the adaptive learning mechanism can initialize the adjacency matrix without be affected by
the parameter. Besides that, the latent representations are embedded in the laplacian graph structure to preserve the topology structure
of the graph in the vector space. Moreover, the adjacency matrix can be self-learned for better embedding performance when the original
graph structure is incomplete. With adaptive learning, the proposed method is much more robust to the graph structure. Experimental
studies on several datasets validate our design and demonstrate that our methods outperform baselines by a wide margin in node

clustering, node classification, and graph visualization tasks.

Index Terms—Graph Embedding, Adaptive Graph Learning, Graph Autoencoder
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1 INTRODUCTION

Raphs are powerful tools to seek the geometric struc-
Gture of data and graph analysis has been attracting
increasing attention in recent years due to the ubiquity of
networks in the real world. There are various applications
using graphs in machine learning and data mining fields
such as node classification [1]] [2]], node clustering [3] [4], link
prediction [5], and visualization [6]. However, it is difficult
to directly apply the existing machine learning methods
to graph data, due to the high computational complexity,
low parallelizability, and inapplicability of most methods to
graph data [7].

In response to these problems, many graph embedding
methods have been proposed in recent years. As one of the
representation learning, the purpose of graph embedding is
to learn the low-dimensional feature vectors which should
preserve the topology structure of the graph. In the early
2000s, researchers developed graph embedding algorithms
as part of dimensionality reduction techniques. The early
graph embedding methods such as Laplacian Eigenmaps
[8] and Locally Linear Embedding (LLE) [9] map the nodes
of the graph into a low-dimensional vector space. Since
2010, research on graph embedding has shifted to obtain-
ing scalable graph embedding techniques that leverage the
sparsity of real-world networks [10]. The methods at this
stage such as Graph Factorization [11], LINE [12], HOPE
[13], and SDNE [14] attempt to preserve both first order and
second proximities.

In recent years, graph neural networks (GNNs) [15]
emerge as powerful node embedding methods with suc-
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cessful applications in broad areas such as social networks,
recommended systems, and natural language processing.
Graph neural networks (GNNs) are powerful tools in repre-
sentation learning for graphs and able to incorporate sparse
and discrete dependency structures between data points.
Graph neural networks (GNNs) could be roughly catego-
rized into four categories: recurrent graph neural networks
(RecGNN ), convolutional graph neural networks (Con-
vGNNEs), graph autoencoders (GAEs), and spatial-temporal
graph neural networks (STGNNSs) [16].

Graph autoencoders (GAEs) are the effective unsuper-
vised learning frameworks that encode the node features
and graph construction into the latent representations and
decode the graph construction. GAEs and most of their
extensions rely on graph convolutional networks (GCN) to
learn vector space representations of nodes. GAEs can be
used to learn graph (network) embeddings [17] and graph
generative distributions [18]. For graph embedding, GAEs
mainly learn the latent representations by reconstructing the
graph construction, e.g., the adjacency matrix. For graph
generation, GAEs can learn the generative distribution of
graphs and are mostly designed to solve the molecular
graph generation problem [18]. The main distinction be-
tween GAEs and graph embedding is that GAEs are de-
signed for various tasks while graph embedding covers
various kinds of methods targeting the same task.

Although GNNs achieve great success from in repre-
sentation learning of graphs, recent studies show that the
performance of GNNs is very dependent on the quality
of the adjacency matrix. In other words, GNNs will per-
form poorly while the adjacency matrix is under attack or
incomplete. The incomplete means the adjacency matrix is
partially missing or be disturbed. To defend against adver-
sarial attacks, Jin et al. [19] propose a framework Pro-GNN,
which can jointly learn a structural graph and a robust graph
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neural network model from the perturbed graph guided by
these properties. For the incomplete, Chen et al. [20] propose
a graph learning framework that jointly learning the graph
structure and graph embeddings simultaneously.

However, these methods are all designed for the super-
vised graph neural networks (GNNs) not the unsupervised
graph autoencoder (GAEs). Besides that, they use k-nearest
neighbor (kKNN) to initialize the adjacency matrix when the
graph structure is unavailable. A major shortcoming of this
approach is that the efficacy of the resulting models hinges
on the choice of k [21]]. In any case, the graph creation
and parameter learning steps are independent and require
heuristics and trial and error.

In this paper, two novel unsupervised graph embedding
methods, unsupervised graph embedding via adaptive graph
learning (BAGE) and unsupervised graph embedding via vari-
ational adaptive graph learning (VBAGE) are developed. The
contributions can be summarized below:

e The proposed method expands the application range
of GAEs on graph embedding, i.e, on the general datasets
without graph structure. The adaptive learning mechanism
is able to initialize the adjacency matrix without be affected
by the parameter k.

e The latent representations are embedded in the lapla-
cian graph structure to preserve the topology structure of
the graph in the vector space.

e With adaptive learning, the adjacency matrix can be
self-learned for better embedding performance which en-
hances the robustness of the model.

2 RELATED WORK

In this section, we outline the background and develop-
ment of graph embedding and graph autoencoders (GAEs).

The goal of graph embedding is to learn the low-
dimensional latent representations of nodes that preserve
the topological information of the graph. The early methods
such as DeepWalk [22] uses a random walk to generate
sequences of nodes from a network and transform graph
construction information into linear sequences. Inspired by
DeepWalk, DRNE [23] adopts a Long Short Term Memory
(LSTM) network to aggregate a node’s neighbors. Similar
to DRNE, NetRA [24] also uses the LSTM network with
random walks rooted on each node and regularizes the
learned network embeddings within a prior distribution
via adversarial training. The embedding method SDNE [[14]
exploits the first-order and second-order proximity jointly
to preserve the network structure. The structure of SDNE is
very similar to the graph autoencoders and can be seen as
an early approach of GAEs.

The relationship between GAEs and graph embedding
can be understood as: GAEs are a general term for a series
of methods, and graph embedding is one of the tasks that
GAE can perform. Earlier GAE approaches such as DNGR
[25] and SDNE [14] mainly build the GAE frameworks for
graph embedding by multi-layer perceptrons. Nevertheless,
DNGR and SDNE only consider node structure information
but ignore the node features information. In other words,
the early GAE methods directly learn the node embeddings
from a graph where each node on this graph does not
contain feature information. What really kicked off graph
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autoencoder is [26] whose methods GAE and VGAE laid
the foundation for the later GAE methods. Inspired by
generative adversarial networks (GANs) and VGAE [26],
Adversarially Regularized Variational Graph Autoencoder
(ARGE and ARVGE) [27] is proposed that endeavors to
learn an encoder that produces the empirical distribution.
By replacing the GCN encoder with a simple linear model,
Salha et al. [28] propose a linear graph autoencoder (LGAE
and LVGAE) which is more simple.

Our methods (BAGE and VBAGE) also use the graph au-
toencoder to learn graph embedding. However, our method
differs from these methods in the following points:

1) Our methods can be applied to more general datasets, i.e.,
the dataset without the graph structure.

2) The learned latent representations are embedded into the
laplacian graph structure to preserve the topology structure
of the graph in the vector space.

3) The adjacency matrix in our framework can be adaptively
learned, which enhances the robustness of the model.

We will detailly describe these aspects in the rest of the

paper.

3 NOTATIONS AND PROBLEM STATEMENT

Before we present the problem statement, we first in-
troduce some notations and basic concepts. The Frobenius
norm of a matrix A is defined by [|A[|% = ¥;;a3;. We use ©
to denote the Hadamard product of matrices and ¢r(A) to
indicate the trace of matrix A, i.e., tr(A) = >, a;;. Epoch in
the paper means the number of iteration.

Let G={V,E, X} be a graph, where V =
{v1,v9,...,v,} is a set of nodes with [V| = n and E is
the set of connecting edges among each node. The edges
describe the relations between nodes and can also be repre-
sented by an adjacency matrix A = [a;;] € R"*" where a;;
denotes the relation between nodes v; and v;. Furthermore,
we use X = [X1,Xg, ,xn]T € R™™ ™ to denote the node
feature matrix where x; is the feature vector of node v;. The
number of nodes is n and m is the dimension of the raw
data.

The aim of graph embedding in our method is to learn
the low-dimensional latent representation Z € R™*/ from
the node matrix V with the formal format as: f : (A, X) —
Z. The learned latent representation Z in latent space should
preserve the topological structure of the graph as well as
node feature information.

4 FRAMEWORK

Fig. [1] illustrates the workflow of our methods (BAGE
and VBAGE) that consists of three modules: the graph
convolutional encoder, the decoder, and the laplacian graph
structure.

4.1 Graph Convolutional Encoder Model

The encoder model learns a layer-wise transformation by
a spectral graph convolutional function f (Z(l)7 A|W(l)) :

ZzU) = f(ZO, AW D), )
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Fig. 1: The architecture of the proposed framework (See Algorithm for details).

where Z(1) is the input for convolution and Z(*Y) is the
output after convolution. W() is the weight parameter
matrix that needs to be learned in the neural network. In this
paper, Z(®) = X € R"*™ is the input node features matrix.
Specifically speaking, each layer of our graph convolutional
network can be calculated as follows:

f (z<l>,A|w<l>) S (f)—%zﬁ—%z@w(l)). ©)

Here, A = A +1, ]3“- = Zj ;&Z—j, I is the identity matrix
of A, and ¢ is the activation function such as Relu(t) =
max(0,1).

e The Graph Encoder in our method (BAGE) is like [26]
and [17]], which is constructed as follows:

ZW = frau(X, A]W®); 3)
Z® = finear (Z, AlWD), @)

o The Variational Graph Encoder in our method (VBAGE)
is defined by an inference model:

Q(Z ‘ XaA) = HQ(Zi | X7A)a
i=1
q(zi | X,A) =N (z; | pi, diag (0'2)) )
Here, p = Z(?) is the matrix of mean vectors z;; similarly
logo = finear (Z(l), A | W’(l)) which share the weights
W with g in the first layer in Eq. .

©)

4.2 Decoder Model

The decoder model reconstructs the graph from the
learned latent representations and the reconstructed adja-
cency matrix A can be represented as follows:

A = sigmoid(ZZ7), (6)

where 7Z is the latent representation and Z =

encoder (Z|X, A).

In terms of loss function, we did not use the cross-
entropy loss function to define the reconstruction loss like
[26] and [17]. We impose more penalty on the reconstruction
error of the non-zero elements than that of zero elements.

e The reconstruction loss of the graph construction for
BAGE is calculated as:

Ler =) |l(ai — ;) @by,
im1 ?)

=[(A-A)OB|%,
where ® means the Hadamard product, b; = {b; ; };P:l If
a;j =0,b;;=1,else b, ; = > 1.

o The reconstruction loss of the graph construction for
VBAGE is calculated as:

Laz = |I(A - A) @B} - KL[g(Z | X, A)[p(Z)], ©)

where KL[g(®)|p(®)] is the Kullback-Leibler divergence be-
tween ¢(e) and p(e). We also take a Gaussian prior p(Z) =
[Lp(zi) =IL;N (z | 0,1) like [17] and [26].

4.3 Laplacian Graph Structure

The reconstruction loss in Egs. (7) and (8) is only focused
on graph reconstruction while ignoring latent representa-
tions. Aim at this, we embed the latent representations into
the laplacian graph structure. The loss function for this goal
is defined as follows:

n

2
Lr=Y (llzz‘ - zjl5 aij +%a?j)

i,j=1
= tr(ZLZ") + | Al
st. al1=1,0<a; <1,

©)

where 7y is a regularization parameter that can be adaptively
solved. The laplacian graph structure is also the basis of the
adaptive learning of the adjacency matrix that is also the
biggest contribution of this paper.
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The objective function of Eq. (9) borrows the idea of
Laplacian Eigenmaps [29], which incurs a penalty when
similar latent representations are far away in the embedding
space. The Laplacian matrix L is defined as:

L=D-A, (10)

where the D is the degree matrix whose diagonal element
d“ = Z j Q.

Similar ideas appear in some works on graph learning
and network embedding. The difference between our meth-
ods and them is that we directly incorporate the laplacian
graph structure into the latent representations, not into
the feature matrix, like CAN [30] or into the label matrix,
like SDNE [14]. Thus laplacian graph structure can make
the vertexes linked by an edge be mapped near in the
embedding space.

e In summary, the loss function of the BAGE can be

written as:
Lpage = La1 +ALp +vLeq. (11)

e And the loss function of the VBAGE can be written as:

Lyvpace = La2 + ALL + Ve, (12)

where L,.4 is the fo-norm regularizer term with coefficient
v to prevent overfitting, which is defined as follows:

1 .
‘Creg = § Z(”W(Z)”%)

i

(13)

5 ADAPTIVE LEARNING OF THE ADJACENCY MA-
TRIX

The most important contribution of this paper is the
adaptive learning of the adjacency matrix that tries to an-
swer the following two questions:

e When the original graph structure is incomplete, can
we learn an alternative graph structure to obtain better
embedding effects?

e When we apply graph convolution to the data without
an initial graph structure, can we get the graph structure
through adaptive learning rather than KNN initialization?

5.1 The Solution of The Adjacency Matrix

In practical applications, the adjacency matrix with ad-
justable sparsity tends to bring better results. And that is
a reason why we do not update the adjacency matrix by
back-propagation algorithm directly, which will produce
a meaningless dense matrix. The adaptive learning of the
adjacency matrix is based on the laplacian graph structure
in Eq. (9) as follows:

min Z (Ilz: = 213 as; + 7103

4,j=1
al1=1,0<a; <1.

(14)
s.t.

Let us denote the distance between two nodes as h;j, ie.,
hij = ||lz; — zj||§. The j-th element of vector h; € R"*!

4

is j-th element h;; and a; € R™*! is a vector with its j-
th element a;;. The Lagrange equation of problem is
represented as:

h; |
L(a;,n,¢i) = B 2;_

where 7 and ¢; > 0 are the Lagrange multipliers. Using the
Karush-Kuhn-Tucker (KKT) conditions, we can derive the
optimal solution of a;; as:
+n)
+

hij
i = ( 2vi
where (o) = max(e,0). To equip the adjacency matrix with
adjustable sparsity, we take only k nodes points closest to z;
into consideration and the parameter £ is responsible for
adjusting the sparsity of the adjacency matrix. Therefore, a;

satisfies a;x > 0 > a; k41 as:

aix > 0= —
Cka—Q—1<O:>

a; + —n(a Tl—l)

¢lai, (15)

2

(16)

240> 0

h7 k+1 +n< 0 (17)

According to Eq. (16) and the constraint al 1 = 1, we have:

k
Zh” (18)
tj=1

The overall 7 is set to the mean of ; and it can be learned
adaptively as:

k B
Z(—iﬁ-n) =l=n=
27

Jj=1

1 & k‘
Y= E Z ’L k+1 — Z hv] (19)
i=1
Without loss of generality, let us suppose h;i, iz, ..., hip

are ordered from small to large. Then the adjacency matrix

can be solved as:
_ < hi g1 — haj )
aij = I .
khijer =2 25-1hij )

Based on Eq. (20), the adjacency matrix A can be updated
to AL by the latent representations. What is more, the
adjacency matrix can also be initialized by Eq. when
there is no initial graph structure.

(20)

5.2 Update The Adjacency Matrix

Eq. provides a solution to the graph structure when
the adjacency matrix does not exist or is incomplete. Dur-
ing the iterative process, the learned latent representations
can be used to calculate the adjacency matrix for the next
iteration. However, it is harmful to discard the initial graph
structure totally since the optimal graph structure is poten-
tially a small shift from the initial graph structure [20].

With this assumption, we combine the learned graph
structure with the initial graph structured as follows:

A=A+ (1-a)Ay, 1)

where Ay is initial adjacency matrix and A, is the learned
adjacency matrix in the iteration. A hyperparameter « is
used to balance the trade-off between the learned graph
structure and the initial graph structure. Moreover, we set a
threshold 7 for stopping updates, i.e., if (epoch > 7), then
the updating stop.
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5.3 Distribution of Parameter &

There is only one parameter k in Eq. (20). If we set k as
a fixed hyperparameter, it will cause all samples to have
the same number of neighbors, ie., the number of non-
zero elements in each row of the adjacency matrix is the
same. It will bring the same disadvantage as kNN since the
number of neighbors for each sample is mostly different in
real-world graph data.

Instead of fixing k, we make £ to be a parameter that can
be learned adaptively. Since the k represents the number
of neighbors for each sample, i.e., the number of non-zero
elements in each row of the adjacency matrix, we sample k
from the normal distribution. k£ obeys a normal distribution
with a mean pk and a variance of 1, ie., k ~ N(uk,1).
The value of uik is the number of neighbors for the sample
in the former iteration. Besides that, we set a maximum and
minimum limit on £ to keep it in a reasonable range. Specific
to Eq. (20), the number of neighbors for each sample in the
adjacency matrix will be dynamically obtained during the
updating.

6 OPTIMIZATION

To optimize the aforementioned models, the goal is to
minimize the loss of Lpacr [11land Lv pacr [12) which are
the function of the neural network parameter W. The cal-
culation of the partial derivative of Lpagr(llland LvpacE
are estimated using the back-propagation. Furthermore,
the proposed framework is optimized by adaptive moment
estimation (Adam), where T is the maximum iteration num-
ber.

As for the adaptive learning of the adjacency matrix, the
time complexity of the updating process is O((dn?)7). To
show clearly the information transmission in the adaptive
learning process, Fig. [2| is made to show the information
flow of the learned adjacency matrix A and the intermediate
node embedding matrix Z during the iterative procedure.
The presence of the blue arrow from X to A(®) depends on
whether there is a graph structure in the initial data. The
pseudocode of our methods is summarized in Algorithm

[ ¥ ¥ T3
A© AL A@ AD L A®

INNSNN N

X Z(l) Z(2>... Z(r) Z(r+1) ...Z(T>
Y + .. 1 1 SRR

Fig. 2: Information flow of the adaptive learning process.

7 EXPERIMENTS

We report our results on three tasks: node clustering,
node classification, and graph visualization. The benchmark
datasets used in this paper include two real-world graph
datasets and six general datasets. The results not only
demonstrate the advantage of our methods but also support
the effectiveness of the adaptive learning of the adjacency
matrix.

5

Algorithm 1 Algorithm to our methods (BAGE and VBAGE)

Input: Node features matrix X, maximum iteration num-
ber T', parameters A\, o and 7.

Initialization:

1: if There is the initial graph structure in the data:
22 Input G = {V,E, X}
3: else:
4:  Initialize the adjacency matrix with Eq.
5: end
Optimization:

6: forepoch=1,23,..., T do:

7 ifepoch=1,23,...,7:

8: Update the adjacency matrix by Egs. and
9: end

10:  Compute the loss of BAGE by Eq. (11

11:  Compute the loss of VBAGE by Eq

12:  Backpropagate loss and update W

13: end

Output: Latent representation Z

71

Graph Datasets. In the node clustering task, two graph
datasets Cora and Citeseer are used. In order to verify
the effectiveness of adaptive learning in our method, we
perform incomplete processing on the adjacency matrix on
these two graph datasets. Incomplete processing means that
the elements in the adjacency matrix are randomly set to
0 with a certain probability (Missing Ratio). The detailed
information of the two graph datasets is shown in Table
General Datasets. In the node classification task, six general
datasets are used. The is no graph structure in these datasets
where we initialize the adjacency matrix by KNN for other
methods which are based on the graph convolutional neural
network. The purpose of using these datasets is to verify the
superiority of the adaptive learning of the adjacency matrix
in our methods. The detailed information of the six general
datasets is shown in Table 2|

Datasets

7.2 Competitors

We compare our algorithms against several state-of-the-
art algorithms:

e LGAE and LVGAE [28]: is the latest improvement
to GAE and VGAE, which replace the GCN encoder by a
simple linear model w.r.t. the adjacency matrix of the graph.

e ARGE and ARVGE [17]: is the adversarial graph
embedding framework that enforces latent representations
to match a prior distribution, which is achieved by an
adversarial training mode.

e GAE and VGE [26]: is the classical graph autoen-
coder and variational graph autoencoder. And it is the first
method to to apply graph convolution in the autoencoder.

e SDNE [14]: exploits the first order and second order
proximity jointly to preserve the network structure and we
use it as a baseline.

e Spectral Clustering [31]: is a famous graph based
clustering method and we use it as a baseline.
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TABLE 1: Information of the two graph datasets.

Dataset  #Nodes #Links # Content Words
Cora 2,708 5,429 3,880,564
Citeseer 3,327 4,732 12,274,336

# Features # Missing Ratio
1,433 {0%, 5%, 10%, 15%, 20%, 25%, 50%}
3,703 {0%, 5%, 10%, 15%, 20%, 25%, 50%}

TABLE 2: Information of the six general datasets.

Datasets IMM ATT UMIST COIL USPS PIE
# Nodes 240 400 575 1,440 2007 3332
# Features 1,024 1024 1024 1,024 256 4096

o k-means is the base of many clustering methods. Here
we run k-means on raw node features as a baseline.

7.3 Task 1: Node Clustering

Like most papers based on the graph convolutional
neural network, we apply our methods and other
competitors on the node clustering task to verify the
effect of graph embedding.

Parameter Settings and Study. For the Cora and Citeseer
datasets, we train all autoencoder-related models for 200
iterations and optimize them with the Adam algorithm.
The learning rate for the BAGE is 0.0001 and VBAGE is
0.001. When the adjacency matrix is incomplete, the scale
of adaptive learning o is 10% and the number of adaptive
learning iterations (7) is limited to 10-15. The A is set as 0.01,
and the elements of weight matrix 3 is set as 20. What's
more, the parameters for other competitors are set to the
values that make the best experimental results.

As for the impact of parameters, we study the influence
of parameters A and 3 on the experimental results. The
results and analysis of the parameter study are merged into
the next subsection.

Metrics. To verify the effect of graph embedding, we run
k-means on the learned latent representations to perform
the node clustering task. We run k-means 10 times with
different initializations and report the mean and standard
deviation of all methods. To validate the clustering results,
we employ two metrics: Accuracy (ACC) and Normalized
Mutual Information (NMI).

Experimental Results and Analysis. The details of the
experimental results on the node clustering are given in
Tables B]and [4] where the best and second results have been
highlighted. Since the performance of competitors SDNE,
Spectral Clustering (SC), and k-means is not very good, the
results of those baselines are listed in a separate Table 5| The
results observations are as follows:

1) Our methods outperform all other competitors on the
Cora dataset regardless of whether the adjacency matrix is
incomplete.

2) In the Cora dataset, our methods (BAGE and VBAGE)
are nearly 4%-6% higher than the second place (ARGE
and ARVGE) when the missing ratio is little, and 7%-9%

higher than the second place (ARGE and ARVGE) when the
missing ratio is large.

3) In the Citeseer dataset, our methods perform 3%-6%
higher than the other competitors when the missing ratio is
less than 50%.

7.4 Task 2: Node Classification

In this task, we apply all methods on six general datasets
to learn the latent representations which are then applied
to the node classification task to verify the quality of the
embedding results.

Parameter Settings and Study. All the parameter settings
for our methods in this task are the same as in the node
clustering task. As for the parameters in other competitors,
they are set as the values that make the best experimental
results.

For the impact of the parameters, we study the influence
of parameters A and  on the experimental results. The
value range of A is {0.001, 0.01, 0.1, 1, 10} and the value
range of 5 in weight matrix B is {1, 10, 20, 30, 40}. The
evaluation index is Fl-score that is commonly used in the
classification task. Fig. [5| shows the results of parameters
study where the results show that the parameters’ influence
on our method on the node classification task is small.

Metrics. To verify the effect of graph embedding, we run
SVM on the learned latent representations to perform the
classification task. The latent representations are divided
into a training set (70%) and a test set (30%). We first
perform 10-fold cross-validation to select the best SVM
model, and then we apply the selected SVM model on
the test set. To validate the node classification results, we
employ the Fl-score as the metric.

Experimental Results and Analysis. The details of the
experimental results on the node classification task are
displayed in Table [ where the best and second results have
been highlighted. Due to space constraints, we only select a
few outstanding competitors, i.e., ARGE, LGAE, GAE, and
VGAE, to show in Table[f] The node classification results in
Table 6] show the superiority of our method.

1) The performance of BAGE on the six general datasets
has always remained in the top two and our method (BAGE
and VBAGE) is higher than other methods 3%-6% in the
COIL dataset.

2) In UMIST and USPS, our methods (BAGE and
VBAGE) perform better than GAE, ARGE, and LGAE and
the performance of our method occupies the top two.

3) In the PIE dataset, BAGE can achieve 95% when other
methods can only reach 91%.

In summary, the experiment results in the node classifi-
cation task fully illustrate the rationality and superiority of
the adaptive learning of the adjacency matrix in our method.
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TABLE 3: The node clustering results on the Cora dataset.

Methods ~ Metrics 0% 5% 10% 15% 20% 25% 50%
CAE ACC(%) 59.53+2.00 58.27+3.68 55.13+2.74 57.194£2.30 54.57+£1.91 55.58+3.60 48.77+2.73
NMI(%)  40.48+1.09 38.82+£1.78 32.64+1.12 36.67+1.77 35.10+1.61 36.98+£1.69 25.23+1.60
VGAE ACC(%) 585844.02 57.64+2.82 56.48+3.84 56.64+231 56.884+2.92 56.95+4.56 54.7514.31
NMI(%) 38.46+222 37.39+159 38144272 35424135 36.80+2.44 35.05+3.26 33.00+£2.91
ARGE ACC(%) 68.64+0.60 67.66+0.69 65.73£1.62 63.37£2.54 60.69+120 59.444+1.78 55.2140.52
NMI(%) 49.22+0.17  46.30£0.91 45124122 44.07+1.72 42.0740.30 39.52+0.83  34.33+0.42
ARVGE ACC(%) 67.66+0.26 66.60£0.80 65.99+1.12 62.44+2.31 58.47+091 60.70+0.08 56.32£1.33
NMI(%)  48.17+£0.21 47.24+£0.42 47.20+0.67 44.07+0.65 41.754+0.09 42.27+0.14 33.92+0.71
LGAE ACC(%) 58.4240.90 57.46+3.93 57.82+1.64 53.02+2.47 51.5542.81 54.661+2.86 45.1242.35
NMI(%)  36.63+£0.49  39.71+1.39 39.34+0.84 36.62+1.44 32.894+0.92 35.46+0.94 23.84+1.28
LVGAE ACC(%) 57.10£229 56.2542.75 57.824+2.93 54.08+£3.87 55.00£2.84 55.92+1.86 49.68+1.63
NMI(%) 32.77£1.63 30.71£1.10 32.08+1.23 30.264+2.25 29.41+1.42 29.93+0.77 23.50+0.68
BAGE ACC(%) 72.574+0.68 71.21+£0.18 70.32+0.33  72.74+0.12  69.43+2.27 66.59+0.87 64.22+0.29
NMI(%)  56.91+0.49 54.73+£0.15 52.394+0.17 52.431+0.24 49.96+0.79 51.88+0.54 48.53+0.25
VBAGE ACC(%) 73.11+0.25 71.97+0.05 71.45+0.87 71.23+0.19 70.72+0.27 68.25+2.42 64.86+1.18
NMI(%)  55.66+0.14 54.134+0.23 53.15+0.28 51.12+0.24 51.024+0.32 49.87+1.29  44.85%+0.21
TABLE 4: The node clustering results on the Citeseer dataset.
Methods ~ Metrics 0% 5% 10% 15% 20% 25% 50%
CAE ACC(%) 54544345 54194262 50.95+2.27 49.17£150 50.96+1.76 44.254+2.76  43.5142.81
NMI(%) 27.04+1.53 24.404+2.12 21494144 20.55+1.09 22.33+1.28 16.25+£1.62 16.18+1.73
VGAE ACC(%) 53.96+0.98 53.73+143 52.84+1.27 50.24+0.88 51.78+£1.28 47.93£2.50 41.87+2.81
NMI(%) 23.36+0.82 23.87+£0.96 22.66+0.89 21.4840.97 22.71+0.93 18.89+1.55 14.29+1.35
ARGE ACC(%) 58.67£1.20 57.95+0.62 54.80+1.19 50.49+1.68 51.66+£0.99 51.40+1.42 45.42+0.14
NMI(%) 31.33£0.85 30.69+£0.41 27.75+1.18 24.174+1.08 24.81+0.55 24.18+0.82  20.26+0.26
ARVGE ACC(%) 49.851+0.60 51.43+0.50 49.93+0.10 48.14+0.11 50.04+0.20 52.144+0.88 42.961+1.88
NMI(%) 24.67+0.42 25104048 24.15+£0.27 22.71+028 25424020 25.58+0.43 17.28+1.41
LGAE ACC(%) 56.66+0.96 56.93+0.88 56.58+0.94 55.08+£1.14 55.63+1.01 54.744+042 46.831+1.00
NMI(%) 27224059 28.41+0.73 27.00+0.86 26.674+0.88 26.384+0.91 25.21+0.34 28.48+0.54
LVGAE ACC(%) 50.86+1.05 50.83£1.27 50.06+0.69 49.07+1.09 49.91+£1.57 48.82+0.82 28.974+0.41
NMI(%)  22.55+0.48 21.38+£0.41 22.03+£0.55 20.194+0.38 20.85+0.64 19.45+£0.36 10.31+0.06
BAGE ACC(%) 64.64+0.19 62.19+0.34 58.83+2.23 57.96+1.14 59.64+0.48 55.184+2.12 39.91£3.57
NMI(%)  39.07+0.30 37.994+0.21 36.03+1.13 32.13+0.61 35.174+0.35 26.17+0.98 14.62+1.85
VBAGE ACC(%) 63.13+0.16 62.73+0.28 60.91+0.19 58.40+£0.62 58.80+0.41 55.87+2.11 35.75+1.54
NMI(%)  36.92+0.12  37.62+0.15 35.81+0.16 33.79+0.26 27.814+0.22 26.89+0.82 13.11+0.42

TABLE 5: The node clustering results for three baselines.

Methods  Metrics SDNE SC k-means

Cora ACC(%) 41.5243.38 38.0840.04 37.224+3.91
NMI(%) 20.174£2.39  15.99+0.13 18.874+3.51

Citesecer ACC(%) 30.214+0.67 21.46+0.00 43.80+5.83
NMI(%) 4.44+40.33 1.7240.00 20.63+4.67

7.5 Task 3: Graph Visualization

In this task, we apply our methods and several out-
standing competitors to perform visualization in two graph
datasets. We visualize the Cora and Citeseer datasets in
a two-dimensional space by applying the t-SNE [32] algo-

rithm on the learned embeddings.

The results in Figs. [ and [ validate that by applying
adaptive learning of the adjacency matrix, we can obtain a
more meaningful layout of the graph data.

8 CONCLUSION

In this paper, we propose two novel unsupervised graph
embedding methods, unsupervised graph embedding via adap-
tive graph learning (BAGE) and unsupervised graph embedding
via variational adaptive graph learning (VBAGE). Aiming at the
problem that the existing GAE methods are sensitive to the
adjacency matrix, we embed the adaptive learning to the
framework, which enhances the robustness of the model. In
addition, the adaptive learning mechanism expands the ap-
plication range of GAEs on graph embedding and is able to
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(a) BAGE (b) VBAGE

(c) ARGE

(d) GA

(e) LGAE

Fig. 3: The data visualization comparison on Cora.
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Fig. 4: The data visualization comparison on Citeseer.
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Fig. 5: The parameters study results on COIL dataset.

TABLE 6: The Fl-score (%) on the node classification task.

Methods BAGE VBAGE ARGE LGAE GAE VGAE
COIL 97.50 98.15 94.33 93.85 9386  92.84
ATT 86.59 87.54 83.87 83.50 7848 7624
IMM 36.71 25.81 32.39 30.05 2043  19.54
UMIST 96.46 95.92 92.39 91.80 87.86  85.88
USPS 94.19 93.86 92.88 93.06 9337  92.89
PIE 95.29 91.00 91.63 91.69 87.69  87.54

initialize the adjacency matrix without be affected by the pa-
rameter k. Furthermore, the learned latent representations
are embedded in the laplacian graph structure to preserve
the topology structure of the graph in the vector space.
Experimental studies on several datasets demonstrated that
our methods (BAGE and VBAGE) outperform baselines by
a wide margin in node clustering, node classification, and
graph visualization tasks.
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