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Abstract—Computing a consensus object from a set of given objects is a core problem in machine learning and pattern recognition.
One popular approach is to formulate it as an optimization problem using the generalized median. Previous methods like the Prototype
and Distance-Preserving Embedding methods transform objects into a vector space, solve the generalized median problem in this
space, and inversely transform back into the original space. Both of these methods have been successfully applied to a wide range of
object domains, where the generalized median problem has inherent high computational complexity (typically AP-hard) and therefore
approximate solutions are required. Previously, explicit embedding methods were used in the computation, which often do not reflect

the spatial relationship between objects exactly. In this work we introduce a kernel-based generalized median framework that is
applicable to both positive definite and indefinite kernels. This framework computes the relationship between objects and its
generalized median in kernel space, without the need of an explicit embedding. We show that the spatial relationship between objects
is more accurately represented in kernel space than in an explicit vector space using easy-to-compute kernels, and demonstrate
superior performance of generalized median computation on datasets of three different domains. A software toolbox resulting from our
work is made publicly available to encourage other researchers to explore the generalized median computation and applications.

Index Terms—Consensus learning, generalized median, kernel functions, distance-preserving embedding, vector spaces.

1 INTRODUCTION

O NE commonly used approach to consensus learning is
to formulate it as an optimization problem in terms of
generalized median computation [1]]. Given a set of objects

O = {o1,...,0n,} in domain O with a distance function
(04, 04), the generalized median can be expressed as
0 = arg min Z 0(04,0) )
0,€0
SOD(o)

In other words, the generalized median is an object that has
the smallest sum of distances (SOD, also called consensus
error [2]) to all objects in the input set. Note that the median
object is not necessarily part of set O. The generalized
median is the formalization of the intuitive averaging. As
a simple example, when dealing with real numbers, it cor-
responds to well-known concepts from statistics. In case of
5(p,q) = (p—q)?, p,q € R, the generalized median is simply
the arithmetic average of the given numbers. Changing to
another distance function é(p,q) = |p — ¢| results in the
usual median of numbers.

The generalized median is a general concept and has
been studied for numerous problem domains related to a
broad range of applications. Examples include rankings [3],
phase or orientation data [4], [5], 3D rigid structures [6],
3D rotations [7], [8], clusterings [9], [10], [11], point-sets
[12], shapes [13], 3D surfaces [14], image segmentation [15],
sequence data (strings) [16], [17], graphs [18], [19], altas
construction [20], and Grassmann average [21]]. It is often
known under different names in applications, where a spe-
cific distance is common, for example geometric median in
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case of Euclidean vector spaces with the Euclidean distance
[22], Steiner string for median strings [2], Karcher mean
for positive definite matrices [23] or Kemeny consensus for
rankings [24].

Although being simple in its definition, the optimization
task turns out to be very complex in many domains.
Since the median object is not necessary part of the original
set, one has to construct a new object from the whole domain
space that minimizes the SOD in equation (I). Even for
the simple string edit distance, it has been proven to be
NP-hard [25]. The same applies to rankings [3], ensemble
clustering [26], median graphs [22] and signed permutations
[27] using common distance functions, just to name a few
examples. Also for the seemingly simple case of R? with
the Euclidean distance there is no known polynomial-time
algorithm, and it is not even known if this problem is in NP
[28].

Given the high computational complexity, approximate
solutions are required to calculate the generalized median in
reasonable time. The perturbation strategy in [10] for ensem-
ble clustering, for instance, starts with an initial clustering
and iteratively moves a single object to a different (possibly
empty) cluster until the optimization SOD function asso-
ciated with the newly created clustering increases. More
sophisticated methods include metaheuristic strategies, e.g.
genetic algorithms [18] that optimize a set of candidate solu-
tions by combining and mutating them, simulated anneal-
ing [29] that optimizes a single candidate by probabilistic
optimization, or block coordinate descent [30] minimizing
a matrix or vector representation of the generalized median
approximation. These methods are typically heavily tailored
to a specific domain O and use intricate domain knowledge
in their computation.

The focus of our work lies in domain-independent meth-



This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOl 10.1109/TPAMI.2022.3202565

ACCEPTED FOR IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, 2022 2

ods that can compute generalized median solutions for any
space. There exist only very few such frameworks. The
framework for generalized median approximation in [31]
is motivated by a lower bound [18] for generalized me-
dian computation in metric spaces. Recently, the prototype-
embedding approach [22] has received considerable atten-
tion to successfully solve a number of A'P-hard consensus
learning problem instances (strings, graphs, clusterings, bi-
clusterings) with superior quality [1]], [16], [22], [32], [33].
In this framework the objects are first embedded into a
vector space, where the median computation is much eas-
ier than in the general case. The median vector is then
transformed back into the original problem space (recon-
struction), resulting in an approximation of the generalized
median. Further improvement of the prototype-embedding
approach includes alternative object reconstruction meth-
ods [34] and more accurate distance-preserving embedding
methods compared to prototype embedding [1].

This approach can also be applied to structured predic-
tion, which is a broad research topic and has been studied
in many domains. In [35]], for instance, a tree structure of
a house plan is predicted from an advertising text by first
labelling the text, computing the intra-label dependencies
and finally constructing a tree from these dependencies.
Other examples include label ranking prediction [36], hu-
man activity recognition [37], and person re-identification
[38]. However, these methods and their embeddings (2D
dependency edges in the example) are typically highly
specialized to the problem at hand. In contrast, the distance
embedding approach is a general method applicable to any
domain a distance is known.

The popular prototype-embedding approach [1]], [22] is
based on explicit transformation for the embedding pur-
pose. In this work we propose a novel kernel approach
to embedding-based generalized median computation by
using an implicit transformation in terms of kernel func-
tions. We show that it is possible to handle the generalized
median computation without knowing the dimension of the
embedded space and the concrete embedding. We evaluate
our method on artificial and real datasets of three different
problem domains (strings, clusterings, rankings). Several
kernel functions will be studied, in particular some of them
have the nice property of provably preserving the pairwise
distances after embedding in the implicit vector space,
which is a highly desired property for embedding-based
generalized median computation [1]. Using these easy-to-
compute kernel functions we demonstrate superior perfor-
mance in terms of the computed median quality compared
to the prototype-based explicit embedding method.

The remainder of the paper is structured as follows.
In Section 2} we give a statistical interpretation of gener-
alized median (1) as a maximume-likelihood estimator. The
prototype-based embedding framework is summarized in
Section B Its inherent drawbacks are discussed to moti-
vate our current work. Section 4| presents our kernel-based
approach to generalized median computation. The experi-
mental evaluation is given in Section 5} A related software
toolbox for public use will be described in Section|6] Finally,
some discussions in Section[7] conclude the paper.
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2 GENERALIZED MEDIAN MAXIMUM-

LIKELIHOOD ESTIMATOR

We start with the simple case of 1D signal. If the true,
but unknown, signal value is Z € R, the measured signal
x € R is disturbed by an error x — z. Then, the probability
of a measurement with this error can be expressed by an
exponential function of the error. Assuming the probability
is quadratic in the error, this leads to the common Gaussian

distribution
1 (x —17)?
oo (-5

Assuming the error is not quadratic, one can express the
probability as the so-called Laplace distribution

_ 1 |z — Z|

L(z|z,0) = 55 OXP ( . )
These probability distributions are also known as the second
and first law of error, and were first proposed by Laplace
around 1775 [39]. Although the Gaussian distribution is the
more popular one, it has been shown that it does not always
reflect the error distribution of natural data, especially if out-
liers are present [39], [40]. Naturally, the Laplace distribution
appears for example in the error of navigational data [41] or
financial data [40].

Now we consider an arbitrary space O. Assuming the
true, but unknown, object 6, we make observations o and
model the error by the distance d(o, 0) in analogy of |z — Z|
in the Laplace distribution for R. Then, one can compute the
probability for the occurrence of any object o by

Using this distribution, one can estimate the optimal ob-
ject 6 and the distribution factor o for a set of objects
O = {o1, ..., 0, } by maximizing the likelihood function

T L o (~20222)

L(3,010) =[] 5 exp
(o) ol E22)

i=1
under the assumption that o; are independent and iden-
tically distributed. This is equivalent to maximizing the
logarithm of the likelihood function

1%@@Jm»=m%<i>—
20
Since o and n are constant, an optimal estimation 0 is equal
to minimizing the second term (without the negative sign),
which corresponds to the definition of generalized median
in (I). In a next step the optimal o can be computed as

_ Z?:l 6(01'7 5)

n

AS

N(z|z,0) =

L(o]5,0) =

Z;L:l 5(Oi7 6)

g

by setting %

5’0‘0)) to be zero, which is the normalized
SOD.

Therefore, the generalized median is the optimal
estimation in the maximum likelihood sense so that the
observed data (objects) O is most probable. Although this
elaboration is mathematically simple and known in some
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specific spaces (e.g. in the case of signed and unsigned
permutations the generalized median is the maximum likeli-
hood solution under the Mallows model [24], [42]]), adapting
it for the general case of arbitrary domains provides us a
deeper understanding of the computation and we are not
aware of its mention for general spaces in the literature
before.
Occasionally, researchers use the definition

_ . 2/
0 = arg min Z 6%(0;,0)
0, €0
in analogy of (z — Z)? in the Gaussian distribution for R
[43]]. This can be uniformly treated using the definition
by defining an auxiliary distance function 6*() = 6%().

3 FRAMEWORK OF EMBEDDING-BASED GENER-
ALIZED MEDIAN COMPUTATION

The embedding framework [1]], [22] for computing the gen-
eralized median uses an explicit embedding function
¢(0;) to transform the objects o; into vectors in R, leading
to the problem

n
# = arg min > |6(0;) — s
w€R? T

in vector space using the Euclidean distance. This is solved
by using the popular Weiszfeld algorithm [44]. This itera-
tive algorithm delivers a good-quality geometric median in
reasonable time. Then, an inverse transformation is used to
find an object 6 with 6 ~ ¢~1(Z) that can be seen as the
inverse of ¢, therefore solving

0~ ¢~ (2) = argmin||é(0) — 7Lz

This is a special instance of the so-called pre-image problem
in kernel-based machine learning [45] which deals with the
difficult reverse problem of finding an object in the original
space corresponding to a given embedding.

In the following subsections we will first describe the
embedding and median computation part of this framework
resulting in Z, followed by an extensive review of the recon-
struction step realizing the inverse transformation ¢! (z).

3.1 Embedding and computation of generalized me-
dian in vector space

Prototype-based embedding was initially proposed in [22].
Choosing d prototype objects p1, ..., pq from the input set O,
this method uses the embedding function

¢(0i) = (6(0s, p1), 6(0i,p2), -y 6(0i,pa))

to compute vectors for each object.

Later, it was shown that although easy to compute,
the prototype embedding has several drawbacks [1]], in
particular the lacking preservation of distances in vector
space. In that work, these drawbacks were remedied by
using better distance-preserving embedding methods. Mul-
tidimensional scaling or curvilinear component analysis, for
example, actively improve the preservation of pairwise dis-
tances between objects, thus leading to less approximation
in the later steps and a better quality approximation of the
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Figure 1. Computation of the ratio o between objects for reconstruction.

median overall. Although still only an approximation of the
true distances, it was shown that using these and other
embedding methods greatly improves the median quality
through their accurate representation of the spatial structure
of objects in vector space.

Using the computed ¢(0;) of each object, the general-
ized median Z in vector space is then computed using the
popular iterative Weiszfeld algorithm [44]

Z:’L:I Wg‘ﬁ(oi)

jjj—i_l - Zn 1 wj
1= K2
with weights
w? S S
to iz = ¢loi)]2

By selecting the starting vector o € R? in specific ways
as shown in [46], the Weiszfeld algorithm is proven to
converge at a sublinear rate. In practice, however, it is
often sufficient to use the mean of ¢(0;) as easy-to-compute
starting point since the algorithm quickly converges to a
good approximation of Z for all but a few trivial-to-resolve
starting vectors [47].

3.2 Reconstruction of generalized median from vector
space

The inverse function ¢~!(Z) is realized by a reconstruction
process involving the nearest neighbors of Z in the vector
space. The simplest reconstruction method — called linear
reconstruction — chooses the two nearest neighbors of the
median vector, and combines them in a similar fashion to
linear interpolation, as seen in Figure 1| Let ¢(0,), ®(0p) be
the nearest neighbors of median vector Z, u = ¢(0p) — ¢(0,)
and v = T — ¢(0,). Then, the reconstruction is achieved by
projecting vector v onto u, resulting in a vector w = <ﬁ’ublb‘>
The resulting ratio

_ Ml (v, u)

Tl T Tié(on) — d(0a)12

between w and u is then used to compute an approximate
median object o, in the original space as an interpolation
of 04,0, with ratio a. This is achieved with a so-called
weighted mean function that constructs a o, using the
following properties

0(0a,0m) = a - 6(0q,0p)
0(0m,0p) = (1 — ) - 6(0q, 0p) 2
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Z=(2,2.5) o, = BBB leading to the weighted mean AAB. This can even happen

° é(op) = (5,2) in vector space using certain distances, for example the

. b ° ’ Manhattan metric, where an infinite number of possible

Figure 2. Example for the weighted mean computation using strings.
The median object 6 is reconstructed from z using the two neighbors
0, = AAAA and o, = BBB and their respective embeddings. For
visualization, possible reconstructed objects using a weighted mean
function are shown as points on the line between ¢(oq) and ¢(op).

Under the assumption that the distances were reasonably
well preserved in vector space, this approximation should
have a lower SOD than the individual objects, similar to the
case in vector space. In practice, this weighted mean can
often be derived from the distance function &() [48], [49],
[50].

An example using strings and the common Levenshtein
edit distance can be seen in Figure [2| Given a string set O,
an embedding ¢(0) was computed that assigns each string a
vector in a two-dimensional space. In this case, object 0, =
AAAA was assigned ¢(o,) = (0,0) and object o, = BBB
was assigned ¢(op) = (5,2). Similarly, all other objects in
the set were assigned embedded vectors. After computation
of the generalized median in vector space Z = (2,2.5),
¢(0,) and ¢(op) were identified as nearest objects. Then,
the linear reconstruction method projects Z onto the line
between ¢(0,) and ¢(0p) to compute a ratio o ~ 0.517.
The unknown pre-image ¢~ !(Z) is then approximated by
constructing a new object o,,, that approximates the prop-
erties shown in Eq. (2). In the case of the Levenshtein edit
distance, a list of minimal necessary edit operations can be
obtained to transform o, into o3, in this case for example
AAAA — BAAA — BBAA — BBBA — BBB with
corresponding edit distance 4 assuming that all editing steps
have cost 1. Therefore, BBAA is selected as approximation
of ¢~1(Z) since it is the closest of the intermediate edit steps
to fulfilling Eq. (2) with §(04, 0m) = 2 = 2.06 = & - §(0q4, 0p)
and 0(0m,0p) = 2 = 1.93 = (1 — «) - §(0q,0p). This can
be understood as individual editing steps lying on the line
between ¢(0,) and ¢(0) and choosing the closest one to the
projected .

This type of reconstruction relies heavily on the fact
that in vector space, the projection of a vector Z onto
the line between ¢(o,) and ¢(op) is the closest point on
this line to Z (see Figures [I] and ). In embedding based
frameworks this is assumed to be true in object space as
well and approximated by the weighted mean. Just as in
vector space where any point on a line can be expressed as
a weighted mean between its end points, a “straight line”
in object space can be represented by all objects fulfilling
the weighted mean Equation (2). However, depending on
the distance formulation, this “line” may not be unique.
Using the example above, a second ”straight line” of editing
steps is AAAA — AAAB — AAB — BAB — BBB,
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paths of weighted means exist between two vectors.

Using this definition of ”straight line”, the orthogonal
projection of an object onto the line between two objects
is the (not necessarily unique) object which is a weighted
mean between o, and o, and has the smallest distance to
the projected object. However, for many popular distance
formulations computing this projection would require to
compute a large number of projection candidates that could
be very costly itself. For more efficiency of these methods,
often only a small number of candidates are computed
and the best one is returned. In our case, we will balance
the computation of the weighted mean between speed and
robustness by only computing two weighted means. The
weighted mean from o, to 0, using o and the weighted
mean from oy to 0, using 1 — « are computed, choosing the
weighted mean with the better approximation of the median
as the result. This is done for both the explicit generalized
median computation shown in this section and our kernel
based method shown later for a fair comparison.

In addition to the simple linear reconstruction, there
are other reconstruction methods, named triangular and
recursive reconstruction. The basic idea of these methods
is the same, but using three objects instead of two nearest
neighbors for triangular reconstruction, or using a more so-
phisticated projection technique for recursive reconstruction
(see [1], [22] for details).

Further improvement of the inverse transformation can
be found in [34]. Two new reconstruction methods were
proposed, namely linear-recursive and triangular-recursive
reconstruction, as well as a method that iteratively im-
proves results of any reconstruction method. Both linear-
recursive and triangular-recursive reconstruction still use
the same weighted mean function and projection technique,
but combine objects in a different way. It could be shown
that these methods significantly improve the quality of the
reconstructed median over all three previous variants by
enhancing the inverse transformation ¢~ ().

In summary, the framework of embedding-based gener-
alized median computation comprises three steps: applying
an explicit method ¢(0;) to embed objects from an arbitrary
domain into a vector space, computing the median Z there,
and then using an inverse transformation ¢~!(Z) to com-
pute an approximate median object in the original space
that corresponds to this median vector.

Despite the popularity and the recent advances, the
prototype-embedding approach [1]], [22] has some inherent
drawbacks due to its nature of explicit transformation for
the embedding purpose. There is a need of specifying the
embedding dimension (number of prototypes) and selecting
this number of suitable prototypes. Both may influence the
quality of the computed generalized median, but are not
always trivial to set. Therefore, we aim to explore instead
an approach of implicit transformation by means of kernel
functions. This approach helps overcome the inherent draw-
backs of explicit transformation. More importantly, some of
the studied kernel functions have the nice property of prov-
ably preserving the pairwise distances after embedding in
the implicit vector space, which is fundamental for superior
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performance of generalized median computation within the
embedding-based computation framework [1].

4 KERNEL-BASED GENERALIZED MEDIAN COM-
PUTATION

In this section we present a kernel approach to embedding-
based generalized median computation. Despite the implicit
nature of kernel embedding functions it turns out to be
possible to determine all required ingredients for this com-
putation. In particular, we will show that the ratio « that
is necessary for the reconstruction combination of objects in
#»~1() can be computed without using an explicit embed-
ding ¢(), a kernel function suffices instead. Using the kernel
approach, one thus can accurately reconstruct a generalized
median without the need of an explicit vector space.

After a brief introduction to kernel methods in Section
we shortly repeat the main steps of the generalized me-
dian computation using explicit transformation in Section
4.2l The main contribution of this work is then described
in Section (positive definite kernels) and Section
(indefinite kernels) to perform generalized median com-
putation using implicit transformation in the context of
kernel functions. Then, we present several kernel functions
in Section [4.5| that will be studied in our experimental work.
An analysis of the complexity of the kernel-based median
computation framework is given in Section Finally, we
provide some further discussion in Section 4.7}

4.1

Kernel functions are well-known from their application in
kernel machine [51], support vector machine (SVM), clus-
tering, principal component analysis, etc. [52]. Originally, a
kernel function K (x,y) is defined by

K: RExR* 5 R

Kernel methods

with a related transformation ¢ : R* — H g into a Hilbert
space Hx so that K(z,y) = (¢(x), ¢(y)), that is, the kernel
function corresponds to the scalar product in Hg. One
simple example for the two-dimensional vector space is the
kernel function

K: R2xR? SR, K(z,y) = (xy")?

which computes the scalar product

<¢($)a ¢(y)> = <($?7 \/556‘1,%2, $§)7 (y%a \/iyly% y§)>

of a transformation in a three-dimensional vector space. In
general, using a kernel function K (z,y), one can compute
the scalar product in the transformed vector space without
the need of explicitly transforming z and y into ¢(x) and
¢(y), respectively. Since the linear SVM classifier depends
on scalar products only, this kernel trick allows nonlinear
classification of the original vectors by a linear classification
in the vector space implied by a kernel function.

The concept of kernel functions for vector space can be
extended to an arbitrary space O to enable classification on
other types of data (e.g. strings, trees, graphs) [53], [54], [55],
[56]. In this general case, a kernel function is defined by

K: OxO =R, K(04,0p) = (¢(04), P(0p))
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with a transformation ¢: O — H that computes the scalar
product of the transformed vectors of two objects o, and oy,
Note that many of these kernels do not have an explicit
representation of a vector space and compute the scalar
product directly instead.

Since the scalar product in a Hilbert space induces a
norm, the distance between two transformed vectors ¢ (0, )
and ¢(op) can be computed using the kernel function only
as follows

16(0a) — B(0n)l|2 = ((6(0a) — é(01), B(0a) — B(0n)))?

((@(0a), (0a)) — 2 (¢(0a), P(0p))

+(9(0n), $(or))?

(K(04,04) — 2K (04, 00) + K (0p, ob))%
®3)

4.2 Generalized median computation using explicit
transformation

To better understand the kernel-based reconstruction
method, we will shortly repeat the central elements of the
explicit transformation framework as presented in Section
In case of explicitly known transformation ¢ as with
the previous prototype and distance-preserving embedding
methods [1f], the Weiszfeld algorithm [44] is applied to iter-
atively compute the generalized median Z in vector space

by
4)

with weights

1
—— ©)
125 — é(0i)ll2
using explicit vectors ¢(o;) for each object o; in the input
set and nearly any starting vector Zy. Then, a ratio « of the
projection of Z onto the line between its closest objects ¢(0,)
and ¢(op) is computed by

_ (2= 0(02). (08) — 6(04))
16(00) — B(0a)ll3
The generalized median 0 is finally reconstructed by com-

puting a weighted mean object between o, and o, using this
ratio as shown in Section

J
Wi

(6)

4.3 Generalized median computation using implicit
transformation: positive definite kernels

The computation scheme above explicitly needs the trans-
formation ¢(0;) for each object o; in the input set and the
intermediate result Z; after each iteration of the Weiszfeld
algorithm. When working with positive definite kernel func-
tions along with an implicit transformation ¢, however,
these fundamental ingredients for median computation are
not available. In the following we present a solution to this
problem so that we can still use the scheme presented in
Section [£.2]to compute the generalized median.

Median computation in kernel space: Let Z; be the general-
ized median vector from the Weiszfeld algorithm at iteration
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j, see (Eq. @i Then, the weight w/ can be computed using
Eq. (5) and (3) as

Wl = 1/((25,8;) — 2(5,8(0:)) + ((0:), p(0:)))*  (7)

Here (¢(0;), ¢(0;)) can be computed using the kernel func-
tion K (0;,0;). On the other hand, since Z; is unknown we
are unable to evaluate (Z;, Z;) and (Z;, #(0;)). Nevertheless,
these two items can be precisely determined using the
iterative nature of the Weiszfeld algorithm by substituting
Z; with its previous step of Eq. and using the bilinear
properties of the scalar product. This results in

.7, = <22_1 wiT'¢lon) Fim i '¢lon) >
2= Wa PO

_ 22:1 22:1 Wf;_lwi_lK(Ouv 0y)
= 3 (8)

(22:1 wﬂ_1>

and

(&5, d(os)) = <ZZ—1,”$2‘?§"“) 7 ¢(Oi>>

== <= -1 : )

Note that the right hand side of Eq. () and (9) only con-
tains kernels between input objects and the weights of the
Weiszfeld algorithm in the previous step of the iteration.
Bringing Eq. (7), and (9) together, one can therefore
compute w; iteratively from kernels between input objects
without explicit knowledge of the transformed vectors ¢(0;)
and the immediate median Z;. As a starting value for this
iteration scheme, one can for example set all w{ = 1. This
corresponds to the mean of objects in kernel space and is
often a good first approximation of the median result. It is
important to emphasize that we are only able to use the
Weiszfeld algorithm to compute the weights w?, but not the
immediate median Z;. As will be shown in the following,
this is sufficient for reconstructing the generalized median
in the original space.

Reconstruction: Even without explicitly knowing the me-
dian Z in the kernel space, we need to reconstruct the
generalized median 6 = ¢~ !(Z) in the original space. Our
solution starts with the insight that for the reconstruction,
we actually do not really need to explicitly know the median
Z. It suffices to know the nearest neighbors of z and the
related ratio « in Eq. (6). Their corresponding input objects
are then combined to build the generalized median 0. The
nearest neighbors of  can be easily found by the final
weights w; after convergence of the Weiszfeld algorithm
since Eq. implies that these weights are the inverse of
the norm between object 0; and the median in kernel space.
That is, sorting the final weights w; in a descending order
will deliver the nearest neighbors of the unknown Z.

The final weights w; are related to the unknown median
Z in kernel space by

(10)
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Algorithm 1 Kernel-based Linear (! = 2) and Triangular
(I = 3) Reconstruction

Input: Object set O, integer [, final weights w;, weighted
mean function wm/()
Output: Median object 0
1: Select 01, . .., 0; with the [ maximal w;
2: 01 = 01
3: forj =2tol do
4:  Compute o using Eq. with objects 0;_1, 0,
5 05 = wm(éj,hoj,a
6: end for
7: return 0; with the related SOD

Given two nearest neighbors o, and oy, inserting Eq.
into Eq. (6) leads to

(ERe? — ofon). olon) - 9lo)

|p(0n) — ¢(0a)l[?

i "Ji(KZ(:OT’i:’?bi;K(O“Oa)) — K(0a7 Ob) + K(Oaa O(l)
[((ob7 Ob) — 2K(0b, 0q) + K(Om Oa)

o=

1)

This computation only needs the final weights w; and kernel
values between all objects in the set as well as 0, and oy,
The simplest method, linear reconstruction [1], [22], uses
the two nearest neighbors 0; and o2 for the reconstruction.
Starting with the — in kernel space — closest object to the
median 0; = o071, the o value between it and the next
closest object 02 is computed and applied in the weighted
mean function to generate a better approximation 0, of the
median object. For the triangular reconstruction, a third
nearest neighbor o3 is needed and another « is computed
between the median object 0, and o3 towards a refined
median object 03. The returned median approximation is
the last constructed object 0;. This is shown in Algorithm
using | = 2 for linear and [ = 3 for triangular reconstruction.

Algorithm 2 Kernel-based Linear (Triangular) Recursive
Reconstruction

Input: Object set O, final weights w;, weighted mean func-
tion wm()
Output: Median object 0
1: Opest = 0
2: while |O| > 1 do
3:  Divide O into |0|/2 pairs (|O|/3 triples) by grouping
maximal w; first.

4: O =40

5. for each pair (0g, 0p) (triple (04, 0p,0.)) do

6: Compute 6 using Algorithm [[jwith [ = 2 (I = 3)
7: O'=0"u{ao}

8: end for

9:  Opest = arg oe{aI::i?}uO’ SOD(o)

0. 0=0

11: end while
12: return 0p.s; with the related SOD

We were not able to adapt the recursive and best-
recursive reconstruction methods [1], [22] for kernel meth-
ods due to the recursive projection onto hyperplanes. There-
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fore, we leave these methods out and instead adapted linear
recursive and triangular recursive reconstruction described
in [34]. For prototype embedding, they show superior re-
sults compared to best-recursive reconstruction anyway and
therefore should have a similar performance for kernel
methods. Both methods are shown in Algorithm 2] First, the
object set is divided into pairs (or triples) of objects, and
a linear (triangular) reconstruction is performed for each
case. This results in a new set of |O|/2 (|O|/3) objects. The
algorithm is repeated using this new set until only one object
remains. The object with the lowest SOD of all computed
objects is returned as the approximated median.

Overall algorithm: The overview of the proposed kernel-
based generalized median framework is shown in Algo-
rithm 3} First in lines 1 to 6, the necessary weights of the
objects are determined using one of the kernel methods to
be discussed in Section[4.5] Note that in contrast to previous
explicit embedding, neither the vectors ¢(0;) nor the median
vector T can be explicitly computed. As for the number
Jmag Of iterations of the kernel-Weiszfeld algorithm, only
a low number of iterations is needed in practice and the
computation can be stopped early once w! converges (see
Section[5.3). These weights are then used in one of the recon-
struction methods to compute an approximate generalized
median in the original space.

Algorithm 3 Kernel-Based Generalized Median Framework

Input: Object set O, distance function §(), weighted mean
function wm/(), kernel function K ()
Output: Median object 0
/* Computation of median weights */
1: Initialize w) = 1 forall 1 < i < |O|
2: for j = 1 t0 jimar do
3: fori=1tondo
4: Compute w! using Eq. , and @
5:  end for
6: end for
/* Reconstruction */
: Compute 6 using reconstruction algorithm 1] or [2]
8: return 0 with the related SOD

N

4.4 Generalized median computation using implicit
transformation: indefinite kernels

In the previous section we have shown the computation
of the generalized median in kernel space using positive
definite kernel functions. However, a number of kernel
functions that can be applied to any domain given a distance
function (as shown in Section and later used in our
evaluation) are not positive definite and therefore do not
fulfill some basic assumptions used in the previous section.
This is similar to the case of kernel SVM, where these
kernels are used for classification even though they are not
guaranteed to be positive definite [57]]. To ensure the general
nature of this framework, we will attempt to approximate
the generalized median using these indefinite kernels as
well. For this reason we will shortly introduce the concept
of pseudo-Euclidean spaces and show that indefinite kernel
functions can be used to compute the generalized median in
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such a pseudo-Euclidean space instead of normal Euclidean
space.

Pseudo-Euclidean spaces are linear vector spaces includ-
ing an indefinite, symmetric bilinear form (-,:) and can
be expressed as E = R(P9) = RP x iRY, where i is the
imaginary unit, i.e. as spaces whose vectors consist of p real
and ¢ imaginary elements [58]. As such, pseudo-Euclidean
spaces are subspaces of the complex vector space CPT.
In contrast to standard Euclidean spaces, this allows for
negative squared distances §2 : O x O — R with

§%(0i,05) = (i, x5) — 2 (i, z5) + (x5, 25) .

According to [57], [58], any symmetric indefinite kernel
function K (0;,0;) can be used to construct such a real
squared distance by substituting the inner product with
indefinite kernels

6%(04,05) = K(0;,0;) — 2K (0;,04) + K(0j, 05) (12)

Additionally, if this squared distance is symmetric with
§2(0;,0;) = 0 for all x € O, which is true for Equation
(12) for any symmetric function K, one can express 62 as

805, 05) = [|6(0:) — (053 (13)

using a transformation ¢ : O — E into a pseudo-Euclidean
space E. As such, indefinite kernels allow the computation
of a real-valued squared norm in a pseudo-Euclidean space,
which, as the square root of a real number, translates to a
complex valued norm consisting only of a real or imaginary
part.

As we need the norm in the computation of the weights
of the Weiszfeld algorithm as shown in Equation (5)), we will
need to use the root of the above squared distance shown
in Equation and as such expand the pseudo-Euclidean
space to a full complex space. This leads to modifications
in Equations (7), (8) and (9) for the iterative computation
of weights using complex norms. In contrast to real spaces,
the inner product in complex spaces is conjugate symmetric
({(z,y) = (y,7)) and conjugate linear in the second argu-
ment ((x, \y) = X (z,y)).

Using the conjugate symmetry, Equation (7) becomes

w! =1/((z,3;) — (7}, $(03))
— (@5, (0) + (6(04), B(0:)))?

while, using conjugate linearity in the second argument,
Equation [8|becomes

<f T > — ZZ:l wiilld)(ou) ZZ:l wju‘,illd)(o’u.)
Y POURTLALNERED SURTA
_ 23:1 22:1 wiilwéilK(Ou; 01;) (15)
(o) (S el

Equation (9) remains unchanged. Note that since the com-
plex conjugate does not affect real numbers, these equations
can also be used for positive definite kernels. As these mod-
ifications may influence the convergence of the Weiszfeld
algorithm, we will experimentally study its convergence
using indefinite kernels in Section

All in all, this leads to complex weights in the compu-
tation of the Weiszfeld algorithm, which — inserted into the

(14)
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also unchanged Equation — can lead to a complex «
value. However, for the computation of the weighted mean
real value is needed. As such, in the case of a complex «, we
will use its magnitude to compute the weighted mean.

4.5 Kernel functions

We briefly describe a variety of kernel functions used
in our experimental work, both positive definite domain-
dependent kernels and indefinite domain-independent ker-
nels. In addition, we show that several special cases of these
kernel functions are able to preserve the distance in the vec-
tor space of their respective projection, thus making them
ideal candidates for kernel-based median computation.

For a general framework for generalized median com-
putation one would like to use distance-preserving domain-
independent positive definite kernel functions to ensure a
good distance-preserving embedding in an implicit kernel
space where the median is approximated, similar to the
argument for distance-preserving explicit embedding meth-
ods in [1]. However, we were not able to find appropriate
positive definite kernel functions that could be used for
every domain. Therefore, we will first present a number
of positive definite domain-dependent kernels that can be
used in this framework, followed by a number of indefinite
kernel functions that can be used in any domain. In the end,
we will discuss the distance preservation of these kernels.

4.5.1 Positive definite domain-dependent kernels

Although positive definite domain-independent kernels
would be preferable for our method shown in Section
we were only able to find positive definite kernels for
specific domains. Therefore, we will present three domain
specific kernel functions in this section.

String subsequence kernel: The string subsequence kernel
K% [59] is a popular kernel function in string based
applications for strings s of alphabet Y. Given the set
{u1,ug,...} C X of all possible substrings u; with fixed
length |u/|, the transformation of a string s is defined as

O (5) = (dur (8), bus (8), ), duls) = 3. N

iiu=sli]

where i = (iy,...,4),|) are increasing indices, s[i] the sub-
string of s consisting only of the symbols at positions in
i, and I(i) = i}, — 41 + 1 is the length of the substring
containing i. A < 1 is a weighting parameter. As such,
each value in vector ¢***(s) encodes the frequency and
compactness of the occurrences of a substring u; in string s.
Interestingly, the kernel K***(s1, s5) = (¢**%(s1), ¢°**(s2))
can be computed recursively without the need to explicitly
compute the embedding ¢***(s) [59]. In our evaluation, we
chose |u| =2and A = 0.5.

Partition kernel: The partition kernel is designed for the
domain of clusterings and based on a simple transformation

PP (x) = (B 2(@), s B (2), D5 5(), o0, O, (7))
p ooy )L (i) = ()
z‘,j(m)—{07

otherwise

where z is a vector containing the clustering labels of n
elements. If done for two clusterings, the scalar product
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KPP (04, 0p) = (¢PY(04), 9P (0p)) is the number of pairs
whose cluster labels are equal in o, and 0,, while the label
itself can be different. As a scalar product between two
vector transformations, it is guaranteed to be a positive
definite kernel function.

Kendall kernel: The Kendall kernel K*¢"4 [60] is designed
for the domain of permutations and based on the Kendall-
7 distance between permutations. This distance counts the
number of pairs whose order is different between two
permutations. For two permutations, the Kendall kernel is
the difference between the number of elements that have
the same order in both permutations and the number of
elements that have different orders in both permutations,
normalized by the number of pairs.

4.5.2 Indefinite domain-independent kernels

As our method is supposed to be used in a large variety of
domains, we will present here a number of kernel methods
that can be used with any distance function. However, these
kernel functions are indefinite for a wide range of distances,
including the ones used in our evaluation.

Distance substitution kernels: Haasdonk and Bahlmann
[61] showed that given a distance function ¢ and an origin
object o, one can induce a scalar product between these
objects

(0q,0p)5 = % (5(0,1,0)2 + 6(0p,0)% — 6(0a, 0;,)2) (16)

Using this scalar product, they proposed four kernel func-
tions in object space

K(liin(aaa Ob) = <0aa Ob>§

K(?d(Om Ob) = 75(0(“ Ob)ﬁa ﬂ € [Oa 2]
Kf;wl(oa,ob):(1+7<0a,0b>§)p, ~vyeERY, pEN
K (00,0) = =000 -

Note that only weak assumptions are imposed on the
distance function J: non-negative, symmetric, zero diag-
onal (ie. 0(z,z) = 0). If some given distance function
does not satisfy these requirements, it can easily be trans-
formed to satisfy them. Concretely, it can be symmetrized
by 6(z,y) := 1(6(z,y) + 6(y,z)), given zero diagonal by
§(z,y) == 6(x,y) — 3(6(x,z) + 6(y,y)), and made positive
by 6(x,y) := [0(z,y)| [61]. Thus, the distance substitution
kernels above can be applied in conjunction with any dis-
tance function. However, it is only a positive definite kernel
(or conditionally positive definite for K}9) if the distance
function is negative definite, i.e. isometric to an Ls-norm
[61]. As a large number of distance functions, for example
the string edit distance, are not isometric to an Ly-norm,
these kernels are often indefinite.

Combination kernel: Specifically for the domain of strings
using the edit distance, Neuhaus and Bunke [62] proposed
a combination of the above scalar product (Eq. (16)) using
several origin objects 0; € O C O

K;(Oavob) = Z <0a10b>§
OVLEO

K§(0a,00) = [ (04,005
Oieé
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Using a subset of strings instead of only one origin object,
they aim to reduce the dependence on this reference string.
Note that no edit distance specific properties were used,
and both kernels can be used with any distance function
0 similar to the distance substitution kernels. From both
combination methods we propose to use K§°™" = K¢ due
to its distance-preserving nature, as shown in section [4.5.3]

4.5.3 Distance-preserving kernels

Several of the above shown kernel functions are able to
preserve the distance in the vector space of their respective
projection. Although having distance-preserving positive
definite kernels would be preferable, the above mentioned
kernel functions K*5%, KPart and Kkend are not. K% has
no direct relation to the string edit distance at all, while for
KPPt and K*¢"d the distance is proportional to the squared
norm in kernel space (a proof for K*"? is given in [60]).

In the following we will show how a number of the
previous shown indefinite kernels are distance-preserving
for specific parameters. Using Eq. (), one can show that
Kgomb and K" preserves distances in kernel space

[6(0a) = d(on)ll2 = (K5 (00, 00) — 2K (04, 00)

+K§omb(0b’ Ob))

[N

5(04,0:)>  6(04,0:)%  (04,0q)>
(5 (Bemel , Sowo _ Howon

; 2 2 2
0,€0

— 8(04,0:)* — 6(0p, 0;)* + 8(04, 0p)*

1
3(0p,0)%  §(0p,0:)%  6(op,05)2\ 2
Tyt T ))

1

2

Z 5(0q, 0p)*

0166

V101 6(0u 01)

In the special case of |O| = 1, this is the K} kernel. For
O > 1, the distortion is constant which has no influence
on the minimization of the median function , meaning
that it is an optimal distance-preserving embedding in
kernel space. Similarly, it can be shown that using K%, the
embedding leads to

B
2

[6(0a) — B(0b)|l2 = V25(0a, 0b)

meaning that it is distance-preserving for 3 = 2. For KJ ol
using p = 1 it leads to

[¢(0a) = ¢(0b)ll2 = v/70(0a, 00)

and is therefore distance-preserving for p = 1 and any v #
0, in particular v = 1.

The observation above makes all four distance-
preserving options ideal candidates for kernel-based me-
dian computation using the above mentioned parameters,
since there are no distortions between distances in kernel
space. This should lead to a better median computation in
kernel space and ultimately better median reconstruction,
which is indeed confirmed by the experimental results re-
ported in Section
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Table 1
Complexity of the kernel-based median computation framework
Algorithm steps Complexity
Precomputing kernel values K (0;, 0;) 0O(n?)
Precomputing weights w; O(Jmaz - n?)

Linear/triangular reconstruction (@]
Linear/triangular recursive reconstruction | O

4.6 Complexity of the proposed framework

The asymptotic complexity of the proposed methods can
be seen in Table [I} Assuming the weighted mean function
and kernel function can be evaluated in constant time, one
needs in total O(jy,q. - n?) time for precomputing the kernel
values and weights w;, as these do not change in the recon-
struction process. Note that j,q, is quite low in practice
(see the evaluation in Section [5.3). For linear and triangular
reconstruction (Algorithm(l) additional O(n) time is needed
for evaluating «v a constant number of times with O(n) each.
Similarly, O(nlogn) additional time is needed for linear
and triangular recursive reconstruction (Algorithm [2) by
O(logn) evaluations of «. Overall, our algorithm thus has
the complexity O(n?).

4.7 Discussions

In the previous sections we have shown how the general-
ized median can be approximated using positive definite
and indefinite kernel functions, and given a number of
examples for kernel functions that could be used using any
distance function. Although a few of approximations are
made, among which are the transfer of o computed by the
orthogonal projection in vector space onto an object space
where there might not be such a clear projection, or the use
of indefinite kernels where the Weiszfeld algorithm may not
find a minimum or even converge, or the computation of
o using complex weights whose interpretation is not clear.
Thus, we will evaluate the convergence of the Weiszfeld
algorithm using indefinite kernels in Section and the
computation of « in kernel space in Section[5.4]to show that
our assumptions are reasonable.

In addition, it should be noted that using a kernel to
compute the generalized median in kernel space can change
the distance at hand. IL.e. instead of minimizing the sum of
distances, we minimize the sum of distances of embedded
objects. Therefore, it is important to use kernel functions
related to the distance in the original space.

5 EVALUATION

In this section we present the experimental results using
the method presented in Section |4 First, we introduce the
datasets used in our study in Section In Section [5.2) we
will show how the previously discussed kernel functions
preserve distances in kernel space, and give reasons for
why they are expected to produce better results than other
methods. Section investigates the convergence of the
Weiszfeld algorithm using indefinite kernels, while Section
studies the reconstruction of the median object using the
weighted mean. Section [5.5|compares the results of the pro-
posed kernel-based method to the previous Prototype [22]
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Table 2
Evaluated datasets for generalized median computation

Dataset Type #Sets #Objects in Distance
each set function
Darwin String 36 40 Levenshtein
CCD String 22 100 Levenshtein
UCI Cluster Cluster 8 25 Partition Distance
Gen. Cluster Cluster 8 20 Partition Distance
ranking-bio | Ranking w. Ties 40 7 gen. Kendall-7
ranking-real | Ranking w. Ties 40 8-17 (mean 12) gen. Kendall-7

and Distance-Preserving Embedding Frameworks [1] with
explicit vector space embedding. Then, we study the correla-
tion of the median quality (in terms of sum of distances) and
the degree of distance preservation in Section Finally, a
discussion of the computational time is presented in Section

5.2

5.1 Datasets

Table [2| shows the datasets used in our study. To ensure
a wide range of applications we tested 6 datasets divided
into three types, from which two were artificially generated
and four real. The exact number of sets in each dataset and
number of objects in each set can be found in the table.

The string datasets Darwin and CCD consist of character
strings using the Levenshtein edit distance for the median
computation. The Darwin dataset is artificially generated
using lines of Charles Darwins famous work “On the Origin
of Species” that were randomly modified by substitution,
insertion and deletion of characters according to real-life
OCR error rates [16]. The Copenhagen Chromosome Dataset
(CCD) is a dataset containing encoded parts of chromosome
sequences [63]. In both cases the corresponding weighted
mean function applies string edit operations from the Lev-
enshtein edit distance until the ratio in Eq. is reached
[49]), as seen in Section

The UCI Cluster and Gen. Cluster datasets contain in-
teger label vectors encoding clusterings of unknown data.
The UCI Cluster dataset was created by clustering data from
the UCI Data Repository [64] with k-means clustering using
varying parameters. Each set of the Gen. Cluster dataset
consists of a random base label vector that was modified
by random changes in labels using the method in [33].
Here, the Partition Distance was used, which counts the
number of objects that have to swap their assigned cluster
into a different one for both clusterings to become the
same partition of the data. The labels of each cluster are
disregarded. For the weighted mean function, we change
round(a - §(04, 0p)) of disagreeing labels of the first cluster
0, into the corresponding labels of the second cluster oy, [50].

The ranking-bio and ranking-real datasets are two real
world datasets [[65] and contain ranking with ties. The first
one, ranking-bio, consists of the BioMedical dataset, which
includes only a very small number of real world rankings
in each set. The ranking-real dataset is composed of the
F1, Ski Cross, Ski Jumping and WebSearch datasets. These
sets consist of the results of different sport tournaments
and the order of search results in different web search
engines. In both cases the generalized Kendall-7 distance
is used [3]]. This distance function measures the number
of disagreements between rankings. For example, if x is
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ranked ahead of y in the first ranking, but y is ranked
ahead in the second, it is counted as one disagreement,
otherwise not. Since ties are a possibility, it is counted as
0.5 disagreements if z and y are tied in one ranking but
not tied in the other. The distance is the summed number
of disagreements between all ranked items. As weighted
mean function, starting from o, we iteratively move ranked
items with the largest number of disagreements into new
positions with lower number of disagreements towards oy,
until the required ratio « is reached. Note that there exist
simple methods such as the classical Borda and Copeland
method for median computation in ranking space. It can be
easily shown that these methods are the generalized median
computation (1) based on simple distance functions. In our
work we use the more sophisticated generalized Kendall-7
distance, which leads to a AP-hard median computation
problem [3]]. Thus, our approach is particularly suitable to
apply.

It should be pointed out that these distance functions are
not necessarily negative definite, as is the requirement of the
distance substitution kernels to be positive definite. Using
the modifications shown in Section 4.4} we can however still
apply our method using these kernel functions to compute
the generalized median in kernel space. As will be seen in
the results, the kernel method is still able to compute a good
approximation of the generalized median for such kernels.

5.2 Distance preservation of kernel functions

Since the generalized median computation considerably
benefits from a good preservation of distances [1], we mea-
sured the degree of distance preservation of the kernels. For
each kernel introduced in Section we computed all pair-
wise distances in kernel space using Eq. (3), and determined
the ratio ¢ between original distance and Euclidean distance
in vector space

6(0i,05) = ¢+ [[¢(0:) — p(05)ll2

A perfect distance-preserving embedding is achieved if
there is a constant c for all object pairs.

For comparison, we used the embedding method CCA,
which showed the best distance preservation for these
datasets [1]]. The results for the Darwin dataset as an ex-
ample can be seen in Figure [3| For all object sets and
pairwise objects of this dataset these histograms show the
distribution of the constant ¢ in Eq. (I7). The more c is
located at one constant, the better the distances are pre-
served in the implicit embedding of the kernel or the explicit
embedding of CCA. As theoretically shown in Section [4.5.3]
Klr, Kpd, K? °b and K gomb achieve a perfect distance-
preserving embedding. K"/ however does not guarantee a
distance-preserving embedding and is shown to be slightly
worse than CCA. Similar observation could also be made on
the other five datasets. Thus, we expect that K5, K24, K. 5 ol
and K§°™ will have the most accurate object representation
in vector space and accordingly the best median result.

17)

5.3 Convergence of the Weiszfeld algorithm for indefi-
nite kernels

As shown in Section[4.5, many domain-independent kernels
are not necessarily positive definite, leading to complex
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Figure 3. Histogram of the distance distortion constant ¢ for the Darwin
dataset. The used parameters for kernel methods are 8 = 2 for K79,
v =1landp = 1for K¥”, and |O| = 3 for K¢, Explicit embedding
methods used 0.8 - n dimensions where n is the number of objects.

Table 3
Convergence of the Weiszfeld algorithm for 5 indefinite kernel functions
Klin, Kpd, gPOL TS Kccomb (first value in each column) and 3
positive definite kernel functions K%, Kpert  Kkend (second value in
each column).

Dataset (num sets) max-iter med-iter complex weights
Darwin (36) 29/13  9/11 2870 (of 180)
CCD (22) 17/33  12/24 0/0 (of 110)
Gen-Cluster (8) 14 /12 10 /10 0/0 (of 40)
UCI-Cluster (8) 27/19  20/15 0/0 (of 40)
ranking-bio (40) 144 / 85 42 /76 2/0 (of 200)
ranking-real (40) 31/23 17 / 17 0/0 (of 200)
random-string (1000) 11/11 10 / 10 0/0 (of 5000)
random-cluster (1000) 14 /11 12 /10 0/0 (of 5000)
random-ranking (1000) 8/9 6/8 0/0 (of 5000)

values in the computation of the Weiszfeld algorithm if used
as is (Section [4.4). For vector spaces — and therefore positive
definite kernels — the convergence of the Weiszfeld algo-
rithm is well understood [66]. However, these convergence
proofs do not hold in the case of indefinite kernel functions.
As we are unable to formally prove the convergence in this
case, we conducted a simulation to test if the algorithm
converges for a set of given objects using infinite kernels.
In addition to the datasets shown in Section we
generated 1000 sets of randomly generated strings, clus-
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terings and rankings each for this test. Each randomly
generated set consists of 50 to 150 objects of size 50 to 100.
Here, the size is the number of characters for strings, the
number of clustered objects for clusterings and the number
of ranked values for rankings, respectively. For each string
in the random-string dataset, random letters were uniformly
drawn from all letters of the english alphabet. Each cluster-
ing in random-clustering was created by uniformly drawing
random integer labels to fill a label vector. The number of
clusters varies between 3 and 10. For rankings, a random
permutation was created, again drawn uniformly from all
possible permutations of a given length.

For each set we computed the weights of the generalized
median in kernel space using Equation (7) for all five pre-
sented (possibly) indefinite kernels K/, K¢, K¥ ob Kgbf
and K g"’”b as well as three positive definite kernels K 5%,
KPart and Kkend (Section

Table[3|shows the resulting statistics for our test. For each
dataset this table reports the maximum (median) number
of iterations for convergence, max-iter (med-iter), over all
tested sets, as well as the absolute amount of complex-
valued weights w; (Eq. that appeared over all datasets
(complex weights). The first value in each column is com-
puted only using indefinite kernels shown in Section [4.5.2}
while the second value is computed using the domain-
dependent positive definite kernel as described in Section
In all datasets using all kernels, the Weiszfeld algo-
rithm in the form shown in Equation (7) converges in a
relatively short amount of iterations, including the cases
where complex values appeared. The maximum number
of iterations (max-iter) was less than 150 in all cases, with
much less than 30 in the majority of the datasets. The
median number of iterations (med-iter) is less than 20 in the
majority of datasets, showing that the Weiszfeld algorithm
converges in a very short amount of time. The number of
iterations for the indefinite kernels are in most cases only
slightly larger than the values for positive definite kernels,
showing that they converge equally well in practice. In all
tested datasets, complex weights only appeared in a total
of 30 cases using indefinite kernels, and — as expected —
nowhere for positive definite kernels. This shows that even
when using indefinite kernel functions, the weights remain
real values in a large majority of the time.

In summary, the Weiszfeld algorithm converged in all
cases we have tested, even though we cannot give a formal
proof that it is always the case for indefinite kernels.

5.4 Experiments on the generalized median recon-
struction

As discussed in Section |3} the weighted mean function can
not guarantee that the computed approximated median is
closer to the true generalized median than the previous
objects. Nevertheless, one can assume that even if it is not
always the case, using a large number of combinations leads
to a better approximation than using a small number of
weighted mean combinations. For this reason the linear
recursive and triangular recursive reconstruction methods
shown in Algorithm 2] will likely deliver a better approxima-
tion than linear and triangular methods shown in Algorithm

m
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Figure 4. Minimization of the SOD on the Darwin dataset using linear-
recursive (first 6 iterations) and linear search (second 4 iterations).
Values are normalized by the final SOD.

Figure [4] shows the evolution of the sum of distances
in the reconstruction using linear recursive reconstruction
(Algorithm 2), followed by linear search (see Section[5.5) on
the Darwin dataset (a similar evolution was observed on the
other datasets). Each of these 36 lines (not all differential due
to overlapping) represents one string set being minimized
by these methods. All values in one reconstruction process
have been normalized by their final sum of distances. As
can be seen, even though the notion of projection is not
entirely clear in the space of strings, the linear recursive
reconstruction iteratively improves the computed median
by combining strings with the weighted mean function,
leading overall to a lower sum of distances over time. One
iteration in this sense is the pairwise combination of all
objects in the current set (Lines 2 to 11 in Algorithm 2). Lin-
ear search further improves this approximated median by
performing a line search using the weighted mean between
the computed approximated median and every object in
the set. Note that linear search stops early when no further
improvement could be made. Note that a monotone falling
sum of distances of the best median object is ensured here
and in all results of our evaluation by simply saving the
previously best object and including it in the set of objects
for the next iteration.

As can be seen, both methods successfully improve the
sum of distances of the approximated median over time,
even though it is not guaranteed to improve in every iter-
ation due to the often not-unique nature of the weighted
mean for objects. Nevertheless, there is a significant enough
improvement in a wide range of datasets such that these
methods can be used to reconstruct an approximate gener-
alized median.

5.5 Median quality

Our kernel-based method was tested on the datasets pre-
sented in In all cases, we compared our method using
the appropriate distances with the traditional embedding
method (either prototype or CCA embedding). CCA was
shown [1]] to consistently provide the best results and thus
chosen as a representative for this comparison. As in [1f, all

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

explicit embedding methods use 0.8 - n dimensions for the
target vectors. The parameters of the domain-independent
kernel functions are 3 = 2 for K%, v = land p = 1
for K2 For K5, |O] = 3 objects were chosen using
a k-medians algorithm. These parameters were chosen to
guarantee a distance-preserving embedding if possible, as
discussed in Section

For each dataset and method, the average of sum of
distances results over all sets within the respective dataset
is reported in Table |4} with the best result of each recon-
struction method marked in bold. Note that the sixth row in
each table, e.g. K 55k for the Darwin dataset, is related to a
kernel specific to the particular domain and thus varies in
each case. Since the absolute SOD depends on the distance
function and dataset, all values were normalized using the
linear transform IZLBB , where LB is the lower bound of the
generalized median computed with a linear programming
method [67]]. Using this, a result of 0 would be a result that
is guaranteed to be an optimal generalized median, while a
result of 1 would mean a result whose SOD is 100% larger
than the lower bound. Therefore, a lower result means a
better approximated generalized median. Note, however,
that the true generalized median does not necessarily have
a result of 0 since the lower bound may not be reached. The
true generalized median can be any value greater than 0.
For comparison purpose Table 5 shows the absolute values
of the median SOD as well as the median of lower bounds
(LB) over all sets of a dataset.

To further show the difference in median quality, we
also measured if there is a statistically significant improve-
ment using the presented kernel methods over the distance-
preserving framework. Values marked with a plus (+) are
significantly better than the previously best CCA embed-
ding, while values marked with a star (*) have no significant
difference to CCA according to the Wilcoxon signed rank
test [68] with a p-value threshold of 0.05. The signed rank
test measures if the distribution of differences in the results
of two methods on the same data has a mean of zero or
not. If it is not zero, then one method consistently performs
better than the other.

In addition to the reconstruction methods discussed in
Section we also included the linear search method
presented in [34]. This method improves given approxima-
tions of the generalized median by a local search using the
weighted mean between the approximated result and the
objects in the set. As a post-processing, it is independent
of the basic reconstruction method and can be used with
kernel methods without modification. In our case, the linear
recursive result was used as starting point.

As can be seen in Table [4}, kernel methods consistently
outperform or match the performance of explicit embedding
methods. In most datasets and reconstructions, the four
distance-preserving kernels K", K3, K f; °l and Kgomb
show the best results, being statistically better than CCA in
68 of 120 combinations of kernel and reconstruction meth-
ods, and equally good in 48 of 120 cases, leaving only four
cases where CCA is statistically better than these kernels
(ranking-bio using linear reconstruction). Kgbf , however,
often fails to compute accurate median approximations.

Of the domain specific kernel functions, KP*"* shows
the best results, especially with being equally good or better
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than CCA in the UCI Cluster dataset. K*"¢ however, Table 4

shows results most]y worse than CCA with the exception Median Quality on Six Datasets: Comparison with SOD. Values marked
of one case, and K55k Consistently underperforms for all by a + (*) are statistically significantly better than (similar to) CCA.
string datasets. This is consistent with the fact that KP*"" is

the kernel function closest related to the distance function (@) Darwin dataset:

: : : : linear triangular | lin-rec triang-rec | lin-search

used in the domain, while K**"? only shares a tangential : & &
lationshi he ve di y d Kok & hich 03683 | 0.3090 0.2070+ | 0.1969% 0.1056*
relations 1}? t.o t. e respectlYe 1s’Fan§e an whic K7d 0.3683+ | 0.3090* 0.2070+ | 0.1969* 0.1056*
shares no similarity to the string edit distance. Ko 0.3683* | 0.3090* 0.2070+ | 0.1969* 0.1056*
This finding generally confirms the expectation awak-  K;*/ 0.8284 | 0.8284 0.8284 | 0.8284 0.1925
ened in Section that a perfect distance preservation K5 0.3683+ | 0.3090% 02070+ | 0.2041% 0.1056*
should ensure more accurate median computation, even —Lo+ 04107 | 0.3682 04023 | 02932 0.1487
: _median comp s € CCA 03691 | 0.3144 02425 | 0.1988 0.0988
with a large amount of approximations in the computation.  Prototype | 0.6411 | 05705 0.2357* | 0.2912 0.1275

As all kernels with a perfect distance preservation perform
nearly equally well in all datasets, one can assume that the (b) CCD dataset:

specific kernel method is not as important to the median linear | triangular | lin-rec | triang-rec | lin-search

approximation as the fact that it is distance-preserving. In K& 0.3103* | 0.3024* 0.2693+ | 0.2769* 0.2330+

addition, they perform better with reconstruction methods K5 0.3103% | 0.3024% 0.2693+ | 0.2769* 0.2330+
Ko 0.3103* | 0.3024* 0.2693+ | 0.2769* 0.2330+

involving more objects, like linear recursive or triangular re- 5
. . . . Kb/ 0.6376 0.6376 0.6376 0.6376 0.2948
cursive, where the correct relationships after the embedding K oomb

. : < 0.3103* | 0.3024* 0.2693+ | 0.2769* 0.2330+

play an even greater role in the reconstruction. Kssk 04513 | 0.4455 04829 | 04560 0.2970
In Table E] the average rank of each method is listed. CCA 03177 | 03177 0.2812 0.2835 0.2590

"

Here we ranked the absolute sum of distances results of _Lrototype | 04693 | 04241 0.3001 | 0.2944 0.2452

each method for each dataset and domain for a reconstruc-
tion method using 1 for the best result, 2 for the second () Gen. Cluster dataset:

best, and so on, meaning that a method with continually _ linear | triangular | lin-rec | triang-rec | lin-search
better results than other methods will have a lower rank. Kf;j; 0.4575% | 0.4567+ 04412+ | 04567+ | 0.4075%
Additionally, the last column shows the average rank of K5O, 0.4575% | 0.4567+ 04412+ | 0.4567 04098

h kernel and licit embedd; thod 1 K? 0.4575* | 0.4567+ 0.4412+ | 04567+ 0.4075*
each kernel and explicit embe m§ method over all re K 06968 | 0.6968 0698 | 06968 0.4560%

t t th d Klzn d Kpo i t tl h th comb % % "
construction methods. A5 and L5 consistently show the  g¢ 0.4575* | 0.4567 0.4412+ | 0.4428+ 0.4098
best rank for each reconstruction method with K?¢ being Kport 04583 | 0.4583 0.4412* | 04583 0.4098*

: : : : CCA 0.4575 0.4567 0.4575 0.4543 0.4183
slightly better for linear and triangular reconstruction but Prototype | 0.6055 | 05706 01966 | 04862 0.4176%

worse for linear-recursive, triangular-recursive and linear
search. With a rank of around 1.3 to 1.4 in total, Kg"i and

ol . . (d) UCI Cluster dataset:
K} are consistently on the first place for each dataset,

. L. K X N linear triangular | lin-rec triang-rec | lin-search
meaning that it is a good choice for median computation KT 0.3055+ | 0.3055+ 03055 | 0.3055+ 0.2844"
in general. This confirms the discussion made in section5.2) K74 0.3055+ | 0.3055+ 0.3055* | 0.3055+ 0.2844*
that is, a better distance approximation in vector space leads ~ Kj :l 0.3055+ | 0.3055+ 0.3055* | 0.3055+ 0.2844%
to a better median reconstruction. Comparing the domain ~ K;"/ , 1.4435 | 14435 1.4435 | 1.4435 0.2907*

By : : Kgom 0.3055+ | 0.3055+ 0.3055* | 0.3055+ 0.2844*
)
spec%flc ke.rnel functions, it can also be seen ’Fhat a closer 9, 0.3055% | 0.3085* 0.3055* | 0.3055% 02844+
relationship of the kernel function to the used distance leads —¢cca 03078 | 03078 03078 | 03078 02929
to a better median approximation. K?*"* and K kend ' wwhile Prototype | 0.4385 | 0.4301 0.3321 | 0.3427 0.2964*

only being tangentially related to the respective distance
functions, deliver a better result on average than K ssk (e) ranking-bio dataset:

which has no relationship to the string edit distance at all. linear | triangular | lin-rec | triang-rec | lin-search
Kb 0.1113 | 0.1113+ 0.1113+ | 0.1113+ 0.1058+
Kpd 0.1113 | 0.1113+ 01113+ | 0.1113+ 0.1058+
. I . K 0.1113 | 0.1113+ 01113+ | 0.1113+ 0.1058+
S,
5.6 Correlation with distance preservation K7 0.1458 | 0.1458 01458 | 0.1458 0.1304
. : ; Kgomb 0.1113 | 0.1113+ 01113+ | 0.1113+ 0.1058+
The relfat1onsh1p k?etween our results and the .dlstz.mce Fokena 01187 | 01187 01412 | 01187 0.1063
preserving properties of the kernels can be seen in Figure CCA 01113 | 0.1113 01113 | 0.1113 0.1087
In this figure, the Normalized Cross Correlation (NCC) Prototype | 0.1113 | 0.1113 0.1113 | 0.1113 0.1087

between the distances in kernel space and the original
distances is compared to the normalized sum of distances (f) ranking-real dataset:

(SOD) result. The NCC measures how linearly dependent linear triangular | lin-rec | triang-rec | lin-search
two sets of values are, and in this case, how closely Eq. Kkm 0.2818+ | 0.2818* 0.2649+ | 0.2698+ 0.2200+
([7) is approximated by one c. In a perfect embedding, the %7 :z 0.2818+ | 0.2818* 0.2649+ | 02698+ | 0.2200+
NCC would be 1, while it would be 0 if there is no linear 3, 02818+ | 0.2818% 0.2649+ | 02698+ | 02200+
relationship between the original distances and the ones in I]g{iomb g:ggi; 822;1; 8221; 8?%; g:iggé{
kernel or embedding space. As can be seen in Figure Fckend 03058 | 0.3058 02783 | 0.3058 0.2240*
a high NCC correlates with a good approximation of the = CCA 02968 | 0.2812 0.2723 | 0.2831 0.2216
Prototype | 0.3841 0.3826 0.3000 0.3203 0.2363

generalized median, although with a few exceptions. For
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Table 5 Darwin Dataset CCD Dataset
Values Used for the Normalization of the Results w T T w w
median SOD | median LB 0.7 4 06p )
Darwin 755.00 619.50 8
CCD 1094.00 861.00 To6p® 1 osh ]
Gen-Cluster 891.00 606.50 8 . .
UCI-Cluster 2823.00 2033.50 TE 0.5 .
ranking-bio 2574.00 2304.00 5 0.4} ]
ranking-real 2398.50 1850.00 S04l ° B
[ ) o
Table 6 0.3 ! ! ! L 03¢ ! ! L]
Median Qualit Six Datasets: G ) ith Ranki 07 08 09 1 0.6 0.8 1
edian Quality on Six Datasets: Comparison with Ranking NCC NCC
(a) without domain-speciﬁc methods: Gen. Cluster Dataset UCI Cluster Dataset
linear | triangular | lin-rec | triang-rec | lin-search | total 0.TF ‘ ‘ ‘ ) ‘ ‘
KL 112 | 120 138 1.37 1.55 1.32 0651 | 14r i
Kpd 1.11 1.20 1.35 1.41 1.58 1.33 o 1al i
K 112 | 120 138 | 137 1.55 132 2 4l |
Kt 623 | 627 642 | 641 5.07 608 g * 1r 8
Kgomb 1.15 1.24 1.39 1.40 1.58 1.35 = 0551 |
s 0.55 0.8} g
CCA 1.42 1.99 273 261 258 227 £
Prototype | 5.04 5.19 418 454 3.77 454 g 05l 1 o6l |
al ° | 04l ®
(b) with domain-specific methods: 0-45 ‘ ‘ ‘ ‘ .‘ ‘ ‘ ° .‘
linear | triangular | lin-rec | triang-rec | lin-search | total 08 085 I\E]ICQC 095 1 06 NC(?.B !
Kb 1.18 1.27 1.43 1.42 1.72 1.40
K §’d 118 1.26 1.39 1.45 174 1.40 ranking-bio Dataset ranking-real Dataset
KPo! 118 | 127 143 | 142 172 140 ‘ ‘ ‘ ‘ -
KT 707 | 711 7.25 7.25 5.67 6.87 °
Kgomb 1.22 1.30 143 1.44 1.74 1.43
Kook 530 | 525 6.37 6.21 495 5.62 o 02 1 o5f a
Kpart 242 2.67 2.90 2.77 2.55 2.66 2
Kkend 3.37 4.09 4.60 4.39 3.25 3.94 e
CCA 151 2.05 2.81 2.66 278 2.36 8 02l |
Prototype | 5.68 | 5.79 451 492 413 5.01 s 041 iy
£ [ ]
<1
. . . . = o | L B
example in the String datasets, the prototype embedding is 0-15 o | 03 ® 9
| | | | |

worse than K gbf , even with a much higher NCC value.

5.7 Computational time

All experiments were performed using a Intel Core i5-4590
(4 x 3.3GHz) with 16GB RAM using Python 3.5. Table
shows the average time of the median computation depend-
ing on the different reconstruction methods. As expected,
the more objects are involved in the reconstruction, the more
time is needed, independent of if kernel methods or tradi-
tional embedding methods are used. As most of the time in
the computation is used in the reconstruction, one can see
that — with the exception of linear search — the run time is
near constant for each embedding variant. Note that CCA
has a near constant base-time of approximate 4 seconds

Table 7
Mean Computational Time on the Darwin Dataset (in Seconds)

linear | triangular | lin-rec | triang-rec | lin-search
Ko 009 | 015 279 | 283 4954
Kg‘d 0.08 0.15 2.57 2.70 49.38
Kf;oz 0.10 0.17 2.84 2.74 49.74
Kt 0.08 | 0.14 259 | 266 78.98
Kg"””’ 0.11 0.18 3.08 3.06 49.88
K5k 0.17 0.24 2.90 2.91 64.17
CCA 4.32 4.38 6.95 6.57 57.20
Prototype | 0.07 0.13 2.74 2.61 58.09
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Figure 5. Relationship between embedding and median quality in the
different datasets, measured in NCC and SOD respectively.

due to the computational time of the much more complex
initial embedding in each reconstruction method. Although
computing the Weiszfeld algorithm using kernel functions
is more complex than using embedded vectors, the fast
convergence only causes very little additional time com-
pared to Prototype embedding using the original Weiszfeld
algorithm. For linear search however, the methods display a
larger variance in computational time. This can be explained
by the nature of this reconstruction method. In contrast to
the previous ones, linear search uses the result of linear-
recursive as starting point and stops early once convergence
is reached, meaning that due to the better base results,
Kbn, K74, KP° and K$o™ require less iterations of linear
search than Kgbf , K*k, CCA and Prototype. As such,
using K7, K74, K2 and K§°™ not only improves the
embedding quality, but also the required time for the linear-
search reconstruction. In particular, K gbf initially shows the
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worst sum of distances results by a large margin due to the
high distortion of distances, which leads to a much higher
required run-time of linear search.

In summary, we expect K57, K74, K" and Ko™ to
have a lower computational time than CCA in all cases. All
of these kernel methods can be easily computed from the
distance function at hand, leading to fast kernel computa-
tions that preserve distances in the embedded space. CCA
requires all pairwise distances for its embedding as well, but
additional time for the computation of embedding vectors.
Especially for large datasets and non-trivial embeddings,
this can require a large number of iterations that are not
present in distance based kernel methods. In contrast to
the difference in embedding, the kernel Weiszfeld method
is only barely more computationally complex as the vector-
based Weiszfeld algorithm. In combination with the sum
of distances results, it is therefore recommended to use
distance preserving kernel methods for median approxima-
tion instead of explicit embedding methods like CCA or
Prototype.

6 TooLBOX

We have implemented a toolbox in Python that contains
a large number of embedding-based methods for consen-
sus learning, including the most recent development of
distance-preserving embedding method [1]] and our current
work of kernel-based method. The user can apply these
techniques on any dataset, provided a distance function
and weighted mean function between two objects of the
set are made available. It includes, among others, a variety
of embedding, kernel, and reconstruction methods. It is
implemented in such a modular manner that the user can
easily insert additional methods and functions. In addition
to embedding-based methods, the toolbox also contains
other methods for generalized median computation such
as the evolutionary weighted mean based framework [31].
In the toolbox part of the functions is also available in
MATLAB. By providing the toolbox for public use (avail-
able at: http://pria.uni-muenster.de), we encourage other
researchers to explore generalized median computation and
applications, especially for those problem instances with
high inherent computational complexity.

7 CONCLUSION

In this paper we have shown how the generalized median
can be computed using kernel methods, without using an
explicit embedding like in previous methods. Although
positive definite kernels would be preferred for the implicit
embedding into an Euclidean vector space, we showed how
indefinite kernels can also be used as an implicit embedding
into a pseudo-Euclidean vector space. On six datasets, reg-
ularly better results could be demonstrated than methods
using explicit embedding. Kernel-based generalized median
computation not only shows overall superior results, but
also overcomes the inherent drawbacks of current gener-
alized median computation using explicit transformation.
From the studied kernels, distance-preserving kernels K4,
KM, K? ol and K§°™b have, as expected, the best results,
confirming the correlation between distance preservation
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and generalized median result. One should therefore use
one of these kernel functions as baseline for median compu-
tation in practice.

Our goal in this work is to introduce a way to compute
the generalized median for arbitrary spaces (with the weak
requirement of weighted mean) and to demonstrate its good
performance. As such, it is difficult to give theoretical guar-
antees for the quality of the generalized median in general.
In fact, research papers in the literature with theoretical
guarantees are typically done for a specific space explicitly
using concrete knowledge of the space. Instead, we demon-
strated superior performance compared to the previous
distance-preserving and prototype embedding methods that
represent the state of the art methods. For the comparison
we used common datasets as in the publications of the pre-
vious methods, which can thus be considered as benchmark
datasets. Overall, this performance comparison with state
of the art methods on benchmark datasets helps to alleviate
the lacking theoretical guarantees.

Although in our experiments the Weiszfeld algorithm
converges in all cases, we were not be able to formally prove
its convergence in the general case of indefinite kernels. This
will be further studied in future. Aside from the compu-
tation of the median of a set, the kernel methods in this
work can also applied to a number of other problems for
more accurate computation. One example is kernel k-means,
where a set of vectors is clustered in a kernel space to allow
for non-convex clusters in the k-means algorithm [69]]. One
could use the median computation from this paper to allow
not only clustering of non-vector data, but also using the
median instead of the mean.
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