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Abstract

Visual recognition has been dominated by convolutional
neural networks (CNNs) for years. Though recently the
prevailing vision transformers (ViTs) have shown great po-
tential of self-attention based models in ImageNet classi-
fication, their performance is still inferior to that of the
latest SOTA CNNs if no extra data are provided. In this
work, we try to close the performance gap and demon-
strate that attention-based models are indeed able to out-
perform CNNs. We find a major factor limiting the per-
formance of ViTs for ImageNet classification is their low
efficacy in encoding fine-level features into the token repre-
sentations. To resolve this, we introduce a novel outlook
attention and present a simple and general architecture,
termed Vision Outlooker (VOLO). Unlike self-attention that
focuses on global dependency modeling at a coarse level,
the outlook attention efficiently encodes finer-level features
and contexts into tokens, which is shown to be critically
beneficial to recognition performance but largely ignored
by the self-attention. Experiments show that our VOLO
achieves 87.1% top-1 accuracy on ImageNet-1K classifica-
tion, which is the first model exceeding 87% accuracy on
this competitive benchmark, without using any extra train-
ing data. In addition, the pre-trained VOLO transfers well
to downstream tasks, such as semantic segmentation. We
achieve 84.3% mloU score on the cityscapes validation set
and 54.3% on the ADE20K validation set. Code is available
at https://github.com/sail-sg/volo.

1. Introduction

Modeling in visual recognition, which was long dom-
inated by convolutional neural networks (CNNs), has
recently been revolutionized by Vision Transformers
(ViTs) [14, 51, 68]. Different from CNNs that aggregate
and transform features via local and dense convolutional
kernels, ViTs directly model long-range dependencies of lo-
cal patches (a.k.a. tokens) through the self-attention mech-
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Figure 1. ImageNet top-1 accuracy of state-of-the-art CNN-based
and Transformer-based models. All the results are obtained based
on the best test resolutions, without using any extra training data.
Our VOLO-DS5 achieves the best accuracy, outperforming the lat-
est NFNet-F6 w/ SAM [2, 15] and CaiT-M48 w/ KD [22, 69],
while using much less training parameters. To our best knowl-
edge, VOLO-DS is the first model exceeding 87% top-1 accuracy
on ImageNet.

anism which is with greater flexibility in modeling visual
contents. Despite the remarkable effectiveness on visual
recognition [37, 32, 52, 79], the performance of ViT mod-
els still lags behind that of the state-of-the-art CNN mod-
els. For instance, as shown in Table 1, the state-of-the-art
transformer-based CaiT [52] attains 86.5% top-1 accuracy
on ImageNet, which however is still 0.3% lower compared
with the 86.8% top-1 accuracy achieved by the CNN-based
NFNet-F5 [2] with SAM and augmult [15, 16].

In this work we try to close such performance gap. We
find one major factor limiting ViTs from outperforming
CNN s is their low efficacy in encoding fine-level features
and contexts into token representations, which are critical
for achieving compelling visual recognition performance.
Fine-level information can be encoded into tokens by finer-
grained image tokenization, which however would lead to a
token sequence of greater length that increases quadratically
the complexity of the self-attention mechanism of ViTs.


https://github.com/sail-sg/volo

Table 1. Comparison with previous state-of-the-art classification models, most of which have once achieved leading positions on the

leaderboard of PaperWithCodez(wlo extra data).

Settings LV-ViT [32] CaiT [52] NFNet-F6 [2] NFNet-F5 [2] VOLO-D5 (Ours)
Test Resolution 448 x 448 448 x 448 576 x 576 544 x 544 448 x 448 /512 x 512
Model Size 140M 356M 438M 377M 296M
Computations 157B 330B 377B 290B 304B /412B
Architecture Vision Transformer Vision Transformer Convolutions Convolutions VOLO

Extra Augmentations Token Labeling [32] Knowledge Distill SAM [15] SAM + augmult [15, 16] Token Labeling [32]
ImageNet Top-1 Acc. 86.4 86.5 86.5 86.8 87.0/87.1

In this work, we present a new simple and light-weight
attention mechanism, termed Outlooker, to enrich the to-
ken representations with fine level information efficiently.
The proposed Outlooker innovates the way of generating
attention for token aggregation, and enables the model to
efficiently encode fine-level information. In particular, it
extrapolates the mechanism of aggregating surrounding to-
kens from the anchor token feature directly via efficient lin-
ear projections, thus getting rid of the expensive dot-product
attention computation.

Based on the proposed Outlooker, we present VOLO, a
simple yet powerful model architecture for visual recogni-
tion. VOLO achieves fine-level token representation encod-
ing and global information aggregation with a two-stage ar-
chitecture design. Specifically, given an input image of size
224 x 224, before using self-attention to build global de-
pendencies at the coarse level (e.g., 14 x 14), the VOLO
tokenizes the image on smaller-size patches (e.g., 8 x 8)
and employs multiple Outlookers to encode token represen-
tations at the fine level (e.g., 28 x 28). The obtained token
representations are more expressive, thus significantly im-
proving the model performance in image classification.

Experiments show that our proposed VOLO performs
extremely well in ImageNet classification. Take a VOLO
model with 26.6M learnable parameters as an example. It
achieves 84.2% top-1 accuracy on ImageNet without using
any extra data. Finetuning this model on the 384 x 384 in-
put resolution can further increase the accuracy to 85.2%.
Moreover, when scaling up the model size to 296M param-
eters, it can reach a top-1 accuracy of 87.1% on ImageNet,
90.6% on ImageNet-Real., and 78.0% on ImageNet-V2,
setting new SOTA performance for all the three classifica-
tion benchmarks.

As depicted in Figure 1, compared to the previous state-
of-the-art CNN-based model (NFNet-F6 [2] with SAM
[15]), and the transformer-based model (CaiT-M48 [52]
with KD), our best model VOLO-DS5 leverages the least
amount of learnable parameters but achieves the best ac-
curacy. Moreover, as shown in Table 1, even compared
with previous state-of-the-art models using stronger data
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augmentation and optimization methods (such as SAM [15]
and augmult [16]), our Outlooker still performs the best.

Our VOLO also achieves strong performance on the se-
mantic segmentation task. We run experiments on two
widely-used segmentation benchmarks: Cityscapes [10]
and ADE20K [77]. Experiments show that our VOLO at-
tains 84.3% mloU score on the Cityscapes validation set,
0.3% better than the previous state-of-the-art result (by
SegFormer-B5 [64]). On the ADE20K validation set, we
achieve 54.3% mloU score, largely improving the state-of-
the-art result (53.5%) by Swin Transformer [37], which is
pretrained on ImageNet-22k.

2. Method

Our model can be regarded as an architecture with two
separate stages. The first stage consists of a stack of Out-
lookers that generates fine-level token representations. The
second stage deploys a sequence of transformer blocks to
aggregate global information. At the beginning of each
stage, a patch embedding module is used to map the input
to token representations with designed shapes.

2.1. Outlooker

Outlooker consists of an outlook attention layer for
spatial information encoding and a multi-layer perceptron
(MLP) for inter-channel information interaction. Given
a sequence of input C-dim token representations X €
RH*WxC  Outlooker can be written as follows:

X = OutlookAtt(LN(X)) + X,
Z = MLP(LN(X)) + X.

)
(@)

Here, LN refers to LayerNorm [35].

2.1.1 Outlook Attention

Outlook attention is simple, efficient, and easy to im-
plement. The main insights behind it are: 1) the feature at
each spatial location is representative enough to generate at-
tention weights for locally aggregating its neighboring fea-
tures; 2) the dense and local spatial aggregation can encode
fine-level information efficiently.
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Figure 2. Illustration of outlook attention. The outlook attention matrix for a local window of size K X K can be simply generated from
the center token with a linear layer followed by a reshape operation (highlighted by the green dash box). As the attention weights are
generated from the center token within the window and act on the neighbor tokens and itself (as demonstrated in the black dash block), we

name these operations as outlook attention.

Algorithm 1 Outlook attention code (PyTorch-like)

# H: height, W: width, K: kernel size
# x: input tensor (H, W, C)
def init ()

v_pj = nn.Linear(C, C)

attn = nn.Linear(C, k ** 4)

unfold = nn.Unfold(K, padding)

fold = nn.Fold(output_size=(H, W), K, padding)

def outlook_attention(x): # code in forward
v = v_pj(x).permute (2, 1, 0)
# Egqn. (3), embedding set of neighbors

v
a

o

unfold(v) .reshape (C, KxK, H*W).permute(2, 1, 0)
attn(x) .reshape (HxW, KxK, KxK)

(4), weighted average
.softmax (dim=-1)
ul (a, v).permute(2, 1, 0).reshape (CxKxK, H*W)

Q

# Eqn. (5)
xX) .permute (2, 1, 0)

return x

For each spatial location (4, j), outlook attention com-
putes its similarity to all the neighbors within a local win-
dow of size K x K centered at (4, j). Unlike self-attention
that requires a Query-Key matrix multiplication for the
computation of the attention (i.e., Softmax(Q"K/v/d)),
outlook attention simplifies this process via just a reshap-
ing operation.

Formally, given the input X, each C-dim token is
first projected, using two linear layers of weights W4 €
RE*E* and Wy € RE*C into outlook weights A €
RHEXWXEK" and value representation V. € RHXWxC/
spectively. Let Va,, € RE*K” denote all the values
within the local window centered at (4, j), Le.,

re-

VAM = {Vi+P*[%ij+q*L%J}’ 0<pg<K. (3

Outlook attention The outlook weight at location (i, j) is

directly used as the attention weight for value aggregation,
by reshaping itto A; ; € RE *xK* followed by a Softmax
function. Thus, the value projection procedure can be writ-
ten as

Yy, , = MatMul(Softmax(A; ;), Va,,). (@)

Dense aggregation Outlook attention aggregates the pro-
jected value representations densely. Summing up the dif-
ferent weighted values at the same location from different
local windows yields the output

i?i’ = E ‘{Lj ®))
) A :
O<mm< itm— K] - K

PyTorch-like outlook attention codes are summarized in Al-
gorithm 1. Eqn. (3) and Eqn. (5) correspond to the Unfold
and Fold operations, respectively. After outlook attention,
a linear layer is often adopted as in self-attention.

2.1.2 Multi-Head Outlook Attention

The implementation of multi-head outlook attention is sim-
ple. Suppose the head number is set to N. We just need to
adjust the weight shape of W 4 such that W 4 € R > N-K*
Then, the outlook weight and value embeddings are uni-
formly split into N segments, yielding A, € RI*XWxK !
and V,, € REXWXCOn L — 1.2 . N}, where Cy is
the dimension of each head which satisfies Cny x N = C.
For each (A,,, V,,) pair, the outlook attention is separately
computed, which are then concatenated as the output of the
multi-head outlook attention. In our experiment section, we
will ablate the impact of the head number on model perfor-
mance.



Table 2. Architecture information of different variants of VOLO. The resolution information is based on an input image of size 224 x 224.
The number of parameters includes that of weights for both the network backbone and the classifier head. ‘Layer’ refers to either a

Outlooker block or a Transformer block.

Specification VOLO-D1 VOLO-D2 VOLO-D3 VOLO-D4 VOLO-D5
Patch Embedding 8§ x8 8 x 8 8§ x8 8§ x8 8 x8
head: 6, stride: 2 head: 8, stride: 2 head: 8, stride: 2 head: 12, stride: 2 head: 12, stride: 2
Stage 1 (28 x 28) kernel: 3 x 3 kernel: 3 x 3 kernel: 3 x 3 kernel: 3 x 3 kernel: 3 x 3
mlp: 3, dim: 192 mlp: 3, dim: 256 mlp: 3, dim: 256 mlp: 3, dim: 384 mlp: 4, dim: 384
x4 X6 X8 X8 x12
Patch Embedding 2 %2 2 X 2 2% 2 2 %2 2 X2
Stage 2 (14 x 14) #heads: 12 #heads: 16 #heads: 16 #heads: 16 #heads: 16
& mlp: 3, dim: 384 mlp: 3, dim: 512 mlp: 3, dim: 512 mlp: 3, dim: 768 mlp: 4, dim: 768
x14 x18 X 28 X 28 x 36
Total Layers 18 24 36 36 48
Parameters 26.6M 58.7M 86.3M 193M 296M

2.1.3 Discussion

Our outlook attention inherits the merits of both convolu-
tions and self-attention. It offers the following advantages.
First of all, outlook attention encodes spatial information by
measuring the similarity between pairs of token representa-
tions, which is more parameter-efficient for feature learn-
ing than convolutions, as studied in previous work [37, 45].
Second, outlook attention adopts a sliding window mecha-
nism to locally encode token representations at fine level,
and to some extent preserves the crucial positional informa-
tion for vision tasks [25, 56]. Third, the way of generat-
ing attention weights is simple and efficient. Unlike self-
attention that relies on a query-key matrix multiplication,
our outlook weight can be directly produced by a simple
reshaping operation, saving computation. To see this, we
compare the computation for a self-attention (SA) and that
for a local version of self-attention (LSA) when operating
on I x W tokens with a sliding window size K x K:

M-Adds(SA) ~ 4HWC? + 2(HW)*C (6)
M-Adds(LSA) ~ 4HWC? + 2HW K*C (7)
M-Adds(OA) ~ HWC(2C + NK*) + HWK?C. (8)

Considering a normal case in which C' = 384, K = 3,
and N = 6, our outlook attention is more computationally
efficient as NK* < 2C.

2.2. Network Architecture Variants

We build the proposed VOLO based on the LV-ViT
model [32] which we find is a surprisingly strong baseline
that achieves 86.2% ImageNet top-1 accuracy with 150M
learnable parameters. The original LV-ViT model consists
of a patch embedding module that maps an input image of
size 224 x 224 to 14 x 14 tokens and a sequence of trans-
formers that operate on the 14 x 14 tokens. To leverage the

fine-level token representations, in the first stage, we adjust
the patch embedding module to make the image tokenize
on small image patches of size 8 x 8 instead of 16 x 16.
A stack of Outlookers is used to generate more expressive
token representations at the fine level. In the second stage,
another patch embedding module is utilized to downsample
the tokens. A sequence of transformers is then adopted to
encode global information.

Based on the above network structure, we introduce five
versions of the proposed VOLO: VOLO-D1, VOLO-D2,
VOLO-D3, VOLO-D4, and VOLO-D5. Detailed hyper-
parameter settings of all the five versions can be found in
Table 2. In all versions, we keep the ratio of Outlooker
and Transformer to around 1:3, which we have empirically
found works the best in our experiments. We also add two
class attention layers [52] in the final stage to update the
class embedding. The hidden dimension in Outlookers is
set to half of that in Transformers.

3. Experiments

We evaluate our proposed VOLO on the ImageNet [12]
dataset. During training, we do not use any extra training
data. Our code is based on PyTorch [39], the Token
Labeling toolbox [32], and timm [59]. We use the
LV-ViT-S [32] model with Token Labeling as our baseline.

Setup: We use the AdamW optimizer [38] with a linear
learning rate scaling strategy [r = LRpye X ba‘f(};ézize and
5 x 102 weight decay rate as suggested by previous work
[51, 32], and LRy, are given in Table 3 for all VOLO mod-
els. Stochastic Depth [29] is used. We train our models on
the ImageNet dataset for 300 epochs. For data augmen-
tation methods, we use CutOut [76], RandAug [11], and
the Token Labeling objective with MixToken [32]. We do
not use MixUp [72] or CutMix [70] as they conflict with
MixToken. We train all VOLO models on a machine node




Table 3. Model settings. We use a linear learning rate scaling strat-

egy Ir = LRpyse - ba‘fgj‘e. For all models, we set the batch size to

1024.

Specification D1 D2 D3 D4 D5
MLP Ratio 3 3 3 3 4
Parameters 27TM 59M 86M  193M  296M
Stoch. Dep. Rate 0.1 0.2 0.5 0.5 0.75
Crop Ratio 096 096 096 1.15 1.15
LRpase 1.6e-3  1e-3  1le-3 le-3 8e-4
weight decay S5e-2  S5e-2 5e-2  Se-2 S5e-2

with 8 NVIDIA V100 or A100 GPUs except for VOLO-D5
which needs two nodes. For VOLO-D1 and VOLO-D2, 4
GPUs also suffice with batch size 512 (16G) or 1024 (32G).
For finetuning on larger image resolutions, we set the batch
size to 512, learning rate to Se-6, weight decay to le-8 and
run the models for 30 epochs. Other hyper-parameters are
set the same as default. Finetuning requires 2-8 nodes de-
pending on the model size.

Model Settings: The model settings for VOLO-D1 to
VOLO-D5 are listed in Table 3. We find that larger mod-
els (with 100M+ parameters) suffer overfitting. To mitigate
this issue, we set large stochastic depth rate for them. More-
over, the learning rate selection also has a slight impact on
the performance. We find it is more beneficial to use larger
initial learning rates for small-sized models. In addition,
the crop ratio can also slightly influence the performance.
Larger models prefer larger crop ratios.

3.1. Main Results

We compare the proposed VOLO with the state-of-the-
art models from the literature in Table 4. All results listed
are based on using only ImageNet-1k images for training
and no extra training data are used. “Top-1,” “Real Top-1,”
and “V2 Top-1" refer to the top-1 accuracy using the orig-
inal ImageNet validation labels, cleaned-up real labels [1],
and ImageNetV2 labels [43], respectively. “Train size” and
“Test size” represent resolutions used in training and fine-
tuning (test for CNNs). We separate the results into five
segments according to model size (number of parameters).

As can be seen, for different model sizes, our proposed
VOLO consistently performs better than previous state-of-
the-art models. Specially, taking the proposed VOLO-D1
with 26.6M parameters as an example, testing on a reso-
lution of 224 already yields 84.2% top-1 accuracy on Im-
ageNet. Finetuning on 384 resolution further improves the
performance to 85.2%, which is clearly better than all the
models with a comparable amount of training parameters.
When the model size is scaled up to 296M, we can achieve
87.1% top-1 accuracy on ImageNet, setting a new record in
case of no extra training data. To the best of our knowledge,
our VOLO-DS5 is the first reaching 87.1% top-1 accuracy on

ImageNet without extra training data.

Our models also achieve the best results on the “Real
Top-1” and “V2 Top-1" benchmarks. As shown in Ta-
ble 4, our VOLO-D4 with merely 193M parameters per-
forms much better than previous state-of-the-art models,
such as CaiT-M48 and NFNet. Our models perform even
better on the ImageNet-V2 benchmark. As can be seen,
our VOLO-D3 can improve upon the previous best result by
0.8% (76.9% v.s. T7.7%) using only a quarter of the param-
eters of CaiT-M48 (86M v.s. 356M). Our largest VOLO-D5
can further boost the performance to 78%.

3.2. Performance of Outlooker

In this subsection, we demonstrate the importance of the
proposed Outlooker in VOLO. We take the recent state-of-
the-art vision transformer model, named LV-ViT-S, as our
baseline. LV-ViT-S contains 16 transformers in total and
receives 83.3% top-1 accuracy on ImageNet. Each token in
LV-ViT-S corresponds to an image patch of size 16 x 16,
and hence there are totally 14 x 14 tokens for a 224 x 224
input image. The experiment path from the LV-ViT-S [32]
baseline to our VOLO-D1 and the corresponding results can
be found in Table 5.

As the goal of our proposed Outlooker is to encode
expressive finer-level features, we first adjust the starting
patch embedding module and change the patch size from
16 x 16 to 8 x 8. We replace two transformers with our
Outlooker at the fine level. As can be seen from the sec-
ond row of Table 5, such a slight adjustment brings us 0.4%
gain based on the baseline that already reaches 83.3% top-1
accuracy. Adding another two Outlookers further increases
the performance to 83.9%. Finally, changing the head num-
ber in all the transformers from 6 to 12 and finetuning the
resulting model at 384 x 384 resolution allows us to yield
a result of 85.2%, which, to the best of our knowledge, is
the first time to attain 85+% accuracy within less than 30M
parameters.

We also attempt to replace the proposed outlook atten-
tion with other methods for fine-level feature encoding, in-
cluding local self-attention [37] and spatial convolutions.
For a fair comparison, we set the window size to 3 x 3 for
both local self-attention and convolutions. The results can
be found in Table 6. As can be seen, under the same training
recipe and architecture, our Outlooker performs better than
both local self-attention and convolutions. In addition, we
can also observe that local self-attention and convolutions
can also lift the performance compared to the LV-ViT-S
baseline, demonstrating that encoding fine-level token rep-
resentations indeed helps.

3.3. Ablation Analysis

Model Scaling: We scale up the VOLO-D1 model to 4 dif-
ferent models (VOLO-D2 to VOLO-D5) in two different



Table 4. Top-1 accuracy comparison of our method with previous state-of-the-art methods on ImageNet [12], ImageNet Real [1], and
ImageNet-V2 [43]. We split the results into 5 segments according the model size. All models are trained without external data. With
the same computation and parameter constraint, our model consistently outperforms other MLP-like, CNN-based, and transformer-based
counterparts. ‘Train size’ and ‘Test size’ refer to resolutions used in training and finetuning (test for CNNs). Our VOLO-DS sets a new
record on all three benchmarks, which is the first model attaining 87.1% top-1 accuracy on ImageNet.

Network Architecture | Params FLOPs | Trainsize Test size ‘ Top-1 Real Top-1 V2 Top-1
DeiT-S [51] Transformer 22M 4.6B 224 224 79.9 85.7 68.5
T2T-ViT-14 [68] Transformer 22M 5.2B 224 224 81.5 86.8 69.9
T2T-ViT-141384 [68] Transformer 22M 17.1B 224 384 83.3 87.8 72.4
DeepViT-S [78] Transformer 27M 6.2B 224 224 82.3 _ _
ViP-Small/7 [23] MLP-like 25M - 224 224 81.5 - _
BoTNet-S1-59 [45] Hybrid 34M 7.3B 224 224 81.7 _ _
EfficientNet-B5 [50] CNN 30M 9.9B 456 456 83.6 88.3 73.6
LV-ViT-S1384 [32] Transformer 26M 22.2B 224 384 84.4 88.9 74.5
VOLO-D1 VOLO 27TM 6.8B 224 224 84.2 89.0 74.0
VOLO-D11384 VYOLO 27TM 22.8B 224 384 85.2 89.6 75.6
CrossViT [4] Transformer 45M 56.6B 224 480 84.1 _ _
TNT-B [19] Transformer 66M 14.1B 224 224 82.8 _ _
ViP-Medium/7 [23] MLP-like 55M - 224 224 82.7 _ _
DeepViT-L [78] Transformer 55M 12.5B 224 224 83.1 _ _
EfficientNet-B7 [50] CNN 66M 37.0B 600 600 84.3 _ -
NFNet-FO [2] CNN 72M 12.4B 192 256 83.6 88.1 72.6
CaiT-S361384 [52] Transformer 68M 48.0B 224 384 85.4 89.8 76.2
LV-ViT-M1384 [32] Transformer 56M 42.2B 224 384 85.4 89.5 76.0
VOLO-D2 VOLO 59M 14.1B 224 224 85.2 89.3 75.2
VOLO-D21384 VOLO 59M 46.1B 224 384 86.0 89.7 76.4
ViT-B/16 [14] Transformer 86M 55.4B 224 384 77.9 83.6 _
DeiT-B [51] Transformer 86M 17.5B 224 224 81.8 86.7 _
ViP-Large/7 [23] MLP-like 88M _ 224 224 83.2 _ _
Swin-B [37] Transformer 88M 47.0B 224 384 84.2 _ _
BoTNet-S1-1281384 [45] Hybrid 79M 45.8B 256 384 84.7 - _
Fix-EfficientNet-B8 [50, 53] CNN 87 89.5B 672 800 85.7 90.0 -
Refined-ViT-L1448 [79] Transformer 81M 98.0B 224 448 85.9 _ _
VOLO-D3 VOLO 86M 20.6B 224 224 85.4 89.6 75.6
VOLO-D371448 VOLO 86M 67.9B 224 448 86.3 90.0 71.7
NFNet-F1 [2] CNN 133M 35.5B 224 320 84.7 88.9 74.4
NFNet-F2 [2] CNN 194M 62.6B 256 352 85.1 88.9 74.3
NFNet-F3 [2] CNN 255M  115.0B 320 416 85.7 89.4 75.2
VOLO-D4 VOLO 193M 43.8B 224 224 85.7 89.7 75.6
VOLO-D41448 VOLO 193M 197B 224 448 86.8 90.5 77.8
NFNet-F4 [2] CNN 316M 215B 384 512 85.9 89.4 75.2
NFNet-F5 [2] CNN 377TM 290B 416 544 86.0 89.2 74.6
NFNet-F6 [2]+SAM CNN 438M 377B 448 576 86.5 89.2 75.8
ViT-L/16 [14] Transformer | 307M 191B 224 384 76.5 82.2 _
CaiT-M361448 [52] Transformer | 271M 248B 224 448 86.3 90.2 76.7
CaiT-M481448 [52] Transformer | 356M 330B 224 448 86.5 90.2 76.9
VOLO-D5 VOLO 296M  69.0B 224 224 86.1 89.9 76.3
VOLO-D57448 VYOLO 296M 304B 224 448 87.0 90.6 77.8
VOLO-D51512 VYOLO 296M 412B 224 512 87.1 90.6 78.0

ways: 1) increasing the model size during training, includ-
ing network depth, hidden dimension, expansion ratio in
MLP, and head number in both Outlookers and Transform-
ers, and 2) increasing the image resolution during finetuning
and test. The specifications for all models have been shown

in Table 2 and their corresponding results can be found in
Table 7. We can observe that both aforementioned ways
can largely improve the model performance. From VOLO-
D1 to VOLO-D2, there is 1% improvement with doubled
parameters. Further increasing the model size form VOLO-



Table 5. Ablation path from the LV-ViT-S [32] baseline to our
VOLO-D1. All experiments, except for larger input resolution,
can be finished within 3 days using a single server node with 8
V100 GPUs or 2 days with 8 A100 GPUs. Clearly, with only 27M
learnable parameters, the performance can be boosted from 83.3
to 85.2 (+1.9) using the proposed VOLO architecture. “T” and ‘O’
refer to Transformer and Outlooker, respectively.

Layers #Param. Top-1 Acc. (%)

Training techniques

Baseline (LV-ViT-S [32]) 16 26M 83.3

+ Replace 2 Ts with Os 16 25M 83.7 (+0.4)
+ Add 2 more Os 18 27TM 84.0 (+0.7)
+ #Head in Ts (6 — 12) 18 27TM 84.2 (+0.9)

+ Resolution (224 — 384) 18 27TM 85.2 (+1.9)

Table 6. Performance of Outlooker against local self-attention and
convolutions. For both self-attention and convolutions, we set the
kernel size to 3 x 3.

Model Layer type #Params  Top-1 Acc.
VOLO-D1 Outlooker 27TM 84.2
VOLO-D1  Local self-attention 2™ 83.8
VOLO-D1 Convolution 27TM 83.8

Table 7. Model performance when scaling up in two different
ways: training model size and testing resolution. The computa-
tions (M-Adds) reported here are based on 224 x 224 image reso-
lution.

Model #Params M-Adds Top-1 Acc. Top-1 Acc.t
VOLO-D1  26.6M 6.8B 84.2@224 85.4@384
VOLO-D2 58.7M 14.1B  85.2@224 86.0@384
VOLO-D3 86.3M  20.6B 854@224 86.3@448
VOLO-D4 193M 43.8B 85.7@224 86.7@448
VOLO-D5 296M 69.0B  86.1@224 87.1@512

D2 to VOLO-DS yields nearly another 1% accuracy gain.
In addition, for all the five models, increasing the resolution
during finetuning brings around 1% performance gain.

Number of Outlookers: We observe that the number of
Outlookers used in our VOLO has an impact on the classi-
fication performance. Here, we investigate the influence of
using different numbers of Outlookers in our VOLO. Note
that all Outlookers act on finer-level token representations
(28 x 28). The results have been shown in the top part of
Table 8. Without any Outlookers, the baseline with 16 trans-
formers receives 83.3% accuracy. Increasing the number of
Outlookers can improve the result but the performance sat-
urates when using 4 Outlookers. Further adding Outlookers
does not bring any performance gain. Thus, when scaling
up the model, we approximately use a ratio of 1:3 for Out-
looker and Transformers.

Head Number in Outlookers: In Transformers, the chan-
nel dimension in each head is inversely proportional with
the head number given a fixed hidden dimension. Differ-

Table 8. More ablation experiments on Outlooker. ‘O’ and ‘T’
refer to Outlooker and Transformer, respectively. All results are
based on VOLO-D1 with test resolution 224 x 224.

(#0, #T) #Heads in (O, T) Kernel Size #Params Top-1 Acc.

(0, 16) (-, 6) 3x3 29.1M 83.3
2, 14) (6, 6) 3x3  259M 83.7
4, 14) (6, 6) 3x3  266M 84.0
(6, 12) (6, 6) 3x3  245M 83.9
@, 14) (2,6) 3x3  264M 83.9
4, 14) 4, 6) 3x3  265M 83.9
@, 14) (6,6) 3x3  266M 84.0
@, 14) (8,6) 3x3  268M 84.0
(4, 14) (6, 12) 3x3  266M 84.2

ently, in Outlookers, the channel dimension in each head
is fixed when the kernel size is fixed (i.e., C = K*%). So,
will Outlookers perform better if more heads are used? In
the bottom part of Table 8, we show the results with differ-
ent head numbers Outlookers. Experiments show that using
more heads in Outlookers can slightly improve the perfor-
mance with nearly no extra parameter increase but such in-
crease stops when the head number is more than 6. There-
fore, by default, we set the head number in Outlookers to 6
for 384 hidden dimension. When the hidden dimension is
set to 768, we use 12 heads in Outlookers.

3.4. Semantic Segmentation

In this subsection, we use our VOLO as pretrained mod-
els to evaluate the performance in semantic segmentation.
Our code is based on mmsegmentation [9]. We re-
port results on two widely-used segmentation benchmarks:
Cityscapes [10] and ADE20K [77]. The UperNet [62] seg-
mentation framework is adopted. In training, we utilize
the AdamW optimizer with an initial learning rate of 6e-
5 and a weight decay of 0.01. We also use a linear learning
schedule with a minimum learning rate of 5e-6. All models
can be trained on a machine node with 8 A100 GPUs. For
cityscapes, we set the batch size to 8 and the input resolu-
tion to 1024 x 1024. For ADE20K, the batch size is set to
16 and input resolution 512 x 512 is used. As suggested by
[77], we report results in terms of mean intersection-over-
union (mloU) for both datasets and mean pixel accuracy for
ADE20K. In inference, we perform multi-scale test with in-
terpolation rates of [0.75, 1.0, 1.25, 1.5, 1.75].

3.4.1 Cityscapes

Cityscapes [10] is one of the most popular datasets for se-
mantic segmentation, which targets at street scene segmen-
tation. It has 5K high-quality pixel-annotated images with
resolution 1024 x 2048 and contains 19 classes in total.
As in most previous work, we split the whole dataset into
three splits for training, validation and test, which contain



Table 9. Comparisons with the state-of-the-arts on the Cityscapes
validation set [ 10]. ‘Pretrained’ refers to the dataset each backbone
network is pretrained on. All models are trained on the training set
and multi-scale test results are reported in the ‘mloU’ column.

Table 10. Comparison with previous state-of-the-art methods on
the ADE20K validation set. Our VOLO-DS5 achieves the best re-
sult on ADE20K with only ImageNet-1K as training data in pre-
training. ‘Pixel” refers to mean pixel accuracy.

Method Backbone Pretrained mloU Method Backbone  Pretrained mloU Pixel
DenseASPP [66] DenseNet [28]  ImgNet-1k  80.6 PSPNet [74] ResNet-269 ImgNet-1k 449 81.7
DeepLabv3+ [6] Xception-65 [8] ImgNet-1k  79.1 UperNet [62] ResNet-101  ImgNet-1k  44.9 -
DPC [5] Xception-71 [8] ImgNet-1k  80.8 Strip Pooling [24] ResNet-101 ImgNet-1k  45.6 82.1
DANet [17] ResNet-101 ImgNet-1k  81.5 DeepLabV3+ [6] ResNeSt200 ImgNet-1k 48.4 -
SSN"Pt [311,] 9 Eesget'igi imggegﬂ: Z}S SETR [75] ViT-Large ImgNet:22k 50.3 83.5
rip Pooling [24] eset menet : SegFormer-B5 [64]  SegFormer ImgNet-1k 51.8 -
SETR [75] ViT-L [14] ImgNet-22k  82.1 Swin-B [37] Swin-B ImgNet-22k 51.6 -
PatchDiverse [18] Swin-L [37] ImgNet-22k  83.6 Seg-L-Mask/16 [46]  ViT-Large ImgNet-22k 53.2 -
SpineNet-S143+ [42] SpineNet ImgNet-1k ~ 83.0 Swin-L [37] Swin-L  ImgNet-22k 53.5 -
SegFormer-B5 [64] SegFormer ImgNet-1k  84.0 VOLO-DI1 VOLO ImgNet-1k  50.5 833
VOLO-D1 VOLO ImgNet-1k  83.1 VOLO-D3 VOLO ImgNet-1k 529 84.6
VOLO-D4 VOLO ImgNet-1k  84.3 VOLO-D5 VOLO ImgNet-1k  54.3 85.0

2,975, 500, and 1,525 images, respectively. We report re-
sults on the validation set. The comparison results can
be found in Table 9. It is obvious that the proposed ap-
proach outperforms all other methods, including the recent
state-of-the-art SegFormer-B5 model. Our VOLO-D4 with
UperNet decoder head achieves the best result 84.3%, 0.3%
better than the previous state-of-the-art result 84.0% made
by SegFormer-B5. According to PaperWithCode?, this is a
new state-of-the-art result on Cityscapes validation set.

342 ADE20K

We also run experiments on the widely-used ADE20K [77]
dataset. ADE20K contains 25K images in total, includ-
ing 20K images for training, 2K images for validation, and
3K images for test. It covers 150 different common fore-
ground categories. We compare our segmentation results
with previous state-of-the-art segmentation methods in Ta-
ble 10. Without pretraining on large-scale datasets, such as
ImageNet-22K, our VOLO-D1 with UperNet achieves an
mloU score of 50.5. When the VOLO-DS is used as back-
bone, the mloU score can be further improved to 54.3, a new
state-of-the-art result on ADE20K with no extra pretraining
data except for ImageNet-1k.

4. Related Work

As one of the most fundamental problems in computer
vision, image classification has experienced remarkable
progress since the introduction of deep neural network mod-
els. In what follows, we briefly review those successful
models that are closely related to this work.

3https : / / paperswithcode . com / sota / semantic —
segmentation-on-cityscapes-val

Earlier models attaining state-of-the-art performance for
image classification are mostly CNN-based ones that sim-
ply stack a sequence of spatial convolutions and pool-
ings, represented by AlexNet [33] and VGGNet [44].
ResNets [20] advances the design of CNN architectures by
introducing skip connections to enable training of very deep
models. Inceptions [48, 49, 47] and ResNeXt [65] exam-
ine the design principles of the model building blocks and
introduce multiple parallel paths of sets of specialized fil-
ters. SENet [27] presents a squeeze-and-excitation module
to explicitly model the inter-dependencies among channels.
DPNs [7] leverage both residual and dense connections for
designing stronger building blocks. EfficientNet [50] and
NasNet [80] take advantage of neural architecture search
to search for powerful network architectures. Later state-
of-the-art models [30, 53, 63] mostly utilize different train-
ing or optimization methods or finetuning techniques to im-
prove EfficientNet. Very recently, NFNet [2] breaks the
dominance of EfficientNet by designing a normalization-
free architecture, making the first work attaining 86.5% top-
1 accuracy on ImageNet using no extra data. CNNss, as the
de-facto networks in visual recognition for years, have in-
deed been very successful but their focus is on how to learn
more discriminative local features by designing better ar-
chitectures. Essentially, they are short of the capability of
explicitly building global relationships among representa-
tions that have been proven crucial [58].

Recent progress on image classification is mostly driven
by attention-based models [73, 58, 26] or specifically
transformer-based models. Transformers make use of the
self-attention mechanism, making modeling long-range de-
pendencies possible. Transformers [55] are originally de-
signed for natural language tasks [13, 41, 3, 67, 40, 36] and
have recently been demonstrated effective in image classi-


https://paperswithcode.com/sota/semantic-segmentation-on-cityscapes-val
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fication. Dosovitskiy et al. [14] are among the first to show
that purely transformer-based architectures (i.e., ViT) can
also get state-of-the-art performance in image classification
but require large-scale datasets, such as ImageNet-22k and
JFT-300M (which is not publicly available) for pretrain-
ing. DeiT [51] and T2T-ViT [68] mitigate the problem of
ViTs requiring large-scale datasets and propose data effi-
cient ViTs. Since then, a surge of works on ViT continu-
ously come into being with further improvements. Some of
them [4, 19, 61, 54, 79] introduce local dependency into vi-
sion transformers by modifying the patch embedding block
or the transformer block or both, while others [21, 37, 57]
adopt a pyramid structure to reduce the overall computation
while maintaining the models’ ability to capture low-level
features. There are also some works [78, 71, 52, 18] aiming
at solving the optimization and scaling problems of ViTs.

Our VOLO not only models long-range dependencies
but also encodes fine-level features into token representa-
tions by the proposed Outlooker. Unlike the recent hybrid
architectures (e.g., Hybrid-ViT [14] and BoTNet [45]) that
rely on convolutions for feature encoding, Outlooker pro-
poses to use local pair-wise token similarities to encode
fine-level features and spatial context into tokens features
and hence is more effective and parameter-efficient. This
also makes our model different from the Dynamic Convolu-
tion [60] and Involution [34] that generate input-dependent
convolution kernels to encode the features.

5. Conclusions

We presented a new model, Vision Outlooker (VOLO).
Extensive experiments for image classification and seg-
mentation demonstrate VOLO outperforms CNN- and
Transformer-based models, and establishes new SOTA re-
sults. We hope that the strong performance of VOLO on
several computer vision tasks will encourage follow-up re-
search on better fine-level feature learning. The perfor-
mance superiority of VOLO comes from the new outlook
attention mechanism that dynamically aggregates fine-level
features in a dense manner, and we will continue our inves-
tigation in other applications, like natural language process-

ing.
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