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Inherit with Distillation and Evolve with Contrast:
Exploring Class Incremental Semantic

Segmentation without Exemplar Memory
Danpei Zhao*, Member, IEEE, Bo Yuan, Zhenwei Shi, Member, IEEE

Abstract—As a front-burner problem in incremental learning, class incremental semantic segmentation (CISS) is plagued by
catastrophic forgetting and semantic drift. Although recent methods have utilized knowledge distillation to transfer knowledge from the
old model, they are still unable to avoid pixel confusion, which results in severe misclassification after incremental steps due to the lack
of annotations for past and future classes. Meanwhile data-replay-based approaches suffer from storage burdens and privacy
concerns. In this paper, we propose to address CISS without exemplar memory and resolve catastrophic forgetting as well as semantic
drift synchronously. We present Inherit with Distillation and Evolve with Contrast (IDEC), which consists of a Dense Knowledge
Distillation on all Aspects (DADA) manner and an Asymmetric Region-wise Contrastive Learning (ARCL) module. Driven by the
devised dynamic class-specific pseudo-labelling strategy, DADA distils intermediate-layer features and output-logits collaboratively with
more emphasis on semantic-invariant knowledge inheritance. ARCL implements region-wise contrastive learning in the latent space to
resolve semantic drift among known classes, current classes, and unknown classes. We demonstrate the effectiveness of our method
on multiple CISS tasks by state-of-the-art performance, including Pascal VOC 2012, ADE20K and ISPRS datasets. Our method also
shows superior anti-forgetting ability, particularly in multi-step CISS tasks.

Index Terms—Class Incremental Learning, Semantic Segmentation, Knowledge Distillation, Contrastive Learning.

✦

1 INTRODUCTION

INCREMENTAL learning (IL), also known as continual
learning, aims to learn a sequence of tasks and expects

that it can achieve proper performance in both old and
new tasks. Semantic segmentation assigns a label to every
pixel in the image. Typically, the popular fully-supervised
semantic segmentation methods require large-scale anno-
tations to support model training. However, these models
are typically designed for a closed set, meaning that they
can only handle a fixed number of classes, and all the data
must be fed to the model at once. In realistic scenes, data is
usually accessed incrementally. Apparently, discarding the
obtained models and re-training new ones on new data
signifies a waste of time and computing resources. For
example, ChatGPT costs $4.5 million for one-time training.
And sometimes the old data can not be accessible due to
privacy restrictions. On the other side, simply re-training the
model will bring an Alzheimer-like problem, i.e., the model
will lose the past ability due to the parameter update [1]. In
this case, class incremental semantic segmentation (CISS) is
a promising but challenging task that is relevant to practical
vision computing fields such as remote-sensing observation
and automatic driving, etc.
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Fig. 1. Schematic illustration of the proposed approach. (a): Visualiza-
tion comparison of PLOP [2] and the proposed IDEC. (b): Main structure
of IDEC at t step training. (c): Sketchy demonstration of classifier evolu-
tion in IDEC. The network can be trained in an end-to-end way.

In recent years, IL in deep learning has been exploited
in many visual tasks [3], [4]. The main obstacle of IL is
catastrophic forgetting [5], i.e., models fail to update the
parameters for learning new classes meanwhile preserving
sufficient performance on the old ones. In terms of down-
stream performance, models often encounter classifier bias
and pixel misclassification. As is well-known, a common
strategy to alleviate catastrophic forgetting is knowledge
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distillation (KD) [6]. It normally follows a Teacher-Student
architecture. KD has been proven to be effective in mitigat-
ing catastrophic forgetting in image classification [7], [8], [9],
[10], [11], [12], [13], [14], [15] and object detection [16], [17],
[18], [19], [20]. However, CISS is more challenging due to the
dense prediction demand and complex context association.

Besides catastrophic forgetting, CISS encounters another
challenge beyond the image classification task, which is the
semantic drift. As illustrated in Fig. 1(a), due to the lack of old
data, the models tend to confront class confusion and clas-
sifier bias. In addition, since only the current classes are la-
belled at each incremental step, the semantic of background
pixels drifts because the connotation varies, i.e., known
classes and future classes are mixed as one background class.
As a consequence, it will lead to subsequent classification
chaos. Some recent works [21], [22] try modelling the un-
known background class by specifying classifier initializa-
tion or taking advantage of visual saliency. While existing
exemplar-free approaches like [2], [21], [23] concentrate on
the consistency of the endmost outputs between the old
model and the current model. However, these pioneers fail
to preserve the model structure consisting of internal fea-
ture distribution, causing the classifier bias on new classes,
especially in multi-step IL tasks. In this paper, we present
Inherit with Distillation and Evolve with Contrast (IDEC),
addressing the CISS problem from two mutually reinforced
manners performance in the latent space to maintain inner
feature consistency and solid knowledge transfer.

As depicted in Fig. 1(b), at step t, the t-1 step model
is frozen to generate the predictions as the pseudo label
for t step training. Specifically, we propose to resolve CISS
from two aspects. On the one hand, we utilize knowledge
distillation to inherit from the old model and a customized
distillation loss is introduced between the old and current
models. Superior to the previous KD-based methods [2],
[24], our distillation manner considers every intermediate
layer and output logits synchronously with more emphasis
on semantic-invariant knowledge inheritance. Motivated by
human recognition patterns [25], we argue that the model
tends to recognize and memorize things through semantic-
invariant parts. For solid knowledge transfer, we believe
the semantic-invariant term occupies a dominant position.
Thus in our distillation strategy, we put more emphasis
on the deep layers, which contain more semantic-invariant
term. While for the low layers, the representation of detail
features serves as the variance part to contribute to the intra-
class variance. Considering different emphases on low- and
high-level features in semantic interpretation, we design an
attenuated layer-aware weight (ALW) to guide the distilla-
tion process. On the other hand, we pay attention to the
adaptation on new classes in a specific contrastive learning
manner. Obviously, the latent space of the old model and
the current model is asymmetric since the cluster numbers
are unequal since the additional classes at incremental steps,
as the classifier varies (the number of prediction classes is
changed). We run contrastive learning in this asymmetric
latent space by selecting specific anchor from the old model,
positive and negative embeddings from the current model, to
alleviate the semantic drift and classifier bias.

Our contributions are summarized as follows.

• We propose to address catastrophic forgetting and
semantic drift synergistically for CISS in an end-to-
end way. And we propose two mutually reinforced
modules to enhance the anti-forgetting ability on
old classes and compatibility with new classes syn-
chronously.

• We present an efficient dense distillation strategy
and an asymmetric region-wise contrastive learning
mechanism in the latent space without requiring
exemplar memory.

• We devise a class-specific pseudo-labelling strategy
by launching a dynamic threshold to boost the con-
tinual updating with self-training.

• The proposed approach achieves state-of-the-art per-
formance in large-scale datasets including Pascal
VOC 2012, ADE20K and ISPRS, and shows advan-
tages in challenging multi-step CISS tasks.

2 RELATED WORK

In this section, we review the previous researches on IL,
CISS, KD and contrastive learning, respectively. By summa-
rizing and analyzing the defects of the current cutting-edge,
we propose to resolve catastrophic forgetting and semantic
drift synergistically.

2.1 Class Incremental Learning
Incremental learning (IL) technique breaks through the typ-
ical one-off training process in deep learning. It enables
a neural network to continually update its parameters to
adjust incremental data. It has been explored in computer
vision [26], [27], [28], natural language processing [29],
[30] and remote sensing [31]. The most challenge of this
technique is catastrophic forgetting due to the parameter
updating. The problem of catastrophic forgetting has been
discovered and discussed as early as the 1980s by Mc-
Closkey, et al. [32]. That is algorithms trained with backprop-
agation suffers from severe knowledge forgetting just like
human suffers from gradual forgetting of previously learned
tasks. To alleviate this problem, a range of researches [33],
[34], [35], [36], [37] propose to retrospect known knowledge
including sample selection as exemplar memory [38], [39],
[40], [41], [42], prototypes guidance [10], [43], [44], [45],
meta learning [46], [47], [48], [49], generative adversarial
learning [50], [51], [52] and so on. These approaches can
achieve effective continual learning performances but nor-
mally require extra memory to store old data. However, a
more challenging but practical IL scene indicates no old data
is available. In recent years, some researches concentrate on
IL without data replay by using knowledge distillation [53],
[54], [55], [56], [57], [58], conducting weight transfer [59],
[60] and network architecture extension [11], [61], [62].
The present primary concern in IL is to balance the anti-
forgetting and new knowledge assimilating, which is the
priority in this paper.

2.2 Class Incremental Semantic Segmentation
Current class incremental learning (CIL) concentrates on
image classification [1], [10], [11], [15], [63]. Some recent
approaches [2], [21] extend it to more challenging dense
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prediction tasks. Class incremental semantic segmentation
(CISS) faces two main challenges including catastrophic for-
getting and semantic drift, which are because of the lacking
of old data and parameter update [64], [65], [66]. According
to whether to use exemplar memory, CISS approaches can
be divided into two categories. For the first kind, [2], [23],
[24], [67], [68] utilize knowledge distillation to inherit the
capability of the old model. Cermelli et al. [21] propose to
reduce semantic drift by modelling the background label. In
remote sensing, researches focus on small objects enhanc-
ing [69] and multi-level distillation [70], [71]. The second
kind stores a portion of past training data as exemplar
memory. Rebuffi et al. [8] propose to conduct the incremental
steps with the supervision of representative past training
data. However, it will update the old model which may
aggravate catastrophic forgetting. Cha et al. [22] proposes
a class-imbalanced sampling strategy and uses a visual
saliency detector to filter unknown classes. Maracani et
al. [72] resort to relying on a generative adversarial network
or web-crawled data to retrieve images. These data-replay-
based methods bring extra memory consumption, which is
critical especially under CISS circumstances. In recent years,
few-shot/zero-shot approaches [73], [74] are also explored
to reduce data and annotation dependency at incremental
steps. Whereas these methods normally have low perfor-
mance in complex visual tasks. Based on the analysis above,
in this paper we propose to address CISS without exemplar
memory, to meet with realistic applications.

2.3 Knowledge Distillation

In deep learning, knowledge distillation (KD) aims to trans-
fer information learned from one model to another whilst
training constructively. KD was firstly defined by [75] and
generalized by [6]. The common characteristic of KD is
symbolized by its Student-Teacher (S-T) framework [76].
In recent years, KD has been applied in model compres-
sion [77], [78], knowledge transfer [79], [80] and semantic
segmentation [81]. And for dense prediction tasks, knowl-
edge distillation has been demonstrated feasible and effec-
tive [76]. For example, pixel-wise similarity distillation [82]
and channel-wise distillation [83] are proposed to improve
the distillation efficiency. Wang et al. [84] propose to transfer
the intra-class feature variation from teacher to student by
constructing densely pairwise relations. In IL tasks, Zhou et
al. [85] propose a multi-level knowledge distillation strategy
by leveraging all previous model snapshots. In CISS, KD has
been proven as an effective way to preserve the capability
of classifying old classes without storing past data in incre-
mental steps. A typical KD approach is to use the outputs
from the old model to guide the new model by a distillation
loss [21]. Further, Michieli et al. [24] explores distillation
in intermediate feature space and indicates that L2-norm
is superior to cross-entropy or L1-norm. Qiu et al. [86] use
self-attention to capture both within-class and between-class
knowledge.

2.4 Contrastive Learning

Contrastive learning has been widely used in learning
representations without labels [87], [88], [89]. A typical

contrastive learning way is to apply diversiform trans-
forms on the source image to create positive pairs [90],
[91]. For dense prediction tasks, Lee et al. [92] propose a
supervised contrastive learning approach via highlighting
semantic attention. Wang et al. [93] propose a pixel-wise con-
trastive algorithm for semantic segmentation in the fully-
supervised setting. In recent years, similar to metric learning
approaches, some contrastive methods attempt to learn the
representations in the latent space by organizing positive
embedding pairs against negative embedding pairs [94],
[95]. Arnaudo et al. [96] explore a contrastive regularization
between outputs of the old model and the new model but
only rely on image transform. Recent state-of-the-art CISS
methods SDR [94] and UCD [68] propose to compare feature
vectors in the feature space. By contrast, the differences
and advantages of the proposed method compared to [68],
[94] are: 1) we perform contrastive learning in asymmetric
latent space, enabling to enlarge divergence among the new
classes, known classes the future/unknown classes; 2) we
construct anchor embedding from the old model, which is
more reliable by avoiding the impact of model performance
degradation in IL steps; 3) our method supports region-
wise embedding comparison, superior to the pixel-wise
calculation in dense prediction task. By considering intact
context association, the proposed model achieves more ro-
bust performance in multi-step CISS tasks.

3 METHODOLOGY

In this section, we present a CISS method named Inherit
from Distillation and Evolve with Contrast (IDEC). Fig. 2
depicts the information flow at t step training. The main
structure of the proposed network consists of the following
subsections.

3.1 Preliminary
Let D = (xi, yi) signifies the training dataset, where xi ∈
RC×H×W denotes the input image and yi ∈ RH×W denotes
the corresponding ground truth. Dt indicates the training
dataset for t step. At t step, C0:t−1 indicates the previously
learned classes and Ct indicates the classes for learning.
When training on Dt, the training data of old classes, i.e.,
{D0,D1, · · · ,Dt−1} is inaccessible. And the ground truth in
Dt only covers Ct. The complete training process consists of
{Step-0, Step-1, · · · , Step-T} steps. At t step, we use M t−1

and M t to represent the t-1 and t step model, respectively.
F t

l , l ∈ Nl indicates the l-th layer feature map from M t

generated by feature extractor F. Nl is the layer number of
the feature extractor network.

3.2 Dense Alignment Distillation on All Aspects
To address the catastrophic forgetting problem, we pro-
pose a novel knowledge distillation strategy. However, in
contrast to the pioneers [2], [24], [97], we propose Dense
Alignment Distillation on all Aspects (DADA) including
intermediate layers as well as output logits synchronously
but with different emphases on low- and high-level features.
Dense feature distillation in multi-layer is necessary for
CISS because semantic segmentation requires each pixel to
be classified. We propose matching feature representation
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at different levels is beneficial for inheriting the feature
representation of old models in a dense prediction task.
To align with the pioneers, we take DeepLabv3 [98] as an
example to present DADA. But the strategy can be em-
bedded expediently into any other segmentation models as
discussed in Sec. 4.4.4. As shown in Fig. 3, the input training
batch is imported to both the M t−1 and M t to extract multi-
layer feature {F t−1

l ,F t
l }, l ∈ N l. Note that M t−1 is frozen

to avoid gradient backpropagation but M t is trainable. To
take full advantage of context association, for each F t

l , we
employ a typical atrous spatial pyramid pooling (ASPP) [98]
Λ to compute feature responses from different scales of the
receptive field. After that, we obtain embeddings {et−1

l , etl}

through el = Λ(Fl), where el ∈ RN×W ′×H′
, N represents

the feature channels. We calculate the similarity of the
embeddings {et−1

l , etl} by measuring the Kullback-Leibler
(K-L) divergence.

dD
(
et−1
l , etl

)
=

1

W ′ ×H ′

W ′×H′∑
i

KL(pt−1
i ∥pti), (1)

where pt−1
i and pti represent class probabilities of the i-th

pixel in the softmax output when applying a 1×1 convolu-
tion on the embedding et−1

l and etl , respectively.
For the output layer, we measure the embeddings simi-

larity before the classification layer (e.g. softmax), which can
be calculated by dD

(
et−1
out , etout

)
. In our implementation, the

size of the deepest features {F t−1
d ,F t

d} is H×W
16 . M t−1 and

M t share the same semantic segmentation architecture [98].
In this case, M t can inherit the capacity of M t−1 in feature
space by distilling the immediate-layer and output-layer
features synchronously.

In CISS tasks, it is necessary to balance old knowledge
inheritance and new knowledge learning. Inspired by [99],
the impact of distilling M t−1 is not always positive, partic-
ularly it will inhibit M t from learning better in the latter
training stage. Thus we give less concern to knowledge
distillation with training iteration increases. On the other
hand, compared to LocalPOD [2], we put different emphases
on semantic-invariant features (mainly from deep layers)
and sample-specific features (mainly from low layers). We
believe the former matters more in IL steps because the old
data is inaccessible in our CISS setting. Here we propose
an Attenuated Layer-aware Weight (ALW) ηl,e to guide the
dense distillation process:

ηl,e = α× log

(
1 +

nl

Nl

)
× γne/Ne (2)

where α is an initial weight of intermediate-layer distil-
lation loss. ne and Ne represent the e-th epoch and total
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training epochs. nl indicates l-th intermediate layer. And γ
is a positive constant less than 1.The optimization goal for
intermediate feature consistency is defined as:

LIL−D =
1

Nl

Nl∑
l

ηl,e × dD
(
et−1
l , etl

)
(3)

In our implementation, we run above distillation across the
middle three intermediate layers (by skipping the input
layer). Therewith the distillation goal for the output layer
is defined as:

LOL−D = dD
(
et−1
out , etout

)
(4)

Hence the proposed DADA is supervised by

LDADA = LIL−D + λLOL−D (5)

where λ is a constant to balance the contribution of LIL−D

and LOL−D in the training process. LDADA is calculated at
every incremental step.

3.3 Asymmetric Region-wise Contrastive Learning

At each incremental step, since the lack of annotations, all
the other classes are actually labelled as background (bg)
except for current classes. Thus the connotation of back-
ground would contain known classes and future classes
simultaneously, leading to semantic drift. To alleviate the
classifier confusion caused by semantic drift, we propose an
asymmetric region-wise contrast learning approach. Specif-
ically, we select anchor embedding from the old model since
the model faces catastrophic forgetting after IL steps. While
the positive and negative embeddings are generated from the
current model. Firstly, after obtaining the output logits from
M t−1 and M t onDt, we generate a class-aware mask under
the guidance of model prediction. As depicted in Fig. 4, we
use the output from F t−1 to select anchor embeddings for
a designated class. The corresponding positive and negative
embeddings are from features F t generated by M t. To
achieve this, we first construct the class-aware mask Mk

for class k. In detail,Mk is obtained by:

Mk = (mij)Hd×Wd

mij =

{
1, if pij = k

0, otherwise

(6)

We perform the embedding selection process in the deepest
features {F t−1

d ,F t
d}, where F t

d ∈ RNd×Wd×Hd . For a des-
ignated class i, we obtain the anchor, positive and negative
embeddings by:

Et−1
ai

=Mt−1
i ⊙F t−1

d , i ∈ C1:t−1

Etpi
=Mt

i ⊙F t
d, i ∈ C1:t−1

Etni
=Mt

k ⊙F t
d, i ∈ C1:t−1, k ̸= i ∧ k ∈ Ct

(7)

where Mi is the mask for filtering i-th class embedding in
the latent space.⊙ indicates the Hadamard product between
two matrices. Et−1

ai
represents the anchor embedding belong-

ing to i-th class in the latent space from M t−1. Etpi
and Etni

indicate the corresponding positive and negative embeddings
in the latent space from M t. After that, for computing
the intra-class compactness and inter-class dispersion, we
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In this example, we tag motorbike to select corresponding anchor
embedding from features of Mt−1, and select positive and negative
embeddings from Mt. p indicate the prediction probability belonging to
a specific class of the selected pixel. We perform this operation across
the whole batch to select all the corresponding region embeddings to
calculate the contrastive loss.

transform the Et−1
ai

, Etpi
and Etni

to one-dimensional tensors
{Êt−1

ai
, Êtpi

, Êtni
}.

Êt−1
ai

, Êtpi
, Êtni

∈ RNdĤŴ (8)

where ĤŴ is the minimum length among the size of Et−1
ai

,
Etpi

and Etni
. We perform this embedding screening opera-

tion in each training batch to obtain cross-image semantic
correlation. In this way, based on contrastive learning across
M t−1 and M t, DADA and ARCL tackle catastrophic for-
getting and semantic drift with a mutually reinforced rela-
tionship. Particularly, the asymmetry manifests itself in two
ways. One is the inequality of class number at the current
step and previous step, the other is the embedding pairing
manner for contrastive learning. Specifically, we select an-

Algorithm 1 Pseudocode of the proposed ARCL at t step.

Input: Image batch Ib, M t−1, M t.
Output: Asymmetric region-wise contrastive loss LARCL.

1: F t−1
Ib

, predt−1
Ib

← Mt−1(Ib), F t
Ib
, predtIb ← Mt(I)

{forward pass}
2: St−1

Ib
=argmax(predt−1

Ib
, dim = 1),

3: StIb=argmax(predtIb , dim = 1)

4: M = torch.zeros(predt−1
Ib

.shape)
5: for ci in C1:t:
6: Mt−1

i [St−1
Ib

== ci] = 1
7: Mt

i[StIb == ci] = 1

8: Mt
k[S

t−1
Ib

== ck] = 1
9: # filter region-wise embedding

10: Et−1
ai

=Mt−1
i ⊙F t−1

Ib
{forward pass}

11: Etpi
=Mt

i ⊙F t
Ib
{forward pass}

12: Etni
=Mt

k ⊙F t
Ib
{forward pass}

13: (Êt−1
ai

, Êtpi
, Êtni

) = (Et−1
ai

, Etpi
, Etni

).reshape(b, -1)
14: assert len(Êt−1

ai
)==len(Êtpi

)==len(Êtni
)

15: loss+ = LARCL(Êt−1
ai

, Êtpi
, Êtni

)
16: return loss
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chor embedding from M t−1 within old classes to reduce
prediction error, while positive and negative embeddings
from M t to optimize the current model. By filtering pixel
embeddings belonging to the same class to a region, we
achieve region-wise contrastive learning in those asymmet-
ric latent spaces. Here we extend TripletMarginLoss [100]
that considers intra-class compactness and inter-class dis-
persion with a margin between positive pairs and negative
pairs. We construct positive pairs as (Êt−1

ai
, Êtpi

) and negative
pairs as (Êtai

, Êtni
). The optimization goal is to minimize

the distance within positive pairs meanwhile maximize the
distance within negative pairs. Thus the optimization goal
is defined as:

LARCL =

1

Nc

Nc∑
i

max
(
d(Êt−1

ai
, Êtpi

)− d(Êtai
, Êtni

) +m, 0
) (9)

where Nc is the class numbers of the dataset. d(·) is a
distance measurement function and m is a constant. We
use L2-norm to construct d(·) in our implementation. The
pseudocode of the proposed ARCL is shown in Algorithm 1.

3.4 Dynamic Class-specific Pseudo Labelling

We present a Dynamic Class-specific Pseudo Labelling
(DCPL) strategy. The pioneer [2] proposes a class-specific
threshold but ignores the influence of semantic drift, in
which case the degraded performance may reduce the con-
fidence of pseudo labels, even causing negative optimiza-
tion. To avoid overfitting incorrect pseudo labels, a class-
specific threshold of every pixel is designed to preserve
high-confidence pseudo labels for supervision.

At t step, the output segmentation map is StI ∈ RW×H .
We calculate the prediction score range [ul

c, u
h
c ] for each class

c ∈ C0:t−1 in each training batch Ib by ul
c = min(pi(c)) and

uh
c = max(pi(c)), where pi(c)=softmax

c
(F t

i )i∈Ib,c∈C0:t−1

indicates the probability for class c on pixel i. Specifically,
at t step, the proposed class-specific threshold τ tc is defined
as:

τ tc =


ul
c, if ūc/△ ≥ σ and ulc ≥ ϵ

max(Γ, ul
c) if ūc/△ < σ and ulc ≥ ϵ

Γ, otherwise

△ = |uh
c − ul

c|, c ∈ C0:t−1, ūc =
1

nc

∑
i∈I pi(c)

(10)

where pi(c) indicates the score of pi at c-th class. σ measures
the fluctuation of the model prediction on a class. Specifi-
cally, ūc/△ ≥ σ indicates high-confident predictions with
small score fluctuation. max(Γ, ul

c) indicates preserving the
most reliable predictions while ūc/△ < σ means the un-
stable score fluctuation on class c. We simply set σ = 4
based on experience. Γ is a fixed threshold to avoid τ tc being
too small. ϵ is the minimum confidence threshold and we
set ϵ = 0.5 following the traditional protocol. σ measures
the score range of the prediction results from M t−1. nc is
the pixel number being predicted as class c. In this way,
we try to balance preserving highly-confident pseudo labels

with preserving as many pseudo labels as possible. Thus the
pseudo-label Lt

pl,c for class c can be generated from M t−1:

Lt
pl,c =

W×H
I
i

[(
argmax

k
pi(k) = c

)
∧
(
pi(c) > τ tc

)]
,

c, k ∈ C0:t−1, i ∈ StI
(11)

where I represents traversing pixels on StI . In this case, the
high threshold ensures high-confident pseudo labels for easy
classes. While the pseudo labels for hard classes have the
least errors. Since only ground truth of Ct is accessed at t
step training, we concatenate Lt

pl and Lt to supervise Mt:

Lt
s =

C0:t−1∑
c

Lt
pl,c ⊕ Lt (12)

where Lt indicates the ground truth of Ct, ⊕ represents the
label combination operation. Under the supervision of Lt

s,
the segmentation loss for image It at t step training can be
calculated by cross-entropy (CE) loss:

LSeg(It,Lt
s) = −

∑
i∈It

yiklog(pik) (13)

where yik ∈ Lt
s and pik represent the ground truth probabil-

ity and the predicted probability of class k on pixel i, respec-
tively. Aiming at addressing the CISS in an end-to-end way,
we perform the above ARCL and DADA synchronously.
The integrated objective is defined as:

Ltotal = LSeg + LDADA + LARCL (14)

Particularly, at the initial step, only LSeg is calculated,
which is the same as the static training process. While at
each incremental step, Ltotal is calculated for the whole
network training.

4 EXPERIMENTS

4.1 Datasets and Protocols
Datasets. 1) PASCAL VOC 2012 [101] is a widely used
benchmark for semantic segmentation. It consists of 10582
training images and 1449 images for validation with 20
semantic classes and an extra background class. We evaluate
our model on 15-5 (2 steps), 15-1 (6 steps), 5-3 (6 steps) and
10-1 (11 steps) settings. For example, 15-1 means initially
learning 15 classes and learning additional 5 classes at
another step. 15-1 indicates initially learning 15 classes and
then learning the additional one class at each step for a total
of another 5 steps. 2) ADE20K [102] is a large-scale seman-
tic segmentation dataset containing 150 classes that cover
indoor and outdoor scenes. The dataset is split into 20210
training images and 2000 validation images. Compared to
Pascal VOC 2012, ADE20K covers a wider variety of classes
in natural scenes with more instances and categories. We
evaluate our model on 100-50 (2 steps), 100-10 (6 steps),
50-50 (3 steps) and 100-5 (11 steps) settings. 3) ISPRS [103]
consists of two airborne image datasets including Postdam
and Vaihingen. We conduct our experiments on Postdam. It
contains 38 images with the size of 6000×6000 pixels. The
resolution of each image is 5 cm. As the source organizer
suggested, we take 24 images for training and 14 images
for validation. For training convenience, we partition each
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image into 600×600 patches in sequential order. Seman-
tic content in Postdam has been classified manually into
six land cover classes, namely: imprevious surfaces, build-
ing, low vegetation, tree, car and clutter. Following previous
works [69], [71], we choose to ignore class clutter in the
training and validation process since it only accounts for
very few pixel quantities and its unclear semantic scope. We
evaluate our model on 4-1 (2 steps), 2-3 (2 steps), 2-2-1 (3
steps) and 2-1 (4 steps) settings.
Metrics. We compute Pascal VOC mean intersection-over-
union (mIoU) [101] for evaluation:

mIoU =
TP

TP + FP + FN
(15)

where TP, FP and FN are the numbers of true positive, false
positive and false negative pixels, respectively.

Specifically, we compute mIoU after the last step T
for the initial classes C0:init, for the incremented classes
Cinit+1:T , and for all classes C0:T (all).
Protocols. Following [2], [21], there are two different in-
cremental settings: disjoint and overlapped. In both settings,
only the current classes Ct are labelled and an extra back-
ground (bg) class Cbg . In the former, images at t step
only contain C0:t−1 ∪ Ct ∪ Cbg . While the latter contains
C0:t−1 ∪ Ct ∪ Ct+1:T ∪ Cbg , which is more realistic and
challenging. In this study, we focus on overlapped setting
in our experiments. We report two baselines for reference,
i.e., fine tuning on Ct, and training on all classes offline. The
former is the lower bound and the latter can be regarded as
the upper bound in CISS tasks.

4.2 Implementation Details
We use DeepLabv3 [98] architecture with a ResNet-101 [104]
backbone pretrained on ImageNet [105] as semantic seg-
mentation baseline, as same as [2], [68]. For all experiments,
the initial learning rate is 0.01 and decayed by a poly learning
rate policy. The training batch size is set to 12 in all CISS
settings. At each step, we use SGD [106] as the optimizer
with a momentum of 0.9 and a weight decay of 5×10−4.
We train the model with 30 (Pascal VOC 2012, ISPRS) and
50 (ADE20K) epochs for each incremental step, respectively.
The input image is resized to 513×513. Standard data aug-
mentation methods are applied during training, such as ran-
dom scaling from 0.5 to 2.0 and random flipping. For hyper-
parameters, we set Γ = 0.7, γ = 0.9 and λ = 2.0 according
to the analysis in Sec. 4.4.3. α = 1.0. Implementation of the
proposed network is based on Pytorch 1.8 with CUDA 11.6
and all experiments are conducted on a workstation with 4
NVIDIA 3090 GPUs. The code will be available at our formal
published version.

4.3 Quantitative Evaluation
Pascal VOC 2012. We compare our method with current
state-of-the-art data-free approaches including [1], [2], [7],
[21], [23], [24], [68], [94], [97], [107] and data-replay-based
methods [22], [72]. Table 1 shows quantitative experiments
on VOC 15-5, 15-1, 5-3 and 10-1 settings. In multi-step CISS
tasks like 15-1, 5-3 and10-1, our method is superior to the
closest contender [23]. For example, mIoU on all C0:20 of
the proposed IDEC is 67.32% in 15-1 case, of which the

performance of C0:15 achieves a large improvement than
the competitors, proving the effectiveness of our distillation
mechanism. And our performance of the incremental C16:20

is superior to [2] by a significant margin, demonstrating the
adaptive capacity on new classes. Since DADA and ARCL
share a mutually reinforced relationship as introduced in
Sec. 3.3, the experimental results also prove the cooperativ-
ity between the DADA and ARCL. It is worth mentioning
that the proposed model achieves a performance close to
the previous replay-based approaches like [72], validating
the effectiveness of the proposed strategy.

In Fig. 5, we evaluate mIoU against the number of
learned classes on VOC 15-1. For example, MiB [21] degen-
erates rapidly at the latter steps. Current state-of-the-art [23]
is also confronted with severe performance degradation.
The proposed IDEC maintains the highest mIoU among
the contrast models after all incremental steps, indicating
the strong ability against forgetting and adaptation to new
classes. Fig. 6 shows the visualization comparison on VOC
15-1 task. The proposed method maintains the region in-
tegrity of different classes after all IL steps.
ADE20K. Table 2 shows quantitative experiments on ADE
100-50, 100-10, 50-50 and 100-5 tasks. Due to the large
number of classes, it is more challenging thus the upper
bound mIoU is only 38.9%, indicating that there is severe
pixel misclassification. The representative PLOP [2] shows
robustness in 100-50 and 50-50 with fewer IL steps. In
contrast, the proposed IDEC shows robust learning ability
in more challenging multi-step CISS tasks like 100-10 and
100-5. For example, in 100-5, IDEC shows strong ability
against catastrophic forgetting as the mIoU of C1:100 is the
highest among all contenders and finally achieves 31.00%
mIoU on all classes. In addition, compared with the first-tier
replay-based method [22], the proposed method also shows
competitive performance in anti-forgetting ability and new-
class adaptation.
ISPRS. We extend our method to remote-sensing scenes.
Space-based in-orbit remote sensing is a suitable field for
model deployment with incremental learning. Compared to
natural scenes, remote sensing image contains more terrain
context including complex noise interference, occlusion is-
sue and obscure region boundaries, etc. Table 3 displays
the comparison of [2], [7], [21], [24] and our method. The
proposed IDEC achieves the highest mIoU on ISPRS 4-1, 2-
3, 2-2-1 and 2-1 tasks. For example, with respect to the most
challenging task 2-1, our method is superior to MiB [21]
with 7.06% mIoU. on 2-3, 2-2-1 and 2-1 tasks, IDEC remains
a competitive anti-forgetting performance on the initial two
classes imprevious surfaces and building, validating the anti-
forgetting ability. Fig. 7 displays representative visualization
results on multiple CISS tasks on all three datasets. During
the IL steps, IDEC maintains the region integrity of different
classes after all IL steps and also shows advantages in
reducing pixel misclassification.

4.4 Ablation Study

4.4.1 Module Contribution

Distillation Mechanism. As introduced in Sec. 3.2, we pro-
pose a distillation mechanism considering both intermediate
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TABLE 1
Quantitative comparison on Pascal VOC 2012 in mIoU (%). Class 0 indicates the unlabelled class. The first and second best results are

highlighted in red and blue, respectively. * indicates the results are from [2]. ‡ means we re-implement the method.

Method 15-5 (2 steps) 15-1 (6 steps) 5-3 (6 steps) 10-1 (11 steps)
0-15 16-20 all 0-15 16-20 all 0-5 6-20 all 0-10 11-20 all

Data-free

fine tuning 2.10 33.10 9.80 0.20 1.80 0.60 0.50 10.40 7.60 6.30 2.80 4.70
EWC* [7] 24.30 35.50 27.10 0.30 4.30 1.30 - - - - - -
LwF-MC* [1] 58.10 35.00 52.30 6.40 8.40 6.90 20.91 36.67 24.66 4.65 5.90 4.95
ILT* [24] 66.30 40.60 59.90 4.90 7.80 5.70 22.51 31.66 29.04 7.15 3.67 5.50
Umberto et al.‡ [97] 67.20 38.42 60.35 8.75 7.99 8.56 26.15 37.84 34.50 6.52 5.16 5.87
MiB* [21] 76.37 49.97 70.08 34.22 13.50 29.29 57.10 42.56 46.71 12.25 13.09 12.65
PLOP* [2] 75.73 51.71 70.09 65.12 21.11 54.64 17.48 19.16 18.68 44.03 15.51 30.45
SDR [94] 75.40 52.60 69.90 44.70 21.80 39.20 - - - 32.40 17.10 25.10
UCD‡ [68] 77.50 53.10 71.30 49.00 19.50 41.90 31.35 23.43 25.69 38.73 22.52 31.01
UCD+PLOP [68] 75.00 51.80 69.20 66.30 21.60 55.10 - - - 42.30 28.30 35.30
REMINDER [107] 76.11 50.74 70.07 68.30 27.23 58.52 - - - - - -
RCIL‡ [23] 78.80 52.00 72.40 70.60 23.70 59.40 65.30 41.49 50.27 55.40 15.10 34.30

IDEC (Ours) 78.01 51.84 71.78 76.96 36.48 67.32 67.05 48.98 54.14 70.74 46.30 59.10

Data-replay
RECALL-GAN [72] 66.60 50.90 64.00 65.70 47.80 62.70 - - - 59.50 46.70 54.80
RECALL-Web [72] 67.70 54.30 65.60 67.80 50.90 64.80 - - - 65.00 53.70 60.70
SSUL-M [22] 79.53 52.87 73.19 78.92 43.86 70.58 72.97 49.02 55.85 74.79 48.87 65.45

offline 79.77 72.35 77.43 79.77 72.35 77.43 76.91 77.63 77.43 78.41 76.35 77.43

TABLE 2
Quantitative comparison on ADE20K in mIoU (%). * indicates the results are from [2]. The first and second best results are highlighted in red and

blue, respectively. ‡ means we re-implement the method.

Method 100-50 (2 steps) 100-10 (6 steps) 50-50 (3 steps) 100-5 (11 steps)
1-100 101-150 all 1-100 101-150 all 1-50 51-150 all 1-100 101-150 all

Data-free

fine tuning 0.00 11.22 3.74 0.00 2.08 0.69 0.00 3.60 2.40 0.00 0.07 0.02
ILT* [24] 18.29 14.40 17.00 0.11 3.06 1.09 3.53 12.85 9.70 0.08 1.31 0.49
Umberto et al.‡ [97] 22.79 13.81 19.80 3.28 5.44 4.00 8.89 14.40 12.56 1.02 1.25 1.10
MiB* [21] 40.52 17.17 32.79 38.21 11.12 29.24 45.57 21.01 29.31 36.01 5.66 25.96
PLOP* [2] 41.87 14.89 32.94 40.48 13.61 31.59 48.83 20.99 30.40 39.11 7.81 28.75
UCD+PLOP [68] 42.12 15.84 33.31 40.80 15.23 32.29 47.12 24.12 31.79 - - -
REMINDER [107] 41.55 19.16 34.14 38.96 21.28 33.11 47.11 20.35 29.39 36.06 16.38 29.54
RCIL [23] 42.30 18.80 34.50 39.30 17.60 32.10 48.30 25.00 32.50 38.50 11.50 29.60

IDEC (Ours) 42.01 18.22 34.08 40.25 17.62 32.71 47.42 25.96 33.11 39.23 14.55 31.00

Data-replay SSUL-M [22] 42.20 13.95 32.80 42.17 16.03 33.89 49.55 25.89 33.78 42.53 15.85 34.00

offline 44.30 28.20 38.90 44.30 28.20 38.90 50.90 32.90 38.90 44.30 28.20 38.90

TABLE 3
Quantitative comparison on ISPRS in mIoU (%). The first and second best results are highlighted in red and blue, respectively. ‡ means we

re-implement the method by the code provided in [2].

Method 4-1 (2 steps) 2-3 (2 steps) 2-2-1 (3 steps) 2-1 (4 steps)
1-4 5 all 1-2 3-5 all 1-2 3-5 all 1-2 3-5 all

fine tuning 2.75 30.28 8.26 5.60 19.22 13.77 0.53 7.90 4.95 0.02 1.05 0.64
EWC‡ [7] 27.01 31.25 27.86 39.59 25.94 31.40 17.88 10.46 13.43 8.97 2.35 5.00
ILT‡ [24] 42.37 30.92 40.08 41.29 25.83 32.01 35.28 19.77 25.97 20.92 8.44 13.43
MiB‡ [21] 67.11 38.90 61.47 76.49 44.45 57.27 67.83 39.07 50.57 65.28 41.46 50.99
PLOP‡ [2] 65.78 36.12 59.85 70.44 43.80 54.46 66.45 41.68 51.59 64.41 40.89 50.30

IDEC (Ours) 74.05 50.77 69.39 78.91 49.08 61.01 75.45 47.54 58.70 76.25 45.89 58.03

offline 75.23 63.97 72.98 83.31 66.09 72.98 83.31 66.09 72.98 83.31 66.09 72.98
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Fig. 5. The mIoU (%) evolution against the number of learned classes in
VOC 15-1 task.

layers and output logits. In Table 4 we study the perfor-
mance benefits of module contributions covering VOC 15-1,
ADE 100-10 and ISPRS 2-1. For the distillation strategy, we
present two settings, 1) OL-D after IL-D; 2) IL-D after OL-
D, to reveal the contribution of KD in CISS tasks. Since the
pseudo labels are generated by the old model to boost the
latter-step learning, the IoU performance would reveal the
impact of orders of IL-D and OL-D. In all three CISS tasks,
firstly adopting IL-D then OL-D achieves higher IoU than
the other setting. In our opinion, this validates the benefits
of distilling low- and high-level features synchronously to
CISS. Taking VOC 15-1 as an example, without distillation
but only performing CE on Ct, the performance is only
0.60% mIoU. With intermediate layer distillation (IL-D). and
pseudo-labelling without DCPL (but with a fixed value
τc = 0.7), the mIoU increases to 61.44%. It also proves
that ALW can boost the layer-wise distillation with an extra
0.76% mIoU improvement. And with additional output log-
its distillation (OL-D), it gains another 3.60% improvement.
Thus in the following experiments, we adopt the OL-D after
IL-D setting with the ALW guidance.

TABLE 4
The contribution of proposed modules. The results come from Pascal

VOC 2012 15-1, ADE20K 100-10 and ISPRS 2-1. When not using
DCPL, the pseudo labels are generated by a fixed threshold τc = 0.7.

Method VOC 15-1 ADE 100-10 ISPRS 2-1
0-15 16-20 all 1-100 101-150 all 1-2 3-5 all

fine tuning 0.20 1.80 0.60 0.00 2.08 0.69 0.02 1.05 0.64

+IL-D w/o ALW 71.86 28.11 61.44 36.66 15.47 29.60 69.79 37.68 50.52
+IL-D w/ ALW 72.73 28.49 62.20 37.33 15.35 30.00 69.55 38.26 50.78
+OL-D 74.96 36.48 65.80 38.12 17.06 31.10 73.59 42.32 54.83

+OL-D 71.87 26.65 61.10 34.98 15.21 28.39 69.48 38.35 50.80
+IL-D w/o ALW 73.12 35.51 64.17 37.10 16.73 30.31 71.25 41.55 53.43
+IL-D w/ ALW 73.65 35.68 64.61 38.05 16.73 30.94 73.28 41.89 54.45

+ARCL 75.21 38.00 66.35 40.12 17.44 32.56 75.45 45.54 57.50

+DCPL 76.96 36.48 67.32 40.25 17.62 32.71 76.25 45.89 58.03

Contrastive Learning. Compared to the pioneers [68],
[94], the proposed ARCL constructs contrastive learning
through high-confidence embeddings to avoid the mislead-
ing caused by model degeneration. Based on the proposed
KD strategies, we further evaluate the proposed contrastive

TABLE 5
The mIoU comparison on pseudo-labelling strategy by applying no

threshold (none), fixed threshold (we set τc = 0.7), PLOP [2]
pseudo-labelling strategy and the proposed DCPL.

Task none fixed PLOP‡ DCPL mIoU

VOC
15-1

✓ 61.87
✓ 66.35

✓ 65.44
✓ 67.32

ADE
100-10

✓ 29.17
✓ 32.56

✓ 31.71
✓ 32.71

ISPRS
2-1

✓ 54.68
✓ 57.50

✓ 55.41
✓ 58.03

learning efficiency in Table. 4. With respect to VOC 15-1
task, ARCL brings 0.55% mIoU improvement in all classes.
In detail, it achieves 0.25% and 1.52% mIoU advancement
on C0:15 and the incremental classes C16:20, respectively.
For ADE 100-10, ARCL achieves 1.46% mIoU improvement
based on the KD strategy. As for ISPRS 2-1 task, the pro-
posed ARCL also proves its robustness by bringing 2.07%
mIoU advancement. From the analysis above, ARCL shows
a robust ability on alleviating forgetting and classifier bias
during IL steps.
Pseudo-labelling. Standing on the shoulders of the above
two modules, we explore the contribution of the proposed
DCPL. On the one hand, DCPL brings positive earnings in
all classes on all three tasks. As seen in Table 4, compared
to a fixed threshold, i.e., τc = 0.7, DCPL brings 0.97%,
0.15% and 0.53% mIoU improvement on VOC 15-1, ADE
100-10 and ISPRS 2-1, respectively. However, there is an
exception that in VOC 15-1, it brings 1.75% IoU improve-
ment on C0:15 but 1.52% negative earnings on C16:20. This
reveals that in CISS, it is challenging to balance the anti-
forgetting and new-class adaptation if the segmentation
model achieves low performance, which is discussed in
Sec. 4.4.2. On the other hand, Table 5 compares the efficiency
of several pseudo-labelling strategies. In comparison with
the uncertainty-based pseudo-labelling strategy in [2], the
proposed approach also shows competitive efficiency. In
line with our expectations, the proposed dynamic class-
specific threshold benefits the IL performance because of
the balance of pixel misclassification reduction and pseudo-
label supplement.

4.4.2 Anti-forgetting and New-class Adaptation

As mentioned in Sec. 1, models after incremental steps face
catastrophic forgetting. Thus the anti-forgetting ability in
CISS is of great concern. We evaluate the mIoU for initially
learned classes (those learned at Step-0) after each incremen-
tal step on VOC 15-1, ADE 100-10 and ISPRS 2-1, respec-
tively. Taking VOC 15-1 as an example, we re-evaluated the
mIoU of C0:15 using the new model at each step in Table 6.
It is observed that the mIoU of C0:15 decreases step by
step, which is in accordance with our expectations. While it
also shows a strong anti-forgetting ability since there is only
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2.81% mIoU decline after the final step. In terms of ADE 100-
10, which is more challenging due to the large number of
classes, the mIoU of C1:100 drops 2.52% after the final step.
IDEC also maintains the most capacity on the old classes.
In ISPRS 2-1, the anti-forgetting is more challenging since
the remote-sensing images normally contain more complex
semantics and context association. At Step-0, the mIoU of
C1:2 achieves 91.88% and drops rapidly to 79.79% at Step-1,
but finally maintains 76.07% at Step-3. We also compared the
proposed method to the pioneer [2], and our method shows
a more robust anti-forgetting performance on all three CISS
tasks.

TABLE 6
The mIoU (%) evolution of initially learned classes with the increase of
learning steps. We evaluate VOC 15-1 (6 steps), ADE 100-10 (6 steps)

and ISPRS 2-1 (4 steps). ‡ indicates re-implementing the method.

task VOC 15-1 mIoUC0:15

Step-0 Step-1 Step-2 Step-3 Step-4 Step-5

PLOP‡ [2] 79.77 72.95 68.42 66.76 65.52 64.27
IDEC 79.77 79.32 78.21 77.60 77.05 76.96

task ADE 100-10 mIoUC1:100

Step-0 Step-1 Step-2 Step-3 Step-4 Step-5

PLOP‡ [2] 42.77 41.38 40.71 40.52 40.41 40.13
IDEC 42.77 41.79 41.00 40.67 40.40 40.25

task ISPRS 2-1 mIoUC1:2

Step-0 Step-1 Step-2 Step-3 - -

PLOP‡ [2] 91.95 76.53 73.24 64.41 - -
IDEC 91.95 79.36 77.89 76.25 - -

Since we aim to stimulate the model to remember
old classes and learn new classes concurrently, these two
sides should boost each other. In dense prediction tasks,
a pixel only can be assigned one label. It means with a
favourable anti-forgetting ability, the model can achieve

high-confident pseudo labels. Besides, since we tackle the
catastrophic forgetting and semantic drift synergistically, a
solid anti-forgetting ability is also conducive for the latter
contrastive learning to improve the adaptation ability on
new classes, which is validated in Sec. 4.4.1. To investigate
the inner feature distribution after incremental steps, we
use t-SNE [108] to map the high-dimensional features to 2D
space. We evaluate our method on VOC 15-1 and 10-1 at the
initial step and the final step. As seen in Fig. 9, the position
is anchored for each class. We demonstrate the advantage
of the proposed method compared with UCD+PLOP [68]
in inner feature distribution. On VOC 15-1, UCD+PLOP is
invaded by catastrophic forgetting resulting in class confu-
sion at the final step. IDEC achieves consistent classification
ability on the initial C0:15 at Step-0 and Step-5. While new
classes C16:20 also can be distinguished from old classes
and be classified into new clusters. It intuitively proves
IDEC can effectively boost incremental learning efficiency,
i.e., anti-forgetting performance on old classes and adequate
compatibility with new classes.

4.4.3 Impact of Hyper-parameters
There are several hyper-parameters in our proposed net-
work including γ and λ in Sec. 3.2 and Γ in Sec. 3.4. We
compare the final IL performance to reveal the impact of
these hyper-parameters. Table 7 reveals the impact of γ,
which can be concluded that an appropriate progressively
decaying distillation intensity can boost the student network
training. Table 8 shows the impact of λ. It proves the con-
tribution of OL-D and the balance between IL-D and OL-D
in the distillation process. Table 9 shows the impact of Γ on
pseudo-labelling. The above hyper-parameters are settled
based on the performance of the validation set. Please be
noted that these hyper-parameters are not designed for a
specific dataset, despite we only present the quantitative
results on VOC 2012.



JOURNAL OF LATEX CLASS FILES, VOL. X, NO. X, X X 12

TABLE 7
Impact of γ in VOC 15-1 task.

γ 0.5 0.6 0.7 0.8 0.9 0.95 1.0

mIoU 64.07 65.22 66.65 67.12 67.32 67.28 67.19

TABLE 8
Impact of λ in VOC 15-1 task.

λ 0.5 1.0 2.0 3.0 4.0 5.0

mIoU 66.33 67.24 67.32 67.28 67.13 67.15
TABLE 9

Impact of Γin VOC 15-1 task.

Γ 0.5 0.6 0.7 0.8 0.9

mIoU 65.23 67.01 67.32 66.40 60.17

4.4.4 Impact of Segmentation Model
While most current CISS methods use DeepLabv3 [98]
as the segmentation model. However, how the segmen-
tation model affects the CISS performance is unexplored.
By using various segmentation networks, we aim to reveal
the relationship between CISS efficiency and segmentation
model performance. We leverage three semantic segmenta-
tion models with two kinds of encoders, i.e., DeepLabv3 [98]
with ResNet-101 [104], DeepLabv3+ [109] with ResNet-
101 [104] and DeepLabv3 with Swin-Transformer [110].
The comparison among different segmentation encoders
and models is conducted on VOC 15-1, ADE 100-10 and
ISPRS 2-1 in Table 10. On the one hand, the impact of
the decoder is explored. Compared with DeepLabv3 [98],
DeepLabv3+ [109] enhances the decoder by multi-scale
feature concatenation, which has been proved to be more
effective on segmentation tasks. Deeplabv3+ based model
achieves 4.29% mIoU improvement on C16:20 and 0.54%
mIoU improvement on all classes than DeepLabv3 on VOC
15-1. With respect to more challenging ADE 100-10 and
ISPRS 2-1, it also achieves a higher mIoU rate on the initial
C0:100 and the incremental C101:150. On the other hand,
we explore the impact of the encoder on CISS performance
by comparing CNN and the newfangled Transformer ar-
chitecture. Specifically, we compare ResNet-101 [104] and
Swin-Transformer [110] in our framework. Taking ISPRS 2-1
as an example, Transformer-based architectures can bring
great benefits to the final performance since its stronger
feature representation ability. Therefore, it can be proved
that a more robust segmentation model could boost the IL
performance in CISS tasks.

4.4.5 Computational Efficiency
Table 11 reviews the training efficiency of the proposed
model. In detail, we dissect module efficiency in terms of
parameter, memory and floating point operations (FLOPs).
We set a baseline to represent the model that only performs
CE on new classes. It is observed that DADA and ARCL,
i.e., the proposed distillation mechanism and contrastive
learning strategy bring large memory consumption, and
ARCL encumbers training efficiency due to its region em-
bedding filter and iterated contrastive learning process. In

TABLE 10
Impact of segmentation model performance in VOC 15-1, ADE 100-10

and ISPRS 2-1.

Task Seg.-Model Backbone mIoU (%)

C0:15 C16:20 all

VOC
15-1

DeepLabv3 [98] ResNet-101 76.96 36.48 67.32
DeepLabv3+ [109] ResNet-101 76.32 40.77 67.86
Deeplabv3 [98] Swin-T 75.29 41.88 67.34

C1:100 C101:150 all

ADE
100-10

DeepLabv3 [98] ResNet-101 40.25 17.62 32.71
DeepLabv3+ [109] ResNet-101 41.98 17.93 33.96
DeepLabv3 [98] Swin-T 42.09 17.87 34.02

C1:2 C3:5 all

ISPRS
2-1

DeepLabv3 [98] ResNet-101 76.25 45.89 58.03
DeepLabv3+ [109] ResNet-101 77.46 49.73 60.82
DeepLabv3 [98] Swin-T 76.42 48.35 59.58

Fig. 10, we present the impact of anchor class number in
ARCL with mIoU evolution and time consumption in terms
of VOC 15-1 task. Without ARCL, the mIoU is 65.78% in
all classes. Taking two random classes belonging to C1:15

(by skipping the background class) as anchor classes in
every training batch, we achieve 0.95% mIoU improvement
with the price of 12.17× training time consumption. While
taking ten classes as anchor classes for contrastive learning,
the model achieves the highest 67.32% mIoU but with a
cost of 37.33× time consumption to complete the training
process. For a large-scale dataset such as ADE20K, setting
each learned class as anchor will bring tremendous time
consumption. Thus we constrain the anchor class number
to ten to balance the performance and training efficiency.

TABLE 11
Quantitative analysis of network training efficiency in VOC 15-1 setup.

Memory means GPU’s memory consumption during training. The
model takes 513×513×3 as the input size.

Module VOC 15-1
Param. (M) Mem.(MB) FLOPs (G)

fine tuning 59.34 1123.22 92.89

+DADA 74.11 1335.44 134.56
+ARCL 74.11 1351.42 137.78

65.78

66.63 66.57

67.15 67.19
67.32

1.00×

12.17×
16.54×
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31.75×
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4.4.6 Impact of Class Incremental Order

We review the impact of class incremental order to inves-
tigate the robustness of the proposed method. Taking VOC
15-1 as a representative, we set seven class orders including
the ascending order and six random orders as follows:

a : {[0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15], [16], [17], [18], [19], [20]}
b : {[0, 12, 9, 20, 7, 15, 8, 14, 16, 5, 19, 4, 1, 13, 2, 11], [17], [3], [6], [18], [10]}
c : {[0, 13, 19, 15, 17, 9, 8, 5, 20, 4, 3, 10, 11, 18, 16, 7], [12], [14], [6], [1], [2]}
d : {[0, 15, 3, 2, 12, 14, 18, 20, 16, 11, 1, 19, 8, 10, 7, 17], [6], [5], [13], [9], [4]}
e : {[0, 7, 5, 3, 9, 13, 12, 14, 19, 10, 2, 1, 4, 16, 8, 17], [15], [18], [6], [11], [20]}
f : {[0, 7, 13, 5, 11, 9, 2, 15, 12, 14, 3, 20, 1, 16, 4, 18], [8], [6], [10], [19], [17]}
g : {[0, 7, 5, 9, 1, 15, 18, 14, 3, 20, 10, 4, 19, 11, 17, 16], [12], [8], [6], [2], [13]}

Note that Table 1 results from the sequential order a.
Table 12 shows the performance of IDEC on the above
settings. We evaluate the mIoU on C0:15, C16:20 and all
C0:20. Through the standard deviation, we see that the final
IL performance has slight fluctuations but is overall stable
with different class orders, validating the robustness of the
model. In addition, we display the detailed performance in
VOC 15-5, 15-1, 5-3 and 10-1 for each class in Table 13 under
the sequential class order a.

TABLE 12
Impact of class incremental order on VOC 15-1 task.

order 0-15 16-20 all

a 76.96 36.48 67.32
b 75.82 41.22 67.58
c 74.73 28.61 63.75
d 74.20 36.53 65.23
e 73.05 37.49 64.58
f 68.87 40.00 62.00
g 74.79 39.46 66.38

avg.±std. - - 65.26±1.86

4.4.7 Failure Example and Analysis

We demonstrate the effectiveness of the proposed method in
both natural and remote-sensing scenes aforesaid. Taking a
closer look at the prediction results, there are some flaws in-
cluding 1) Complex scenes: as shown in line 1 in Fig 11, the
segmentation model fails to recognize the complex semantic
content, aggravating the catastrophic forgetting. 2) Hard ex-
amples: in Fig 11 line 2, class tree and low vegetation possess
approximate colour and texture, causing pixel misclassifica-
tion in multi-step tasks. We believe these obstacles can be
alleviated by employing a stronger semantic segmentation
model.

2689

GT2-12-34-1 2-2-1Image

ADE_val_00000010

GT100-5100-10100-50 50-50Image

Fig. 11. Failure example.

5 CONCLUSION

In this paper, we propose to addressing class incremental
semantic segmentation without data replay. We reveal the
associativity of catastrophic forgetting and semantic drift
and review the progress in this field. To resolve these
two problems, we make three main contributions: knowl-
edge distillation to alleviate the former, and contrastive
learning in asymmetric latent space to increase the dis-
criminability between learned and incremental classes for
the latter. Therewith a customized class-specific pseudo-
labelling strategy is used to boost learning efficiency. They
prove their effectiveness on various CISS tasks (VOC 2012,
ADE20K, ISPRS) and settings (12 in total). And the most
conspicuous point is we achieve robust CISS performance
especially in multi-step tasks. We also demonstrate the anti-
forgetting and model evolving can be non-antagonistic but
concordant through enhancing the ability to differentiate
old and new classes in the latent space. However, a crack
in our contrastive learning strategy is that it requires vast
time computation for training. If not comparing all classes at
each incremental step may alleviate this problem. Our future
work will focus on exploring human-like anti-forgetting
mechanisms and adapting our method to more scenes like
open-set situation, as well as few-shot/zero-shot CISS study.
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