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Abstract—In multi-modal multi-agent trajectory forecasting, two major challenges have not been fully tackled: 1) how to measure the
uncertainty brought by the interaction module that causes correlations among the predicted trajectories of multiple agents; 2) how to
rank the multiple predictions and select the optimal predicted trajectory. In order to handle aforementioned challenges, this work first
proposes a novel concept, collaborative uncertainty (CU), which models the uncertainty resulting from interaction modules. Then we
build a general CU-aware regression framework with an original permutation-equivariant uncertainty estimator to do both tasks of
regression and uncertainty estimation. Further, we apply the proposed framework to current SOTA multi-agent multi-modal forecasting
systems as a plugin module, which enables the SOTA systems to 1) estimate the uncertainty in the multi-agent multi-modal trajectory
forecasting task; 2) rank the multiple predictions and select the optimal one based on the estimated uncertainty. We conduct extensive
experiments on a synthetic dataset and two public large-scale multi-agent trajectory forecasting benchmarks. Experiments show that:
1) on the synthetic dataset, the CU-aware regression framework allows the model to appropriately approximate the ground-truth
Laplace distribution; 2) on the multi-agent trajectory forecasting benchmarks, the CU-aware regression framework steadily helps SOTA
systems improve their performances. Specially, the proposed framework helps VectorNet improve by 262 cm regarding the Final
Displacement Error of the chosen optimal prediction on the nuScenes dataset; 3) for multi-agent multi-modal trajectory forecasting
systems, prediction uncertainty is positively correlated with future stochasticity; and 4) the estimated CU values are highly related to
the interactive information among agents. The proposed framework is able to guide the development of more reliable and safer
forecasting systems in the future.

Index Terms—Uncertainty estimation, multi-agent trajectory forecasting, multi-modal trajectory forecasting
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1 INTRODUCTION

MULTI-AGENT multi-modal trajectory forecasting is a
task that aims to predict multiple future trajectories

of multiple agents based on their observed trajectories and
surroundings [1], [2]. Precise trajectory forecasting provides
essential information for decision-making and safety in nu-
merous real-world applications such as self-driving cars [3],
[4], [5], [6], drones [7], and industrial robotics [8], [9].

As deep learning rapidly advances, a number of deep-
learning-based algorithms have been proposed to handle
the multi-agent multi-modal trajectory forecasting task [3],
[4], [5], [6], [10], [11], [12], [13], [14], [15]. Compared with
common trajectory forecasting systems which only predict
one future trajectory per agent, a multi-agent multi-modal
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trajectory forecasting system predicts multiple possible fu-
ture trajectories for each agent to handle the stochasticity
inherent in future forecasting. With state-of-the-art perfor-
mances, many multi-agent multi-modal trajectory forecast-
ing systems have been widely used in real-world applica-
tions. Nevertheless, two major challenges are underexplored
in the existing works on deep-learning-based multi-modal
forecasting: 1) how to measure the uncertainty over the
prediction for each agent under a multi-agent setting; 2)
how to rank the multiple predictions for each agent under a
multi-modal setting.

Solving the first challenge of uncertainty estimation is
practically crucial for the trajectory forecasting task, since
the task is highly safety-critical while deep-learning-based
trajectory forecasting methods do not always come with
reliability. Nowadays, most researchers tend to use un-
certainty analysis [16], [17], [18] to assess the reliability
of deep-learning-based systems. Specifically, in big data
regimes (e.g., most deep learning systems that have a large
number of available data), it is important to model aleatoric
uncertainty, namely, the uncertainty regarding information
aside from statistic models which data cannot explain [17].
Following this thread of thought, some explorations have
been conducted for the task of trajectory forecasting. For
example, on the basis of the framework proposed in [16],
existing works [19], [20], [21], [22] utilize the predictive
variance to estimate the uncertainty over each agent’s
prediction separately. By doing so, they assume that the
prediction of an agent’s future trajectories is independent
from the predictions about other agents. However, recent
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SOTA methods [3], [4], [12], [23], [24], [25] have almost
all mentioned that agents’ future trajectories are, in many
cases, non-independent because of agent-wise interactions;
modeling agent-wise interactions is thus needed and would
largely improve forecasting accuracy. When there is an
interaction modeling module in the forecasting system, the
module will let the prediction of each agent interact with
each other, making predictions no longer mutually indepen-
dent. In this circumstance, the independence assumption
held by the previous uncertainty estimation methods will
become invalid. As a result, the uncertainty measurements
will also become inaccurate, which can lead to safety issues.
To tackle this first challenge of uncertainty measurement in
the multi-agent setting, we need a more sophisticated and
robust measurement to capture the previously neglected
uncertainty brought by correlated predictions.

The second challenge (i.e., how to rank multiple predic-
tions) is related to the practical use of forecasting systems.
When multiple future trajectories are predicted for an agent,
it will be helpful for the system to have a ranking strategy
that appropriately assigns priorities to the predictions. This
ensures the efficiency of the downstream decision-making
system to a great extent by letting it know which pre-
dictions should be prioritized during the decision-making
procedures and require extra attention. Without a ranking
strategy, the downstream system would treat all the predic-
tions equally, which is unideal. Existing works [3], [23], [25],
[26], [27] usually adopt a classifier that is trained to assign a
higher score to the prediction closer to the ground truth.
This strategy, however, may encounter robustness issues
during inference because 1) with much randomness in the
ground truth data, it is uninterpretable for a model to learn
the priorities of multiple predictions purely from the data;
2) their strategy does not consider the uncertainty of each
prediction during the ranking procedure, causing safety
concerns. To make the ranking procedure more interpretable
and safety-oriented, an alternative strategy from us, which
we will elaborate in this work, is to use the uncertainty
estimated for each prediction as the guiding information
when assigning the priorities.

Based on the discussions above, we realize that fully
addressing the aforementioned two challenges first requires
a new uncertainty estimation framework, which better
handles the uncertainty analysis when the independence
of prediction is not assumed. To this end, we propose a
new concept, collaborative uncertainty (CU), to estimate the
uncertainty resulting from the use of interaction modules
in forecasting systems. We also coin a concept, individual
uncertainty (IU), to describe the uncertainty approximated
by the predictive variance of a single agent, which is the
setting of previous uncertainty estimation methods. We
then introduce a novel CU-aware regression framework in
Section 4, which describes how to measure CU and IU
simultaneously in a general regression task. This frame-
work utilizes the mean µ and covariance Σ of a predictive
distribution p(Y |X) to estimate the prediction result and
its corresponding uncertainty, where X is the input data
and Y is the regression target. Furthermore, this framework
contains a regression model with an original permutation-
equivariant uncertainty estimator that learns the values of
mean µ and covariance Σ.

Fig. 1. Uncertainty estimation in multi-agent multi-modal trajectory
forecasting systems. (a) A typical pipeline of an encoder in multi-agent
multi-modal trajectory forecasting systems. (b), (c) respectively illustrate
the decoder pipeline of previous methods and our method. Previous
methods output the predicted trajectory µ̂i and individual uncertainty
σi while our method additionally outputs collaborative uncertainty σij .

On the basis of our proposed CU-aware regression
framework, we introduce a CU-aware multi-agent multi-
modal trajectory forecasting system, which handles the two
challenges of the trajectory forecasting task: uncertainty
estimation and ranking strategy. The system consists a novel
CU-aware forecasting module and an original CU-based
selection module. The CU-aware forecasting module utilizes
the regression model of the CU-aware regression framework
to learn the mappings that are from input data to i) accurate
prediction; ii) individual uncertainty; and iii) collaborative
uncertainty. This design leads to more precise uncertainty
estimation and prediction in the multi-agent multi-modal
trajectory forecasting setting, which aims to solve the first
challenge, uncertainty estimation. The CU-based selection
module then ranks the multi-modal predictions of each
agent according to the uncertainty value estimated by the
CU-aware regression framework. It encourages the system
to prioritize the predictions with lower uncertainty levels,
which largely improves the interpretability of the ranking
strategy in the multi-modal setting, addressing the second
challenge. See Fig. 1 for an illustration of uncertainty esti-
mation in forecasting systems.

We conduct extensive experiments 1 to show that: 1) the
CU-aware regression framework allows the model to appro-
priately approximate the ground-truth multivariate Laplace
distribution on the synthetic dataset; 2) adding CU esti-
mation benefits accurate predictions; 3) future stochasticity
and prediction uncertainty of the multi-agent multi-modal
trajectory forecasting system are positively correlated; and
4) CU estimation yields significantly larger performance
gains in forecasting systems with interaction modules (see

1 Our code will be available at https://github.com/MediaBrain-SJTU/
Collaborative-Uncertainty

https://github.com/MediaBrain-SJTU/Collaborative-Uncertainty
https://github.com/MediaBrain-SJTU/Collaborative-Uncertainty
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Fig. 2), confirming that CU is highly related to the usage of
the interaction modeling procedure.

The contributions of this work are as follows:
• We propose a novel concept, collaborative uncertainty

(CU), and a novel CU-aware regression framework with an
original permutation-equivariant uncertainty estimator that
models the uncertainty brought by agent-wise interactions.
• We propose a CU-aware multi-agent multi-modal tra-

jectory forecasting system, which leverages collaborative
uncertainty to address uncertainty estimation and multi-
modal ranking challenges.
•We conduct extensive experiments to validate the CU-

aware regression framework on a synthetic dataset and two
large-scale real-world datasets.
• On the basis of our proposed CU-aware regression

framework, we disclose the positive correlation between the
future stochasticity and prediction uncertainty of the multi-
agent multi-modal trajectory forecasting system.

A preliminary version of this work is presented in [28].
In comparison, the novelty of the current work is threefold.
• This work leverages the proposed CU-aware regression

framework to support the multi-modal trajectory forecast-
ing system. It innovatively designs an uncertainty-based
selection module to help the system rank the multiple
predicted trajectories of each agent in a more interpretable
manner. Whereas, our previous work [28] is only compatible
with single-modal forecasting systems.
• This work proposes a novel permutation-equivariant

uncertainty estimator to estimate collaborative uncertainty,
while our previous work [28] cannot guarantee the impor-
tant property of permutation-equivariance. Section 6.1 of
the current work shows that our permutation-equivariant
uncertainty estimator has led to more accurate uncertainty
estimation results.
• This work includes new experimental results that

demonstrate the competitive performance of our CU-aware
forecasting system in multi-agent multi-modal trajectory
forecasting. Specially, the proposed CU-based framework
helps VectorNet improve by 262 cm regarding the Final
Displacement Error (FDE) of the chosen optimal predicted
trajectory on the nuScenes dataset. Our previous work [28]
only improves VectorNet by 99 cm (FDE) on the same
dataset.

The rest of this paper is structured as follows. In Sec-
tion 2, we introduce previous works in the field of aleatoric
uncertainty estimation and multi-agent multi-modal tra-
jectory forecasting. In Section 3, we formulate the prob-
lem of multi-agent multi-modal trajectory forecasting with
uncertainty estimation and demonstrate the necessity of
modeling collaborative uncertainty for the task. In Section 4,
we propose a novel CU-aware regression framework with
an original permutation-equivariant uncertainty estimator
and show a special case of it based on the multivariate
Laplace distribution. In Section 5, we apply our proposed
CU-aware regression framework to the multi-agent multi-
modal trajectory forecasting system to enable such system
to better handle both tasks of uncertainty estimation and
multi-modal ranking, on the basis of the special case shown
in Section 4. In Section 6, we conduct experiments on a
synthetic dataset and two real-world datasets to evaluate the
effectiveness of the CU-aware regression framework in dis-

tribution estimation and trajectory forecasting. In Section 7,
we discuss the causes of both uncertainty and collaborative
uncertainty in the task of trajectory forecasting. Finally, we
conclude this paper in Section 8.

2 RELATED WORKS

Aleatoric uncertainty estimation in deep learning. Recent
efforts are rising as to improve the measurement of aleatoric
uncertainty in deep learning models. One seminal work is
[17]. It proposes a unified Bayesian deep learning frame-
work to explicitly represent aleatoric uncertainty using pre-
dictive variance for generic regression and classification
tasks. Many existing works [29], [30], [31], [32], [33], [34]
follow this idea and formulate uncertainty as learned loss at-
tenuation. For example, to make predictive-variance-based
aleatoric uncertainty measurements more efficient, [30] adds
data augmentation during the test time. But, these works
only pay attention to individual uncertainty.

Other recent works attend to the uncertainty measure-
ment for correlated predictive distributions. For exam-
ple, [35] and [36] measure spatially correlated uncertainty in
a generative model respectively for image reconstruction
and pixel-wise classification, and [37] captures joint uncer-
tainty as discrete variables in the field of reinforcement
learning. Despite these three works, our work is the first
to conceptualize and measure collaborative uncertainty in the
multi-agent trajectory forecasting task. To the best of our
knowledge, there are only two papers [26], [38] that are close
to our track. [38] and [26] model the joint uncertainty in the
pose estimation task and multi-agent trajectory forecasting
task respectively. However, they present several limitations:
1) they did not provide a permutation-equivariant joint
uncertainty estimator; 2) they did not provide a theoreti-
cal conceptualization or definition of the uncertainty due
to correlated predictive distributions; and 3) they did not
analyze the causes of such uncertainty. These limitations
are essential problems to tackle. Thus, in this work, we not
only formulate a general framework with a permutation-
equivariant uncertainty estimator, but also theoretically con-
ceptualize collaborative uncertainty and analyze its causes.

Multi-agent multi-modal trajectory forecasting. The
nature of the trajectory forecasting task is that there are often
more than one plausible future trajectory. Recently, multi-
modal forecasting has become the dominant research setting
in the trajectory forecasting research community [3], [12],
[13], [39], [40], [41], [42], [43], [44], [45], [46], [47]. This setting
requires models to: i) take the observed trajectories from
multiple agents and their surrounding environment (e.g.,
HD maps) as the inputs, and outputs the multiple possible
future trajectories predicted for each agent; ii) select the
optimal prediction from the predicted trajectories. To tackle
the aforementioned requirements, a typical deep-learning-
based multi-agent multi-modal trajectory forecasting system
usually consists of a regression module that predicts future
trajectories and a selection module that ranks the predic-
tions and selects the optimal future trajectory.

In most state-of-the-art (SOTA) forecasting systems,
the regression module is designed based on the encoder-
decoder architecture. In the encoding process, like many
other sequence prediction tasks, the model used to adopt
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a recurrent architecture to process the inputs [48], [49], [50].
Later, however, the graph neural networks has become a
more common approach as they can significantly assist
trajectory forecasting by capturing the interactions among
agents [3], [5], [14], [15], [39], [40], [41], [42], [43], [51],
[52], [53], [54], [55]. For the decoding phase, multi-modal
forecasting methods usually use multi-layer perceptrons
(MLPs) to decode the hidden features [4], [56], [57], [58].
Many of these methods choose to adopt multiple MLP-
based decoders during the decoding phase [3], [13], [59].
Each decoder individually predicts one possible trajectory.
To ensure the prediction diversity, instead of optimizing all
the decoders, those methods tend to only optimize the one
that is closest to the ground truth.

As for the selection module, most SOTA systems are
equipped with an MLP-based selector, which assigns the
highest confidence score for the prediction that is the closest
to the ground truth, to generate a confidence score for each
prediction. [3], [13], [23], [25], [59], [60], [61], [62], [63].

For safety reasons, it is necessary to report the uncer-
tainty of each predicted trajectory. Works to date about
uncertainty measurements [19], [20], [21], [22] have ap-
propriately modeled the interaction among multi-agent tra-
jectories for boosting performances, but they overlook the
uncertainty resulting from the correlations in predicted
trajectories, and their selection modules do not take the
uncertainty of predictions into consideration. We seek to fill
these gaps by introducing collaborative uncertainty (CU) and
designing a CU-based selection module.

3 PROBLEM FORMULATION

Consider m agents in a data sample, and let X =
[x1,x2, ...,xm]T ∈ R2T−×m, Y = [y1,y2, ...,ym]T ∈
R2T+×m be the past observed and the future trajectories of
all agents, where xi ∈ R2T− and yi ∈ R2T+ are the past
observed and the future trajectories of the i-th agent. Each
xi/yi consists of two-dimensional coordinates at different
timestamps of T−/T+. A multi-modal trajectory forecasting
system usually consists of two modules: the forecasting
module and the selection module. The forecasting mod-
ule is used to model the predictive distribution p(Y |X),
whose mean µ ∈ RK×2T+×m is the predicted trajectories
and covariance Σ ∈ RK×T+×m×m is the corresponding
uncertainty. Here K is the number of prediction modals,
element µk,t,i of µ is the predicted geometric location in the
k-th prediction modal of the i-th agent at timestamp t, and
Σk contains the individual and collaborative uncertainty
of agents in the k-th prediction modal. More details of Σ
will be specified in Subsection 4.1. Moreover, the selection
module aims at selecting the optimal predicted trajectory
µ∗ ∈ R2T+×m from K predicted trajectories µ.

In the field of uncertainty estimation, previous works
such as [16], [17], [64] use the individual distribution to
approximate p(Y |X). The assumption behind this approach
is that p(yi|xi) is independent for every i ∈ {1, 2, 3, ...,m}.
Mathematically, they set the covariance Σ as a diagonal
matrix. This assumption is valid for the regression task
that uses the model shown in Fig. 2 (a). We refer to the
uncertainty under the independence assumption as individ-
ual uncertainty in this paper. However, most of the cutting-

Fig. 2. Graphical models for deep learning networks in a three-
agent trajectory forecasting setting: (a) represents the model that
predicts the trajectory of each agent independently; (b) shows the model
that explicitly captures the interactions among multiple agents (e.g.,
the model containing the graph-message-passing process). xi is the
observed trajectory of the i-th agent; hi and yi are its corresponding
hidden feature and future trajectory respectively.

edge multi-agent multi-modal trajectory regression models,
such as [3], [4], [5], [6], [10], [11], [12], [13], [14], [15], adopt
the collaborative model to model the interactions among
multiple agents (see Fig. 2 (b) for an illustration of the
collaborative model). In the collaborative model, yi is no
longer solely dependent on xi, but also on other agents
xj where j 6= i, which turns p(Y |X) from the individual
distribution into the joint distribution of multiple agents
and results in a new type of uncertainty. We call this type
of uncertainty brought by the interactions as collaborative
uncertainty (CU).

In the next section, to delineate the complete landscape
of uncertainty in multi-agent multi-modal trajectory fore-
casting, we introduce a unified CU-aware regression frame-
work with an original permutation-equivariant uncertainty
estimator for estimating both individual and collaborative
uncertainty. Furthermore, we demonstrate a special case of
it: Laplace CU-aware regression, which is used in the multi-
agent multi-modal trajectory forecasting system.

4 COLLABORATIVE UNCERTAINTY

In this section, we first introduce a novel CU-aware re-
gression framework with a probabilistic formulation and
an original permutation-equivariant uncertainty estimator.
Then we demonstrate a special case of our framework:
Laplace CU-aware regression. It specifically models uncer-
tainty when data obey the multivariate Laplace distribution,
which is a widely held assumption in the multi-agent trajec-
tory forecasting task [3], [4], [15], [28].

4.1 CU-Aware Regression Framework
The CU-aware regression framework consists of two key
components: a probabilistic formulation and a permutation-
equivariant uncertainty estimator. The probabilistic formu-
lation leads to a regression model and a loss function, which
are used to estimate uncertainty in the regression task. The
permutation-equivariant uncertainty estimator enables our
framework to generate uncertainty permutation-equivariant
with the input data.

4.1.1 Probabilistic Formulation
Contrary to prior works in uncertainty estimation, to model
collaborative uncertainty, we abandon the independence
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Fig. 3. Probabilistic formulation of the CU-aware regression framework. We first choose a proper probability density function for the predictive
distribution based on the given dataset. Then we design a regression model Fw(·) to estimate the parameters of the chosen probability density
function. Finally, on the basis of the chosen probability density function, we derive a loss function for the regression model Fw(·).

assumption held by previous works [16], [17], [64], and
set p(Y |X) as a joint multivariate distribution with a full
covariance matrix Σ. By doing so, we model p(Y |X) more
accurately by not setting any restrictions on the form of Σ.
As the diagonal elements of Σ are considered individual
uncertainty [16], [17], [64], we further let off-diagonal ele-
ments describe collaborative uncertainty. Diagonal element
Σk,t,i,i models individual uncertainty in the k-th prediction
modal of the i-th agent at timestamp t. Off-diagonal element
Σk,t,i,j models collaborative uncertainty in the k-th predic-
tion modal between the i-th and j-th agents at timestamp
t. In this way, we obtain both individual and collaborative
uncertainty by estimating the Σ of p(Y |X). Accordingly,
we propose a probabilistic CU-aware regression framework
with the following steps (see the visualization in Fig. 3).

Step 1: Choose a probability density function for the pre-
dictive distribution. The chosen probability density function
is formulated as p(Y |X;µ,Φ,Σ), which includes a mean
µ ∈ RK×2T+×m used to approximate the future trajec-
tories, a covariance Σ ∈ RK×T+×m×m used to quantify
individual uncertainty and collaborative uncertainty, and
some auxiliary parameters Φ used to describe the predictive
distribution. Furthermore, we set covariance matrix Σk,t as
a full matrix instead of an identity or diagonal matrix.

Step 2: Design a regression model. The regression model
Fw(·) is formulated as Fw(·) = [µw(·),Φw(·),Σw(·)],
where µw(·) is a trajectory predictor (T-Predictor) used to
approximate the value of mean µ, Σw(·) is an uncertainty
estimator (U-Estimator) estimating the value of covariance
Σ, and Φw(·) is an auxiliary parameter estimator (AP-
Estimator) estimating the values of some auxiliary param-
eters Φ when there is a need. Note that w is only used to
indicate that the parameters of these three neural networks
are trainable, not that they share the same set of parameters.

Step 3: Derive a loss function. The loss function is de-
rived from the p(Y |X;w) via the maximum likelihood
estimation (MLE): L(w) = − log p(Y |X;w). By minimiz-
ing this loss function, we update trainable parameters in
Fw(·) = [µw(·),Φw(·),Σw(·)].

In order to align the permutation of input observed
trajectories and predicted trajectories, we implement µw(·)
and Φw(·) by using two multi-layer perceptrons whose

Fig. 4. Permutation-equivariant uncertainty estimator. This uncer-
tainty estimator utilizes the input feature E to estimate the covariance
Σw(X). ei is the feature generated on the basis of xi and fw(·)
is a permutation-equivariant neural network (PE-NN). fw(·) aims at
projecting the feature E to fw(E) that is in a feature space where
the individual uncertainty of xi can be modeled by 〈e′i,e′i〉 and the
collaborative uncertainty of xi and xj can be modeled by 〈e′i,e′j〉. τ
is a positive real number and I is an identity matrix.

outputs are permutation-equivariant with the input data.
Furthermore, since we model the individual and collab-
orative uncertainty via a covariance matrix Σ, we design
a permutation-equivariant uncertainty estimator for Σw(·),
which outputs a positive definite matrix permutation-
equivariant with the input data, in next subsection. Note
that in the rest of this paper, we use µ̂, Φ̂ and Σ̂ to represent
outputs of µw(·), Φw(·) and Σw(·) respectively.

4.1.2 Permutation-Equivariant Uncertainty Estimator
In this subsection, we first illustrate the model structure of
the permutation-equivariant uncertainty estimator, Σw(·).
Then, we provide proofs for the permutation equivariance
and the positive definiteness of Σw(X). To emphasize the
output of Σw(·) varies as the input X varies, here, we use
Σw(X) instead of Σ̂ to represent the output of Σw(·).

Model structure. The structure of Σw(·) is illustrated
in Fig. 4. Let E = [e1, e2, ..., em]T represent the input
feature, which is permutation-equivariant with the input
data X, ei represent the feature generated based on xi,
and fw(·) be a permutation-equivariant neural network (PE-
NN)2. The intuition is that we employ the learning ability of
fw(·) to generate feature fw(E) = [e′1, e

′
2, ..., e

′
m]T based

on E . fw(E) is in a feature space where 〈e′i,e′i〉 models the
individual uncertainty of yi, and where 〈e′i,e′j〉 models the

2 In practice, we implement it by a multi-layer perceptron.
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collaborative uncertainty of yi and yj . To make Σw(X)
a positive definite matrix, we generate it by adding a
weighted identity matrix to the product of fw(E) and fTw(E),
which is formulated as:

Σw(X) = fw(E)fTw(E) + τI, (1)

where τ is a positive real number and I is an identity matrix.
Theoretical properties of Σw(·). The following two

theorems show the uncertainty estimator Σw(·) promotes
permutation-equivariance and positive definite properties.

Theorem 1 Given any input data X, Σw(X) is permutation-
equivariant; that is,

Σw(P X) = PΣw(X)PT ,

where P is a permutation matrix.

Proof Because the input feature E is permutation-equivariant
with the input data X, we have:

Σw(P X) = fw(PE)fTw(PE) + τI. (2)

Moreover, fw(·) is a permutation-equivariant neural network, τ
is a positive real number and I is an identity matrix, which means
fw(P X) = Pfw(X), fTw(P X) = (Pfw(X))T and PτIPT =
τI . Therefore, (2) can be reformulated as:

Σw(P X) = Pfw(E)fTw(E)PT + PτIPT . (3)

On the basis of (1) and (3), we have:

Σw(P X) = PΣw(X)PT .

Therefore, Σw(X) is permutation-equivariant with the input data
X.

Theorem 2 Given any input data X, Σw(X) is a positive defi-
nite matrix; that is, aTΣw(X)a ≥ 0 for all a ∈ Rn; the equality
holds if and only if a = 0.

Proof Based on (1), we have:

aTΣw(X)a = aT fw(E)fTw(E)a + aT τIa

= aT fw(E)(aT fw(E))T + τaTa ≥ 0,

where the equality holds if and only if a = 0. As a result, Σw(X)
is a positive definite matrix.

Compared with our previous work [28], this
permutation-equivariant uncertainty estimator benefits
uncertainty estimation in two ways: 1) making the
generated covariance permutation-equivariant with the
input data, which is more reasonable for real-world
applications; 2) enabling the model to approximate the
given distribution more accurately by generating more
accurate covariance. See Subsection 6.1 for related empirical
results.

4.2 Special Case: Laplace CU-Aware Regression
In multi-agent trajectory forecasting, previous methods [3],
[4], [15], [28] have found that the `1-based loss function
derived from the Laplace distribution usually leads to dom-
inant prediction performances, because it is more robust to
outliers. Therefore, here we show a special case of the frame-
work proposed in Subsection 4.1 based on the multivariate
Laplace distribution: Laplace CU-aware regression.

Probability density function. We follow the probabilis-
tic formulation proposed in Subsection 4.1 and choose the

probability density function as the multivariate Laplace
distribution:

p(Y |X) =
2det[Γ−1]

1
2

(2π)
m
2 λ

·
K(m2 −1)(

√
2
λ (Y−µ)Γ−1(Y−µ)T )

(
√

λ
2 (Y−µ)Γ−1(Y−µ)T )

m
2

,

(4)
where Γ is a positive definite matrix, Γ−1 is the inverse
matrix of Γ, det[Γ−1] denotes the determinant of the matrix
Γ−1, K(m2 −1)(·) denotes the modified Bessel function of
the second kind with order (m2 − 1), and λ is a positive
real number. According to [65], the covariance Σ of the
multivariable Laplace distribution is defined as:

Σ = λΓ. (5)

On the basis of (5), for Laplace collaborative uncertainty,
generating the covariance Σ is equivalent to generating
the Γ matrix. Therefore, we employ the permutation-
equivariant uncertainty estimator Σw(·) mentioned in Sub-
section 4.1 to generate the Γ matrix, and Σ̂ represents the
generated Γ matrix.

Model design. Based on the discussion in Subsection 4.1,
we can approximate the value of mean µ via the T-Predictor
µw(·), which is implemented by using a multi-layer percep-
tron. However, there are still two challenges for designing
a model based on (4). First, if we use the neural network
Σw(·) to directly generate Σ̂ ∈ RK×T+×m×m, each positive
definite matrix Σ̂k,t ∈ Rm×m in Σ̂ needs to be inverted,
which is computationally expensive and numerically unsta-
ble. Second, the modified Bessel function is intractable for
neural networks to work with [66].

For the first challenge, we make the permutation-
equivariant uncertainty estimator Σw(·) directly generate
the Σ̂−1. For the second challenge, inspired by [65], we
simplify (4) by utilizing the multivariate Gaussian distribu-
tion to approximate the multivariate Laplace distribution.
We reformulate the multivariate Laplace distribution by
introducing auxiliary variables. Let Φ be a random variable
from an exponential distribution3:

p(Φ|X;w) =
1

λ
e−

Φ
λ . (6)

Then (4) can be simplified as:

p(Y |Φ,X;w) =
det[Σ̂−1]

1
2

(2πΦ)
m
2
e−

q(Y)
2Φ ,

where q(Y) = (Y−µ̂)Σ̂−1(Y−µ̂)T . Furthermore, in this
work, instead of drawing a value for Φ from the exponential
distribution, we use the AP-Estimator Φw(·) implemented
by using a multi-layer perceptron to directly output a value
Φ∗ for Φ. The intuition is that, in the training process of the
regression model, the value of p(Y |X;w) is the conditional
expectation of Φ given X and Y, which makes p(Y |Φ,X;w)
a function of Φ whose domain is R+. Thus, there should
exist an appropriate Φ∗ to make:

p(Y |X;w) = p(Y |Φ∗,X;w).

See the proof for the existence of Φ∗ in Appendix A.

After getting the value of Φ∗ via Φw(·), we can get the

3 Note that the parameter λ in (4), (5) and (6) are the same.
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Fig. 5. CU-aware multi-agent multi-modal trajectory forecasting system. This system consists of two modules: the CU-aware forecasting module
and the CU-based selection module. The CU-aware forecasting module generating multi-modal predictions with the corresponding uncertainty. The
CU-based selection module selects the optimal prediction generated by the forecasting module based on the estimated uncertainty. The system is
trained in an end-to-end way with our proposed loss function (12).

parameterized form of p(Y |X;w) as:

p(Y |X;w) =
det[Σ̂−1]

1
2

(2πΦ̂)
m
2

e−
q(Y)

2Φ̂ . (7)

Moreover, the value of Φ̂ can be used to approximate the
value of λ, because the expected value of the exponentially
distributed random variable Φ is equal to λ. Therefore,
the Σ of chosen multivariate Laplace distribution can be
approximated as

Σ ≈ Φ̂Σ̂. (8)

Finally, we can get the regression model Fw(·) =
[µw(·),Φw(·),Σw(·)]. Once Σ̂ and Φ̂ are fixed, we can use
them to compute Σ as (8) to get individual uncertainty and
collaborative uncertainty.

Loss function. The log-likelihood function of (7) is:

L(w) =
1

2
[
q(Y)

Φ̂
+m log Φ̂− log det[Σ̂−1]]. (9)

Since Σ̂−1 is a positive definite matrix, according to
Hadamard’s inequality [67], we have:

log det[Σ̂−1] ≤
m∑
i=1

log dii,

where dii is the diagonal element of Σ̂−1.
Therefore, we have a lower bound of Equation (9) as:

LLap-cu(w) =
1

2
[
q(Y)

Φ̂
+m log Φ̂−

m∑
i=1

log dii]. (10)

The regression model Fw(·) = [µw(·),Φw(·),Σw(·)] can be
trained via minimizing this lower bound (10).

In the next section, we will apply our proposed frame-
work to the multi-modal multi-agent forecasting system
based on this Laplace CU-aware regression model.

5 CU-AWARE MULTI-AGENT MULTI-MODAL TRA-
JECTORY FORECASTING SYSTEM

Multi-modal forecasting models are becoming increasingly
important to the multi-agent trajectory forecasting task.
They allow the system to predict multiple possible fu-
ture trajectories for each agent, and thus better handle the
stochasticity inherent in this task [3], [12], [68]. However,

existing multi-agent multi-modal trajectory forecasting sys-
tems are facing two challenges: 1) how to measure the
uncertainty brought by the interaction module; and 2) how
to utilize the uncertainty over each prediction to select the
optimal prediction. In this section, in order to solve above
two challenges, we apply our proposed framework to the
system based on the Laplace CU-aware regression model,
which leads to the CU-aware forecasting system (see Fig. 5
for an illustration). In the following, we show the key
component designs and the training strategy of this CU-
aware forecasting system.

5.1 Key Components
A multi-agent multi-modal trajectory forecasting system
usually consists of a forecasting module that generates
multi-modal predictions and a selection module that se-
lects the optimal prediction. Accordingly, for applying our
proposed CU-aware regression framework to the multi-
agent multi-modal trajectory forecasting system, we design
a CU-aware forecasting module and a CU-based selection
module.

5.1.1 CU-Aware Forecasting Module
To the best of our knowledge, most SOTA systems are
equipped with a forecasting module based on the encoder-
decoder architecture [3], [4], [5], [39], [40], [41], [42], [43].
Therefore, we also design our CU-aware forecasting module
based on such an architecture (see Fig. 5 for the module
illustration). In order to capture the interactions among
agents in the input data, while aligning the permutation of
input data and the generated feature, the trajectory encoder
Ew(·) is designed as a permutation-equivariant neural net-
work with an interaction module. To enable the forecasting
system to estimate the uncertainty corresponding to the
predicted trajectories, we employ the CU-aware regression
model Fw(·) shown in Subsection 4.2 as the decoder. The
pipeline of the module is formulated as:

E = Ew(X),

µ̂ = µw(E),

Φ̂ = Φw(E , µ̂),

Σ̂−1 = Σw(E , µ̂).
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The trajectory encoder Ew(·) generates the latent feature
E containing the information about the historical trajectories
of each agent. On the basis of the generated feature E ,
the regression model Fw(·) forecasts the future trajectories
and estimates the corresponding uncertainty following this
process: 1) the T-Predictor µw(·) in the Fw(·) utilizes E to
generate the multi-modal prediction µ̂ ∈ RK×2T+×m; 2)
the AP-Estimator Φw(·) and U-Estimator Σw(·) within the
Fw(·) generate Φ̂ ∈ RK×T+×m and Σ̂−1 ∈ RK×T+×m×m

to estimate the uncertainty of predictions in each prediction
modal based on both E and µ̂.

This CU-aware forecasting module enables the system to
reflect the complete landscape of uncertainty in multi-agent
multi-modal trajectory forecasting, which leads to a more
accurate approximation for the predictive distribution and
makes the system more robust.

5.1.2 CU-Based Selection Module
For a system that predicts multiple future trajectories for
each agent, it is natural to have a selection module that ranks
those predictions according to their confidence levels. In the
prior works [3], [13], [59], [60], [61], [62], the selection mod-
ule is trained to generate the highest confidence score for the
prediction that is closest to the ground truth. However, there
are two main drawbacks of this kind of selection module: 1)
it is uninterpretable, since the ground truth data is usually
with much randomness; 2) it ignores the uncertainty cor-
responding to each prediction when ranking the predicted
trajectories, which may compromise the robustness of the
model.

To overcome the above two flaws, we propose a novel
CU-based selection module S(·), which does not require
training. The proposed selection module will assign a high-
est ranking to the prediction with the lowest uncertainty
as estimated by the CU-based framework, which can be
formulated as:

µ̂∗ = S(µ̂, Φ̂),

where µ̂ is the prediction and Φ̂ is the corresponding auxil-
iary parameter. Here, in the k-th modal, the uncertainty of
µ̂k is approximated by the auxiliary parameter Φ̂k whose
value is positively correlated with the uncertainty of µ̂k
according to (8). The use of Φ̂k allows us to avoid computing
the inverse of Σ̂−1k matrix, which is computationally expen-
sive and numerically unstable. To sum up, the CU-based
trajectory selection module S(·) selects the µ̂k correspond-
ing to the lowest Φ̂k as the µ̂∗ for each agent.

Using our CU-based selection module leads to four
gains: 1) enhancing the interpretability of the selection mod-
ule in the forecasting system, because the uncertainty has
a probabilistic interpretation: the variance of prediction; 2)
enabling the selection module to utilize the uncertainty of
each predicted trajectory; 3) avoiding the redundancy of
training an extra neural network to generate the confidence
score; 4) in Subsection 6.2.3, we empirically show that the
CU-based selection module improves the performance of
our forecasting system.

Compared with the system seen in our previous
work [28], this CU-aware multi-agent multi-modal forecast-
ing system is different in two perspectives: 1) the forecasting
module is able to forecast future trajectories and estimate the

corresponding uncertainty for multiple prediction modals
instead of only one prediction modal; 2) the existence of
CU-based selection module allows this system to select
the optimal predicted trajectory based on the estimated
uncertainty.

5.2 Training Strategy

The loss function used to train the CU-aware multi-agent
multi-modal trajectory forecasting system is formulated as:

Ltotal(w) = LLap-cu(w) + αLAUTL(w), (12)

where α is a hyperparameter, LLap-cu(w) is (10)4, and
LAUTL(w) is the auxiliary uncertainty training loss (AUTL),
which is formulated as:

LAUTL(w) =
K∑
k=1

||Φ̂k −DEk||1,

where DEk = ||µ̂k − Y ||2 is the displacement error of the
prediction in the k-th modal, Φ̂k is the auxiliary parameter
used to quantify the uncertainty of prediction in the k-th
modal, and Y is the ground truth future trajectory.

The intuition behind the AUTL is as follows. The values
of the estimated uncertainty and the displacement error
(DE) are positively correlated. The greater the correspond-
ing uncertainty and DE are, the less reliable the predicted
trajectory will be. Therefore, we are able to train our un-
certainty estimator by minimizing the AUTL. Subsection 6.2
shows that the AUTL benefits the multi-modal forecasting
system with our CU-aware regression framework, especially
in terms of selecting the optimal predicted trajectory.

We can train the system in an end-to-end way with (12),
as all of its components are differentiable.

6 EXPERIMENTS AND ANALYSIS

We first use a self-generated synthetic dataset with a limited
number of agents as the toy version of the real-world
problem in Subsection 6.1. We use the simplified dataset to
test our method’s ability in capturing the distribution infor-
mation of the input data that obeys the multivariate Laplace
distribution, and to evaluate our proposed permutation-
equivariant uncertainty estimator. We then conduct exten-
sive experiments on two published benchmarks to prove
the value of our proposed method in solving real-world
problems in Subsection 6.2.

6.1 Toy Problem

We define a toy problem to validate the capability of the pro-
posed framework in accurately estimating the probability
distribution, and to evaluate our permutation-equivariant
uncertainty estimator. The toy problem requires models to
take the mutually correlated trajectories sampled from the
given multivariate Laplace distribution as the input, and
output the mean and covariance of this distribution.

As far as we know, in real-world datasets, we only have
the ground truth for the predicted trajectory, which is the
mean of the distribution, but we do not have access to

4 Note that, for making the predicted trajectories diverse, in (12) only µ̂∗

and its corresponding Φ̂k and Σ̂k are used to compute LLap-cu(w).
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Fig. 6. Visual comparisons between outputs of the models and ground truth. (a) and (b) show visualizations for the ground truth and the
outputs of the models under two different permutations of the same set of inputs. Outputs of the CU model are consistently more accurate than
outputs of the CU-NPE (None Permutation Equivariant) model. Further, outputs of the CU model are permutation-equivariant with the input data.

the ground truth of the uncertainty, which is the covari-
ance matrix of the distribution. Therefore, we generate a
synthetic dataset with the ground truth for both the mean
and the covariance matrix of the given multivariate Laplace
distributions.

6.1.1 Experimental Setup

Datasets. We generate a synthetic dataset for the quaternary
Laplace distribution. This dataset contains training, valida-
tion and test sets, which have 36000, 7000 and 7000 instances
respectively. Each instance includes the trajectories of four
agents consisting of the two-dimensional point coordinates
of the four agents at 50 different timestamps. In each in-
stance, the trajectories of the four agents are sampled from a
quaternary joint Laplace distribution. Generation details are
provided in Appendix B.1.

Implementation details. We use the encoder-decoder
network architecture for the toy problem. The neural net-
work outputs the predicted mean and covariance matrix
of the given quaternary Laplace distribution. Although the
ground truth covariance matrix is known in the synthetic
dataset, it is not used in training. We train the neural
network with the previous uncertainty estimation meth-
ods [17], [28] and our proposed method respectively. Please
find more details in Appendix B.2.

Metrics. We adopt four metrics for evaluation: 1) the `2
distances between the estimated mean and the ground truth

TABLE 1
Comparison with the prior uncertainty estimation framework on the

synthetic dataset. CU denotes the framework proposed in this paper,
CU-NPE denotes the framework proposed in [28], and IU Only denotes
the framework proposed in [17]. µ̂: estimated mean. µgt: ground truth
mean. Σ̂: estimated covariance matrix. Σgt: ground truth covariance

matrix. `2 of µ: ||µ̂− µgt||2. `1 of Σ−1: ||Σ̂−1 − Σ−1
gt ||1. `1 of Σ:

||Σ̂− Σgt||1. KL: KL divergence DKL(pg(X)||pe(X)), where pe(X) is
the estimated distribution and pg(X) is the ground truth distribution.

`2 of µ `1 of Σ−1 `1 of Σ KL
IU Only [17] 0.434 0.534 0.235 4.33
CU-NPE [28] 0.376 0.502 0.209 3.15

CU 0.359 0.271 0.109 2.11

mean, 2) the `1 distances between the estimated Σ matrix
and the ground truth Σ matrix, 3) the `1 distances between
the inverse of the estimated Σ matrix and the inverse of the
ground truth Σ matrix, and 4) the KL divergence between
the ground truth distribution and the estimated distribution.
We provide the metrics computing details in Appendix B.3.

6.1.2 Results

Quantitative results. On the test set of our synthetic dataset,
we compare the performance of our CU-aware regression
framework with the permutation-equivariant uncertainty
estimator (CU) and two previous uncertainty estimation
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TABLE 2
Comparison with SOTA methods on the Argoverse test set.
Collaborative uncertainty estimation boosts performances.

Methods ADE1 FDE1 ADEk FDEk Brier-FDEk

GOHOME [25] 1.69 3.65 0.94 1.45 1.98
DenseTNT [23] 1.68 3.63 0.88 1.28 1.98

MMTransformer [71] 1.77 4.00 0.84 1.34 2.03
LaneRCNN [13] 1.69 3.69 0.90 1.45 2.15

LaneGCN [3] 1.71 3.78 0.87 1.36 2.06
CU-aware LaneGCN 1.62 3.55 0.83 1.26 1.95

frameworks: 1) the framework that only estimates individ-
ual uncertainty (IU Only) [17]; 2) the framework proposed
in [28], which estimates uncertainty via the square-root-free
Cholesky decomposition (CU-NPE). Table 1 demonstrates
that CU allows the model to more accurately estimate the
mean and covariance matrix of the given distribution, which
leads to a much lower KL divergence between the ground
truth distribution and the estimated distribution.

Qualitative results. Fig. 6 illustrates the outputs of
CU and CU-NPE under two different permutations of the
same set of inputs, as well as their corresponding ground
truths. These visualizations showcase: 1) CU consistently
outputs more accurate covariance matrix than CU-NPE;
2) the covariance matrix generated by CU is permutation-
equivariant with the input data.

6.2 Real-world Problem

6.2.1 Experimental Setup
Datasets. Argoverse [69] and nuScenes [70] are two widely
used multi-agent trajectory forecasting benchmarks. Argo-
verse has over 30000 scenarios collected in Pittsburgh and
Miami. Each scenario is a sequence of frames sampled at
10 Hz. The sequences are split as training, validation and
test sets, which have 205942, 39472 and 78143 sequences
respectively. nuScenes collects 1000 scenes in Boston and
Singapore. Each scene is annotated at 2 Hz and is 20s-long.
The prediction instances are split as training, validation
and test sets, which have 32186, 8560 and 9041 instances
respectively. For Argoverse, we forecast future trajectories
for 3s based on the observed trajectories of 2s. For nuScenes,
we forecast future trajectories for 6s based on the observed
trajectories of 2s.

Metrics. We adopt seven widely used multi-agent tra-
jectory forecasting metrics: ADE, FDE, ADE1, FDE1,
ADEk, FDEk and Brier-FDEk. Firstly, ADE is the
Average Displacement Error, i.e., the average of point-
wise `2 distances between the prediction and the ground
truth. Secondly, FDE is the Final Displacement Error,
i.e., the `2 distance between the final points of the pre-
diction and the ground truth. Thirdly, ADE1/FDE1 is
ADE/FDE of the selected optimal predicted trajectory
Fourthly, ADEk/FDEk is the minimum ADE/FDE of
predicted multi-modal trajectories. Finally, Brier-FDEk is
the weighted FDEk. (Metrics are in meters. K = 10 on
nuScenes and K = 6 on Argoverse.)

Implementation details. Here the model is implemented
following the CU-aware multi-agent multi-modal trajectory
forecasting system illustrated in Section 5. We implement
the encoder of LaneGCN [3] and VectorNet [4], which are

TABLE 3
Comparison with the previous collaborative uncertainty estimation

framework in single-modal trajectory forecasting. CU denotes the
framework proposed in this paper and CU-NPE (None Permutation

Equivariant) denotes the framework proposed in [28]. ADE and FDE
are metrics that evaluate model performance. On both Argoverse and
nuScenes, the LaneGCN with CU always outperforms the LaneGCN

with CU-NPE.

Method Dataset Framework ADE FDE

Argoverse CU-NPE 1.61 3.53
Single-Modal CU 1.60 3.52

LaneGCN nuScenes CU-NPE 5.27 10.55
CU 5.21 10.52

two cutting-edge multi-agent trajectory forecasting models,
as the trajectory encoder in our proposed model. We im-
plement the encoder of LaneGCN based on their official
released code.5 At the time of writing, there is no official
release of the code for VectorNet yet, and hence we use our
self-implemented VectorNet encoder in the experiments. We
further use the multi-layer perceptrons to implement µw(·)
and Φw(·). Finally, we implement Σw(·) as the permutation-
equivariant uncertainty estimator introduced in Subsec-
tion 4.1.

6.2.2 Results
Evaluation results on benchmark. For evaluation, we im-
plement our proposed framework based on LaneGCN [3] as
it is the SOTA model in multi-agent multi-modal trajectory
forecasting. We name the modified LaneGCN that estimates
collaborative uncertainty with our proposed CU-aware re-
gression framework as CU-aware LaneGCN. We then com-
pare the performance of CU-aware LaneGCN on the Ar-
goverse trajectory forecasting benchmark with five SOTA
methods of this benchmark: GOHOME [25], DenseTNT [23],
MMTransformer [71], LaneRCNN [13], and LaneGCN [3].
Table 2 demonstrates that the CU-aware LaneGCN espe-
cially outperforms all of the competing methods across all
chosen metrics. Further, Fig. 7 6 visually compares the out-
puts of LaneGCN and CU-aware LaneGCN, which shows
that CU-aware LaneGCN provides more accurate predic-
tions and ranking results than LaneGCN. Therefore, estimat-
ing collaborative uncertainty enhances the SOTA prediction
model.

Evaluation results for single-modal forecasting. To
compare our proposed CU-aware regression framework
(CU) and the previous collaborative uncertainty estimation
framework (CU-NPE) proposed in [28] under the multi-
agent trajectory forecasting setting. We generalize LaneGCN
to the single-modal scenario by letting the forecasting mod-
ule only predict one possible future trajectory for each agent
and removing the selection module. Table 3 shows that, on
the test set of both Argoverse and nuScenes, the single-
modal LaneGCN with CU always outperforms it with CU-
NPE. We speculate that this improvement may come from
the permutation-equivariant uncertainty estimator, which
makes the uncertainty estimation more accurate.

5 LaneGCN official code: https://github.com/uber-research/LaneGCN
6 In order to keep figures concise, we only visualize the predictions and

corresponding ground truths of one agent in each scenario.



11

Fig. 7. Visualization of predicted trajectories. (a), (b), (c) and (d) show the models’ outputs in four different scenarios. The blue line is the past
trajectory, the green line is the ground truth future trajectory, and the red lines are predictions generated by the models. The color bar indicates
the reliability of each prediction: 1st stands for the most reliable prediction, 2nd for the second most reliable prediction, and so on. In all the four
scenarios, predictions generated by the CU-aware LaneGCN is always closer to the ground truth than predictions generated by LaneGCN.

Fig. 8. Visualization of CU on the Argoverse dataset. (a) In scenario 1, Agent 0, Agent 1 and Agent 2 are respectively located in completely
different areas and heading towards different directions; σ01, σ02 and σ12 are close to zero. (b) In scenario 2, Agent 0, Agent 1 and Agent 2 are
driving towards the same direction side by side. This type of scenario may generate complicated interactive information making σ01, σ02 and σ12
show a non-monotonic change over time. (c) In scenario 3, Agent 0 first approaches the road on which Agent 1 is driving, and then moves away
from that road, which causes σ01 to first increase and then decrease. Agent 2 is far away from Agent 0 and Agent 1. Therefore, little new interactive
information between Agent 1 and the other two agents would be generated, which makes σ02 and σ12 decrease over time.

Visualization of collaborative uncertainty. To visually
understand which factor influences the value of CU in
multi-agent multi-modal trajectory forecasting, Fig. 8 illus-
trates the visualization results generated by our model.
We visualize three scenarios. Each scenario includes three
agents’ trajectories (i.e., orange, blue and green dash lines)
and their corresponding CU values changing over the last 30
frames (i.e., the heatmap, where σij denotes the CU of agent
i and agent j). The visualization results show that the value

of CU in multi-agent multi-modal trajectory forecasting is
highly related to the interactive information among agents.7

6.2.3 Ablation Study

We study: 1) how different approaches of uncertainty es-
timation would impact the prediction model; 2) how the

7 Note that to keep the visualization results concise, for each scenario,
we only visualize the optimal trajectory and its corresponding CU.
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TABLE 4
Ablation studies on the uncertainty estimation approach and the interaction module (INT.) in multi-agent multi-modal trajectory forecasting. IU

denotes the approach only estimating individual uncertainty. IU+CU denotes our proposed approach that estimates both individual and
collaborative uncertainty. On Argoverse and nuScenes, both LaneGCN and VectorNet with individual and collaborative uncertainty estimation

surpass the ones with individual uncertainty estimation only. Collaborative uncertainty estimation has a larger impact on the performance of the
model with an interaction module.

Method Dataset Int. ADE1 ∆
FDE1 ∆

ADEk ∆
FDEk ∆IU IU+CU IU IU+CU IU IU+CU IU IU+CU

LaneGCN
Argoverse

× 1.81 1.75 3.3% 4.18 4.02 3.8% 0.91 0.90 1.1% 1.66 1.65 0.6%√
1.33 1.28 3.8% 2.92 2.78 4.8% 0.70 0.69 1.4% 1.03 1.01 1.9%

nuScenes
× 7.16 6.98 2.5% 14.74 14.34 2.7% 2.34 2.34 0.0% 3.95 3.91 1.0%√

5.53 5.33 3.6% 11.71 10.89 7.0% 1.98 1.82 8.1% 2.90 2.51 13.4%

VectorNet
Argoverse

× 1.80 1.80 0.0% 4.11 4.10 0.2% 1.52 1.51 0.7% 3.35 3.32 0.8%√
1.53 1.50 1.9% 3.37 3.31 1.8% 1.32 1.27 4.0% 2.77 2.66 4.0%

nuScenes
× 5.02 4.41 12.2% 12.07 10.76 10.9% 1.90 1.83 3.7% 3.84 3.67 4.4%√

4.84 3.80 21.5% 11.71 9.09 22.4% 1.77 1.70 4.0% 3.50 3.22 8.0%

TABLE 5
Ablation studies on the CU-based selection module (CUSelect). For the
model without the CU-based selection module, we train an extra neural
network to generate the confidence score for it. On both Argoverse and
nuScenes, CU-aware models (CU-aware LaneGCN/VectorNet) with the

CUSelect always outperform models without it.

Method Dataset CUSelect ADE1 FDE1 ADEk FDEk

Argoverse × 1.45 3.26 0.70 1.03
CU-aware

√
1.28 2.78 0.69 1.01

LaneGCN nuScenes × 6.22 12.64 1.83 2.61√
5.33 10.89 1.82 2.51

Argoverse × 1.55 3.42 1.34 2.82
CU-aware

√
1.50 3.31 1.26 2.67

VectorNet nuScenes × 5.89 14.14 1.88 3.82√
3.80 9.09 1.70 3.22

proposed CU-based selection module would affect the CU-
aware multi-modal trajectory forecasting system; 3) how
the proposed auxiliary uncertainty training loss (AUTL)
would influence the performance of the CU-aware regres-
sion framework in multi-modal trajectory forecasting. In
this part, we adopt LaneGCN/VectorNet as our trajectory
encoder for proving that our proposed method can be used
as a plug-in module to improve the performance of existing
models for multi-agent multi-modal trajectory forecasting.
Here, experiments are conducted on the validation sets of
the Argoverse and nuScenes benchmarks.

Effect of different uncertainty estimation approaches.
In the multi-agent multi-modal trajectory forecasting task,
on the basis of LaneGCN/VectorNet, we consider two ap-
proaches of uncertainty estimation: 1) estimating individual
uncertainty only (IU); 2) estimating both collaborative and
individual uncertainty (IU + CU). Table 4 demonstrates that
estimating both individual and collaborative uncertainty
(IU + CU) is consistently better than estimating individual
uncertainty only (IU). These results reflect that our collabo-
rative uncertainty estimation (i.e., the CU-aware regression
framework) can function as a plugin module to improve the
prediction performance of existing models.

Effect of the CU-based selection module. Here, we
empirically study how the proposed CU-based selection
module influences the CU-aware multi-agent multi-modal
trajectory forecasting system. For the model without the CU-
based selection module, we train an extra neural network to

TABLE 6
Ablation studies on auxiliary uncertainty training loss (AULT) in
CU-aware multi-modal trajectory forecasting models (CU-aware

LaneGCN/VectorNet). ∆ represents the improvement that AUTL brings
to the forecasting model. On both Argoverse and nuScenes, AUTL

benefits the prediction model, and it impacts ADE1/FDE1

significantly, more so than it impacts ADEK/FDEK .

Method Dataset Metrics AULT
∆×

√

Argoverse

ADEK 0.70 0.69 2.6%
ADE1 1.42 1.28 9.6%
FDEK 1.06 1.01 5.1%

CU-aware FDE1 3.14 2.78 11.4%
LaneGCN

nuScenes

ADEK 1.84 1.82 1.4%
ADE1 11.40 5.33 53.3%
FDEK 2.57 2.51 2.2%
FDE1 23.39 10.89 53.4%

Argoverse

ADEK 1.30 1.27 3.0%
ADE1 2.40 1.50 37.4%
FDEK 2.75 2.66 3.3%

CU-aware FDE1 5.50 3.31 39.8%
VectorNet

nuScenes

ADEK 1.79 1.70 5.3%
ADE1 4.86 3.80 21.8%
FDEK 3.55 3.22 9.3%
FDE1 11.79 9.09 22.9%

generate the confidence score for each predicted trajectory.
Table 5 shows that, the forecasting model with the CU-based
selection module always provides more accurate results
than the model without it, which indicates that our CU-
based selection module improves the performance of the
CU-aware forecasting model.

Effect of the auxiliary uncertainty training loss (AUTL).
The ablation study results on the proposed AUTL are shown
in Table 6. Results show that CU-aware models (CU-aware
LaneGCN/VectorNet) trained with AUTL always outper-
form CU-aware models trained without it on all chosen
metrics, and that AULT makes a larger improvement in
ADE1/FDE1 than in ADEK/FDEK . These results show
a proof that the proposed AUTL benefits CU-aware multi-
agent multi-modal trajectory forecasting models, especially
in terms of choosing the optimal predicted trajectory.
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Fig. 9. Relationship between future stochasticity and the prediction uncertainty (i.e., the stochasticity-uncertainty relationship) for (a)
LaneGCN: LaneGCN on the Argoverse dataset and the nuScenes dataset, (b) VectorNet: VectorNet on the Argoverse dataset and the nuScenes
dataset. These results show a positively correlated stochasticity-uncertainty relationship.

Fig. 10. CU estimation gains more when a prediction model includes interaction modeling. Blue and red bars reflect the gains from CU
estimation for a prediction model with/without an interaction module respectively. ∆FDE1/∆FDEk are the improvement rate of FDE1/FDEk

between versions with/without CU estimation respectively. Data of this figure comes from experiments on the nuScenes dataset shown in Table 4.

7 DISCUSSION: WHAT CAUSES THE UNCER-
TAINTY IN MULTI-AGENT MULTI-MODAL TRAJEC-
TORY FORECASTING

In Section 6, our experimental results show that the CU-
aware regression framework can be used to aid models in
approximating the distribution information of given data
and in improving prediction performance. In this section,
we leverage the proposed CU-aware regression framework
to study the cause of the uncertainty in multi-agent multi-
modal trajectory forecasting, particularly the cause of our
proposed collaborative uncertainty.

7.1 Cause of Uncertainty
As mentioned in Section 2 and Section 4, potential future
trajectories of multiple agents are inherently stochastic. We
argue that future stochasticity contributes to the uncertainty
in multi-agent multi-modal trajectory forecasting.

To support this argument, we empirically study the
relationship between future stochasticity and the prediction
uncertainty (i.e., the stochasticity-uncertainty relationship)
of multi-agent multi-modal trajectory forecasting models. In
our experiments, the prediction uncertainty is quantified by

our proposed Laplace CU-aware regression framework. For
the scale of future stochasticity, according to [72] and [73],
the prediction diversity of a forecasting model is positively
correlated with the stochasticity of given agents’ potential
future trajectories. Therefore, we use the prediction diversity
of multi-agent multi-modal trajectory forecasting systems
to estimate the future stochasticity scale, which can be
quantified by (13).

Stochasticity = m(

K∑
i=1

(µ̂i − µ̂)2

K − 1
), (13)

where µ̂ = [µ̂1, µ̂2, ..., µ̂K ] is a multi-modal prediction
result, K is the number of the prediction modal, µ̂k ∈ R2T+ ,
µ̂ ∈ R2T+ is the mean of elements in µ̂, and m(·) symbolizes
the computation of element-wise average of a vector.

We visually analyze the stochasticity-uncertainty rela-
tionship for LaneGCN as well as VectorNet on the Argo-
verse and nuScenes datasets. See visualization results in
Fig. 9. These results show a positive correlation between
future stochasticity and prediction uncertainty in multi-
agent multi-modal trajectory forecasting models. Therefore,
the stochasticity of given agents’ potential future trajectories
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contributes to the existence of uncertainty in multi-agent
multi-modal trajectory forecasting.

7.2 Cause of Collaborative Uncertainty
In this subsection, we focus on the cause of our proposed
collaborative uncertainty. As mentioned in Section 3, we
can divide multi-agent multi-modal trajectory forecasting
models into two types: the individual model and the col-
laborative model. The individual model predicts the future
trajectory and the corresponding uncertainty for each agent
independently, while the collaborative model leverages an
interaction module to explicitly capture the interactions
among multiple agents, which makes all the predicted
trajectories correlated. The correlations among predicted
trajectories can bring extra uncertainty to the model; in
other words, we consider that the interaction module in a
forecasting model leads to collaborative uncertainty.

To validate this, we empirically compare the impact of
collaborative uncertainty estimation on an individual model
versus a collaborative model. In our experiments, we use
two cutting-edge multi-agent trajectory forecasting models,
LaneGCN [3] and VectorNet [4]. Furthermore, the improve-
ment rate of ADE1, FDE1, ADEk, and FDEk between
models with/without an interaction module are represented
by ∆ADE1, ∆FDE1, ∆ADEk, and ∆FDEk respectively.
As Fig. 10 illustrates, when we remove the interaction mod-
ule from LaneGCN/VectorNet, collaborative uncertainty es-
timation brings much less gain to LaneGCN/VectorNet (see
Table 4 for more results of this experiment). As a result, the
interaction module causes the collaborative uncertainty in
multi-agent multi-modal trajectory forecasting.

8 CONCLUSIONS

This work proposes a novel collaborative uncertainty (CU)
aware regression framework for multi-agent multi-modal
trajectory forecasting, which contains a novel permutation-
equivariant uncertainty estimator. The framework’s key
novelty is twofold. Firstly, it conceptualizes and models the
collaborative uncertainty introduced by interaction mod-
ules. Secondly, it enables the multi-agent multi-modal tra-
jectory forecasting system to rank multi-modal predictions
based on the uncertainty over each prediction. Results of
extensive experiments demonstrate the ability of this CU-
aware regression framework in boosting the performance of
SOTA forecasting systems, especially collaborative-model-
based systems. With further experiments, we reveal a posi-
tive correlation between future stochasticity and prediction
uncertainty in multi-agent multi-modal trajectory forecast-
ing systems. We believe that this work, as well as the
framework it presents, will guide the development of more
reliable and safer forecasting systems in the near future.
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APPENDIX A
PROOF OF LAPLACE MODEL DESIGN

Proof Consider the i-th data sample (Xi,Yi), as in the training
process of the prediction model the values of Xi and Yi are given,
p(Yi |Φi,Xi;w) is a function of Φi ∈ R+ with the probability
density function: p(Φi|Xi) = 1

λe
−Φi

λ :

p(Yi |Φi,Xi;w) = fw(Φi) =
1

(Φi)
m
2
e−

giw
Φi ,

where giw = 1
2 (Yi−µw(Xi))[Σ−1w (Xi)](Yi−µw(Xi))T and

m ∈ N+ is the number of the agents in the i-th data sample.
We need to prove that there should exist a (Φi)∗ ∈ R+ to make:

p(Yi |Xi;w) =

∫ +∞

0
p(Yi |Φi,Xi;w)p(Φi|Xi;w)dΦi

=

∫ +∞

0
fw(Φi)p(Φi|Xi)dΦi

= EΦi [fw(Φi)]

= fw((Φi)∗)

= p(Yi |(Φi)∗,Xi;w).

And the existence of (Φi)∗ can be proved by proving a fact that,
when Φi ∈ R+, f(Φi) is a continuous bounded function.

As the giw can be reformulated as:

giw =
1

2
[(Yi−µw(Xi))L′w(X)][(Yi−µw(Xi))L′w(X)]T ≥ 0,

(14)

where L′w(X) is a lower triangular matrix and the equal sign
of (14) is only true when µw(Xi) is equal to Yi, but in practice,
µw(Xi) is hardly equal to Yi, which means in the training process
we have:

giw > 0. (15)

Based on (15), let si = 1
Φi , then as Φi → 0+, we have

si → +∞, so for Φi → 0+:

lim
Φi→0+

fw(Φi) = lim
si→+∞

(si)
m
2 e−sigiw

= lim
si→+∞

(m2 )!

(giw)
m
2 es

igiw
= 0 (16)

For Φi → +∞:

lim
Φi→+∞

fw(Φi) = 0 (17)

Furthermore, as the derivative of fw(Φi) is then:

f ′w(Φi) = (Φi)−
m
2 −2 · e−(Φ

i)−1giw · (giw −
m

2
Φi). (18)

According to (15), (17), (16) and (18), when we set f ′w(Φi) = 0,
we can get the maximum value of fw(Φi) is fw(

2giw
m ) ∈ R+.

On the basis of above discussions, when Φi ∈ R+, f(Φi) is a
continuous bounded function, which means the (Φi)∗ is existent.

APPENDIX B
TOY PROBLEM

B.1 Generation Details of Synthetic Datasets
For the Laplace synthetic dataset, since a random variable
x that obeys a multivariate Laplace distribution L(µ,Σ, λ)
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Fig. 11. Sample visualization of the generation of Laplace synthetic dataset.

Fig. 12. The model structure for IU Only, CU-NPE and CU in the toy problem respectively.

can be formulated as the sum of the mean µ and ε the
product of a Gaussian random variable g and an exponential
random variable Φ: x = µ + g

√
Φ, where g ∼ N(0,Σ) and

Φ ∼ p(Φ) = 1
λe
−Φ
λ . For generating the Laplace synthetic

dataset, we firstly generate 50 different two-dimensional
coordinates of four agents that move in a uniform straight
line. We denote this part of the data as µgt, and set it as
the mean of the multivariate Laplace distribution to which
the trajectories belong. Subsequently, we sample a set of
data x from a multivariate Gaussian distribution N(0,Σgt)
(where Σgt ∈ R4×4), obviously this set of data contains
the information of the covariance matrix of its distribution.
Moreover, we sample a set of Φ from p(Φ) = 1

λgt
e
− Φ
λgt . We

set g
√

Φ as ε. Finally, we add the data µgt representing the
mean value of the distribution and the data ε representing
the covariance matrix and λ information of the distribution
to get our final data x, which is x = µgt + ε. At this time,
the data x we get is equivalent to the data sampled from
the multivariate Laplace distribution L(µgt,Σgt, λgt). See
Fig. 11 for an example.

B.2 Model Structure
Fig. 12 show the model structure of IU Only, CU-NPE and
CU used in our toy problem respectively.

B.3 Metric Computation Details
`2 of µ is the average of pointwise `2 distances between
the estimated mean and the ground truth mean. `1 of Σ is
the average of pointwise `1 distances between the estimated
covariance matrix and the ground truth covariance.

KL is the KL divergence between the ground truth dis-
tribution and the estimated distribution DKL(pg(X)||pe(X)),
where pe(X) ∼ N(µpe ,Σpe) is the estimated distribution,
pg(X) ∼ N(µpg ,Σpg ) is the ground truth distribution,

Σpe ∈ Rk×k and Σpg ∈ Rk×k . For multivariate Laplace
distribution, we compute it by the following formula (19):

DKL(pg(X)||pe(X)) = pg(X)

∫
X

[log(pg(X))− log(pe(X))]dX

=
1

2
[log(

|Σpe |
|Σpg |

)−k

+ (µpg−µpe)TΣ−1pe (µpg−µpe)
+ trace{Σ−1pe Σpg}]. (19)

For multivariate Laplace distribution, as the probability
density function of it is too complicated, when we compute
the KL divergence, we firstly compute the value of pg(X)
and pe(X) for each given data sample X respectively, and
then we compute DKL(pg(X)||pe(X)) by the following for-
mula (20):

DKL(pg(X)||pe(X)) =
∑
X

pg(X)[log(pg(X))− log(pe(X))].

(20)
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