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Abstract

Learning-based multi-view stereo (MVS) has by far cen-
tered around 3D convolution on cost volumes. Due to the
high computation and memory consumption of 3D CNN,
the resolution of output depth is often considerably limited.
Different from most existing works dedicated to adaptive re-
finement of cost volumes, we opt to directly optimize the
depth value along each camera ray, mimicking the range
(depth) finding of a laser scanner. This reduces the MVS
problem to ray-based depth optimization which is much
more light-weight than full cost volume optimization. In
particular, we propose RayMVSNet which learns sequen-
tial prediction of a 1D implicit field along each camera ray
with the zero-crossing point indicating scene depth. This
sequential modeling, conducted based on transformer fea-
tures, essentially learns the epipolar line search in tradi-
tional multi-view stereo. We also devise a multi-task learn-
ing for better optimization convergence and depth accuracy.
Our method ranks top on both the DTU and the Tanks &
Temples datasets over all previous learning-based methods,
achieving overall reconstruction score of 0.33mm on DTU
and f-score of 59.48% on Tanks & Temples.

1. Introduction

Learning-based multi-view stereo has gained a surge of
attention recently since the seminal work of MVSNet [42].
The core idea of MVSNet and many followup works is to
construct a 3D cost volume in the frustum of the reference
view through warping the image features of several source
views onto a set of fronto-parallel sweeping planes at hy-
pothesized depths. 3D convolutions are then conducted on
the cost volume to extract 3D geometric features and regress
the final depth map of the reference view.

Most existing methods are limited to low-resolution cost
volume since 3D CNN is generally computation and mem-
ory consuming. Several recent works proposed to upsample
or refine cost volume aiming at increasing the resolution of
output depth maps [8, 13,41]. Such refinement, however,
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Figure 1. RayMVSNet performs multi-view stereo via predict-
ing 1D implicit fields on a camera ray basis. The sequential pre-
diction of 1D field is light-weight and the monotonicity of ray-
based distance field around surface-crossing points facilitates ro-
bust learning, leading to more accurate depth estimation than the
purely cost-volume-based baselines such as MVSNet [42].

still needs to trade off between depth and spatial (image)
resolutions. For example, CasMVSNet [13] opts to narrow
down the range of depth hypothesis to allow high-res depth
estimation, matching the spatial resolution of input RGB.
3D convolution is then naturally confined within the narrow
band, thus degrading the efficacy of 3D feature learning.

In fact, depth map is view-dependent although cost vol-
ume is not. Since the target is depth map, refining the cost
volume seems neither economic nor necessary. There could
be a large portion of the cost volume invisible to the view
point. In this work, we advocate direct optimizing the depth
value along each camera ray, mimicking the range (depth)
finding of a laser scanner. This allows us to convert the
MYVS problem into ray-based depth optimization which is,
individually, a much more light-weight task than full cost
volume optimization. We formulate the “range finding” of
each camera ray as learning a 1D implicit field along the ray
whose zero-crossing point indicates the scene depth along
that ray (Figure 1). To do so, we propose RayMVSNet
which learns sequential modeling of multi-view features
along camera rays based on recurrent neural networks.

Technically, we propose two critical designs to facilitate
learning accurate ray-based 1D implicit fields. Firstly, the
sequential prediction of 1D implicit field along a camera
ray is essentially conducting an epipolar line search [2] for



cross-view feature matching whose optimum corresponds
to the point of ray-surface intersection. To learn this line
search, we propose Epipolar Transformer. Given a camera
ray of the reference view, it learns the matching correlation
of the pixel-wise 2D features of each source view based on
attention mechanism. The transformer features of all views,
together with (low-res) cost volume features, are then con-
catenated and fed into an LSTM [15] for implicit field re-
gression. Figure 3 visualizes how epipolar transformer se-
lects reliable matching features from different views.

Secondly, we confine the sequential modeling for each
camera ray within a fixed-length range centered around the
hypothesized surface-crossing point given by the vanilla
MVSNet. This makes the output 1D implicit field along
each ray monotonous, which is normalized to [—1, 1]. Such
restriction and normalization lead to significant reduction of
learning complexity and improvement of result quality. We
devise two learning tasks: 1) sequential prediction of signed
distance at a sequence of points sampled in the fixed-length
range and 2) regression of the zero-crossing position on the
ray. A carefully designed loss function correlates the two
tasks. Such multi-task learning approach yields highly ac-
curate estimation of per-ray surface-crossing points.

Learning view-dependent implicit fields has been well-
exploited in neural radiance fields (NeRF) [25] with great
success. Recently, NeRF was combined with MVSNet for
better generality [4]. Albeit sharing conceptual similarity,
our work is a completely different from NeRF. First, NeRF
(including MVSNeRF [4]) is designed for novel view syn-
thesis, a different task from MVS. Second, the radiance field
in NeRF is defined and learned in continuous 3D space and
camera rays are used only in the volume rendering stage. In
our RayMVSNet, on the other hand, we explicitly learn 1D
implicit fields on a camera ray basis.

RayMVSNet ranks top on both the DTU and the Tanks
& Temples datasets over all learning-based methods. It
achieves overall reconstruction score of 0.33mm on DTU,
and f-score of 59.48% on Tanks & Temples. Notably, since
all rays share weights for the LSTM and the epipolar trans-
former, the RayMVSNet model is light weight. Moreover,
the computation for each ray is highly parallelizable.

Our work makes the following contributions:

* A novel formulation of deep MVS as learning ray-
based 1D implicit fields.

* An epipolar transformer designed to learn cross-view
feature correlation with attention mechanism.

* A multi-task learning approach to sequential modeling
and prediction of 1D implicit fields based on LSTM.

* A challenging test set focusing on regions with specu-
lar reflection, shadow or occlusion based on the DTU
dataset [1] and associated extensive evaluations.

2. Related Work

Learning-based MVS. Recent advances have made re-
markable progress on learning-based MVS. Hartmann et
al. [14] first propose to learn the multi-patch similarity
from two views by a Siamese convolutional network. Sur-
faceNet [18] and DeepMVS [16] warp the multi-view im-
ages into the 3D cost volume and adopt 3D neural networks
to estimate the geometry. MVSNet [42] proposes a dif-
ferentiable homography and leverages 3D cost volume in
a learning pipeline. MVSNet aggregates contextual infor-
mation by a 3D convolutional network. However, the high
computation and memory consumption restrict the output
depth resolution, limiting its scalability in large scenes.

To reduce the requirements, many follow-up works have
been developed. R-MVSNet [43] proposes to regularize
the 2D cost maps along the depth direction so the memory
consumption could be greatly reduced. Point-MVSNet [5]
first computes the coarse depth with a low-resolution cost
volume and then uses a point-based refinement network to
generate the high-resolution depth map. CasMVSNet [13]
adopts a cascade cost volume to gradually narrow the depth
range and increase the cost volume resolution. Similar
ideas are later explored to reduce the memory cost of 3D
convolutions and/or increase the depth quality, such as
coarse-to-fine depth optimization [8, 23,37, 38, 40,41, 47],
attention-based feature aggregation [22, 36, 46, 50], and
patch matching-based method [21,35]. Unlike these works,
RayMVSNet optimizes the depth on each camera viewing
ray instead of the 3D volume, which is more light-weight.

Multi-view feature aggregation is one of the most cru-
cial components in learning-based MVS. Previous works
adopted various solutions to learn mutual correlations [51],
avoiding the influences of incorrect matches caused by oc-
clusion. Popular solutions include the visibility-based ag-
gregation [6, 48], the attention-based aggregation [36, 45],
etc. RayMVSNet follows the attention-based aggregation
route. Nevertheless, it learns feature aggregation at each 3D
point, instead of the entire image or volume, thus greatly re-
ducing the memory consumption.

Learning Implicit Representation. Many works have at-
tempted learning shape representation based on implicit
fields. Implicit field shows promising results on facilitating
a variety number of problems, such as shape reconstruc-
tion [9, 26,49, 52] and rendering [25, 32]. DeepSDF [28]
proposes to predict the magnitude of 3D point to indicate
the distance to the surface boundary and a sign to deter-
mine whether the point is inside or outside of the shape.
IM-Net [7] and Occupancy Network [24] learn the implicit
fields to estimate the point-wise occupancy probability with
a binary classifier. To improve the effectiveness and gener-
alization on complex scenes, latest studies propose to en-
hance implicit field by introducing extra inputs [29, 39],
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Figure 2. Method overview. Given multiple overlapping RGB images, the multi-view image features are extracted by a 2D U-Net. The
coarse depth map is then estimated by a coarse 3D cost volume. 2D multi-view image features are then correlated and aggregated by
epipolar transformer. At last, the 1D implicit field is learnt on each camera viewing ray to simultaneously estimate the SDF of the sampled

points and the location of the zero-crossing point.

adopting advanced learning techniques [10,27,31,33] and
decomposing the scene into local regions [3, 12, 19, 32].
NeRF [25] represents complex scene by learning a view-
dependent implicit neural radiance field, achieving high-
resolution realistic novel view synthesis.

3. Method

Overview. RayMVSNet estimates the depth maps from
multiple overlapping RGB images. Similar to [42], at each
time, it takes one reference image /; and N — 1 source im-
ages {I;}2 as input, and infers the depth map of the ref-
erence image. RayMVSNet starts from building a light-
weight 3D cost volume and estimating a coarse depth map
(Sec. 3.1). Then, epipolar transformer is proposed to learn
the matching correlation of the pixel-wise 2D features of
each view using attention mechanism (Sec. 3.2). The trans-
formed features are fed into the 1D implicit field, imple-
mented by an LSTM, along each camera viewing ray to es-
timate the signed distance functions (SDFs) of the hypothe-
sized points as well as the zero-crossing position (Sec. 3.3).
The method overview is illustrated in Figure 2.

3.1. 3D Cost Volume and Coarse Depth Prediction

We first feed the multi-view images {I; }?¥ to a 2D U-Net
to extract image features {F!}¥. The width and height of
the image features are the same to those of the input images.
Hence, {F}#¥ preserve the fine appearance feature of local
details, facilitating the high-resolution depth estimation. By
leveraging the 2D multi-view image features and the cam-
era parameters, we build a variance-based 3D cost volume
V', and extract the 3D volumetric features FV via a 3D U-
Net [42]. Since 3D convolution is memory-consuming, the

resolution of V' in our work is set to be smaller than that in
the previous works [8, 13,41]. The coarse depth maps are
estimated from the 3D volumetric features, which are then
used for determining the modeling range of the ray-based
1D implicit fields.

3.2. Epipolar Transformer

We cast a set of rays R = {r;}} from the camera’s
viewing direction of the reference image, where M is the
number of pixels in the reference image. Our goal is to esti-
mate the location of the zero-crossing point on each ray, so
we can obtain the depth map of the reference view. Com-
pared to methods that estimate depth on the 3D cost vol-
ume, the ray-based method maintains the following advan-
tages. First, since the depth map is view-dependent, ray-
based depth optimization is more straightforward and light-
weight. Second, all the ray-based 1D implicit fields share an
identical spatial property, i.e. the monotonicity of the SDFs
along the ray direction. As a result, the learning would be
simplified and well regularized, leading to efficient network
training and more accurate results.

Zero-crossing hypothesis sampling. We perform a point
sampling to generate the zero-crossing point hypothesis on
each ray. Ideally, one could generate as many points as pos-
sible on each ray. However, most of the points are far from
the surface, providing less informative information for the
depth estimation. To facilitate efficient training, as shown
in Figure 4 (a), we adopt the coarse depth map predicted in
sec. 3.1 and uniformly sample K points P = {p; }4¢ on the
ray in the range of 4 around the estimated coarse depth.
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Figure 3. Effects of epipolar transformer. Given a point in the
reference image, epipolar transformer automatically selects reli-
able matching feature on the epipolar line of the source image.
Note that it finds the matching feature correctly despite the influ-
ences of light changing (top row) and specular reflection (bottom
row). The visualized point-pair correlations are deduced from the
Softmax(QKT™) in Formulation 1.

Attention-aware cross-view feature correlation. The
next step is to aggregate feature for the hypothesized points
based on the multi-view image features. A naive way to
achieve this is to fetch the features from multi-view images
based on the view projection, and take the variance. How-
ever, image feature could be easily influenced by image de-
fects, such as specular reflection and light changing. Naive
variance considers all image features equally, which might
incur unreliable features and provide incorrect cross-view
feature correlation. To alleviate this problem, we propose
Epipolar Transformer to learn cross-view feature correla-
tion with attention mechanism (Figure 4 b).

To be specific, the network architecture of epipolar trans-
former contains four self-attention layers, each followed by
two AddNorm layers and one feed-forward layer. Suppose
X = Concat(F{ , ..., FJIV7P), where Concat(-) is the con-
catenation operation, {Ffp}{v are the fetched multi-view
image features at 3D point p. The self-attention layer of
epipolar transformer is:

S = SelfAttention(Q, K, V) = Softmax(QK”)V, (1)

where Q = XWQ K = XWK, V = XWV are the
query vector, the key vector and the value vector respec-
tively. WQ, WK, WV are the learned weights. Exam-
ples to demonstrate the effects of first self-attention layer
in epipolar transformer are visualized in Figure 3. The
AddNorm layer of epipolar transformer is:

Z = AddNorm(X) = LayerNorm(X + S), 2)

where LayerNorm(-) is the layer normalization operation.
The output of epipolar transformer is the attention-aware
denoised multi-view feature F,} = {F{,, ..., F§ }.

To further improve the feature quality, we concatenate

the attention-aware feature with the 3D volume feature FZ‘,/

Coarse depth | Ground-truth depth

Source image Source image

Reference image
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Figure 4. (a) The hypothesized points are sampled around the pre-
dicted coarse depth to narrow down the search space of the zero-
crossing position. (b) Epipolar transformer learns the matching
correlation of the pixel-wise 2D features and aggregates these fea-
tures using an attention mechanism.

fetched from the 3D cost volume processed in Sec. 3.1:

F, = Concat(F}, ,,F7 ,,F{, F}). 3)
where F} , and F2 | are the mean and variation of the ele-
ments in F7! [17,42]. F{' is the attention-aware feature at

3D point p in the reference image.
3.3. Ray-based 1D Implicit Field

LSTM vs. alternative. Given the features of the hypoth-
esized points, the ray-based 1D implicit fields are learned
with an LSTM [15]. Crucially, we leverage two attributes
of LSTM. First, the mechanism of sequential processing in-
herently facilitates the learning of the SDF monotonicity
along the ray direction. Second, the property of time in-
variance increases the network robustness by allowing the
Zero-crossing position to appear at any place (time-step) on
the ray. An alternative to performing sequential inference is
to use transformer [34]. However, we experimentally found
that replacing LSTM with transformer would not make the
performance improve (see Table 3).

Network architecture. The network architecture of the
1D implicit field is shown in Figure 5. The LSTM first
aggregates the hypothesized points sequentially, and gen-
erates the ray feature cy. Specifically, the formulations of
an LSTM unit at time-step k are:

z = tanh(W[Fy, hx_1] + b),

z/ = o(W/[F, hy_1] +b),
z" = o(W"[Fy, hy_1] +0"),
z° = o(W°[Fy, hi_1] + b°),

ce =2z ocr_1 +z" oz,

)

hy, = z° o tanh(cy),

where F; is the feature of point pg, hy and hg_; are the
hidden state of point p; and p_; respectively, z is the cell
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Figure 5. Network architecture of the ray-based 1D implicit field.
The hypothesized points are fed into an LSTM sequentially, to es-
timate the position of the zero-crossing point as well as the SDFs.

input activation vector, z7 is the activation vector of the for-
get gate, z" is the activation vector of the update gate, z° is
the activation vector of the output gate, ¢ is the cell state
vector, W, W/, W, W are the weight matrices, b, o,
b*, b° are the weight vectors, o is the element-wise multi-
plication. The LSTM is initialized with cg = 0 and hg = 0.

For each hypothesized point pg, we use the ray feature
ck, the point-wise feature F; and its depth value dj (in-
dicating the location on the ray) to estimate its SDF sy,
using an MLP. Instead of using the true depth value dy,
and estimating the true SDF s, we use the normalized
depth value d, = k/K € [0,1] and the normalized SDF
Sk = Sk/Smaz € [—1,1], where $,,4, is the maximal ab-
solute SDF value on the ray. Such normalization leads to
a significant reduction of learning complexity and improve-
ment of the result quality. The formulation of the SDF pre-
diction is:

5% = MLP;([cx, F, dx]). 5)

The above network predicts the SDFs of the hypothe-
sized points on the ray. However, post-processing, e.g. ray
casting, is still needed to find the zero-cross position. We
extend our method to estimate the zero-cross position ex-
plicitly with another MLP. Taking the ray feature cx as in-
put, the MLP predicts the zero-crossing location { € [0, 1]
on the ray in the normalized 1D coordinate:

I = MLP;(ck). (6)

Loss functions. We adopt a multi-task learning strategy
to optimize RayMVSNet. The two tasks, i.e. SDF estima-
tion and zero-crossing position estimation, are inherently
relevant and could reinforce each other by optimizing the
following loss:

L= ws[«s + wlﬁl + wSl£Sl7 (7)

where L and £; are the loss of the SDF estimation and the
zero-crossing location estimation, respectively:

PatchMatchNet Ours

CasMVSNet

Figure 6. Visual comparison of the reconstructed point cloud by
RayMVSNet and the baselines. Please pay attention to the results
of the challenging areas highlighted in the figures.
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where ), and [ are the ground-truth, L1 (-) denotes the L1
loss function. L is a relational loss that penalizes the in-
consistency between the predicted SDFs and the predicted
Zero-crossing position:
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where s} and s%’ are the predicted SDF of the closest two
sampled points around the predicted zero-crossing position
on the ray. wg, w;, wg; are the pre-defined weights.

3.4. Implementations

We provide implementation details of the training and
inference. At each time, RayMVSNet takes several images
with input image size 640 x 512. The output feature size
is 640 x 512 x 8 . The 2D U-Net consists of 6 convolu-
tional layers and 6 deconvolutional layers, each followed
by a batch normalization layer and a ReLU layer, except for
the last ones. The 3D cost volume is fed into a 3D U-Net
which consists of three 3D convolutional layers and three
3D deconvolutional layers. On each ray, the number of hy-
pothesized points K is 16. Range of point sampling 9 is
20mm for DTU and 100mm for Tanks & Temples. The
feature fetching from images and volume are achieved by
using bilinear interpolation and trilinear interpolation, re-
spectively. The hidden dimension of z,z/,z* z°, c;, hy
are 50. MLP; and MLP;, both contain 4 fully-convolutional
layers. The weights ws, w;, wg of multi-task learning loss
function are 0.1, 0.8, 0.1, respectively. Epipolar transformer
and the LSTM are jointly trained. We use Adam optimizer
with initial learning rate 0.0005 which is decreased by 0.9
for every 2 epochs. The training takes 48 hours. The infer-
ence time is about 2 seconds. We filter and fuse the depth
maps to produce 3D point cloud like previous work [42].



4. Results and Evaluation

Datasets. We train and test RayMVSNet on the DTU
dataset [1]. The DTU dataset contains 79 training scans
and 22 testing scans, all captured under changing light-
ing conditions. Since DTU did not provide SDF annota-
tions, we densely generate the point-wise SDFs using the
reconstructed surfaces [28,42]. Besides, three challenging
test subsets focusing on regions with Specular reflection,
Shadow and Occlusion are created from the DTU test set.
These regions are manually annotated and are designed for
evaluating the method performance on challenging cases.
Please refer to the supplemental material for the subsets de-
tails. To evaluate the generality, we test RayMVSNet on
Tanks & Temples [20] which contains large-scale complex
scenes, using the trained model on DTU without any fine-
tuning. BlendedMVS [44] is another large-scale dataset con-
sists of various complex scenes. We provide qualitative re-
sults on BlendedMVS to show the scalability of our method.

4.1. Performance on DTU

Evaluation on point cloud. To evaluate the proposed
method on DTU, we compare Accuracy and Completeness
of the reconstructed point cloud using the distance met-
ric in [1]. The quantitative results are shown in Table
1. Tt shows that our method not only produces compet-
itive results in terms of Accuracy and Completeness, but
also achieves the state-of-the-art Overall performance. This
demonstrates the effectiveness of RayMVSNet, especially
on balancing the trade-off between Accuracy and Complete-
ness. The qualitative comparisons are visualized in Figure
6. It is shown that our method achieves high-quality re-
construction in various scenarios. In particular, our method
outperforms the baselines in scenes with textureless regions,
heavy occlusion, and complex geometry.

Table 1. Quantitative results on the DTU dataset. We compare all
methods using the distance metric [1]. The numbers are reported
in mm (lower is better).

Method Accuracy Completeness Overall
Gipuma [11] 0.283 0.873 0.578
MVSNet [42] 0.396 0.527 0.462

R-MVSNet [43] 0.383 0.452 0.417
CIDER [38] 0.417 0.437 0.427
P-MVSNet [21] 0.406 0.434 0.420
Point-MVSNet [5] 0.342 0.411 0.376
Fast-MVSNet [47] 0.336 0.403 0.370
Att-MVSNet [22] 0.383 0.329 0.356
CasMVSNet [13] 0.325 0.385 0.355
CVP-MVSNet [41] 0.296 0.406 0.351
PatchmatchNet [35] 0.427 0.277 0.352
UCS-Net [8] 0.338 0.349 0.344
AACVP-MVSNet [46] 0.357 0.326 0.341
U-MVS [37] 0.354 0.353 0.354
Ours 0.341 (6th) 0.319 (2nd) 0.330 (1st)

Reference MVSNet CasMVSNet i UCS-Net Ours

Figure 7. Visual comparison of the estimated depth map by
RayMVSNet and the baselines.
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Figure 8. Quantitative comparisons on the depth map prediction of
the whole DTU test set (a) and the challenging test subsets: Spec-
ular reflection (b), Shadow (c) and Occlusion (d). The percentage
(Y-axis) represents the ratio of the pixels whose depth prediction
error is smaller than the specific error thresholds (X-axis).

Evaluation on depth map. To further demonstrate our
advantage, we compare RayMVSNet with existing works,
in terms of the predicted depth map. The quantitative com-
parisons on the whole DTU test set (Figure 8 a) and the chal-
lenging subsets (Figure 8 b-d) are reported. The percentage
(Y-axis) represents the ratio of the pixels whose depth pre-
diction error is smaller than the specific error thresholds (X-
axis). Higher percentages represent better performances. It
is clear that our method outperforms all the baselines in all
error thresholds. Crucially, our method is more general and
robust in challenging cases as shown in Figure 7, thanks to
the prior learnt from the ray-based 1D implicit field.

4.2. Performance on Tanks & Temples

We compare our method with the baselines on Tanks &
Temples. Following the protocol of previous work [13],
we use the network trained on DTU. F-score is the evalu-
ation metric. The quantitative results are shown in Table
2. Our method achieves the best performance, demonstrat-
ing the generality of epipolar transformer and ray-based 1D
implicit field on large-scale scenes.



Table 2. Quantitative results on the Tanks & temples dataset. We use the f-score as the evaluation metric (higher is better).

Method Family Francis Horse Light house M60 Panther Playground  Train Mean
MVSNet [42] 55.99 28.55 25.07 50.79 53.96 50.86 47.90 34.69 43.48
R-MVSNet [43] 69.96 46.65 32.59 42.95 51.88 48.80 52.00 42.38 48.40
PVA-MVSNet [45] 69.36 46.80 46.01 55.74 57.23 54.75 56.70 49.06 54.46
CVP-MVSNet [41] 76.50 47.74 36.34 55.12 57.28 54.28 57.43 47.54 54.03
CasMVSNet [13] 76.37 58.45 46.26 55.81 56.11 54.06 58.18 49.51 56.84
UCS-Net [8] 76.09 53.16 43.03 54.00 55.60 51.49 57.38 47.89 54.83
D2HC-RMVSNet [40] 74.69 56.04 49.42 60.08 59.81 59.61 60.04 53.92 59.20
U-MVS [37] 76.49 60.04 49.20 55.52 55.33 51.22 56.77 52.63 57.15
Ours 78.55 61.93 45.48 57.59 61.00 59.78 59.19 52.32 59.48
Table 3. Ablation studies. The performance under distance metric E—— p T—— Predicted depth
is reported (lower is better). - W |5 [z~ Ground-truth deptn
Method Accuracy  Completeness  Overall R ‘ % s %
w/o epipolar transformer 0.347 0.339 0.343
X PEE—— |, —
w/o 2D image feature 0.345 0.352 0.348 Ef o |2
w/o 3D volume feature 0.434 0.322 0.378 % . %
vis-max feature aggregation 0.345 0.331 0.338 h | %‘ — g
Global implicit field 0.573 0.642 0.608 il
Ray with Transformer 0.339 0.343 0.341 (a) No SDF prediction  (b) The full method (c) Scene
Ray with average pooling 0.356 0.406 0.381 . . . L
Ray with max pooling 0.466 0.383 0.424 Figure 9. .Mld-layer .feature map t-SNE visualization of the w/o
wlo SDF prediction 0.354 0.330 0.342 SDF prediction baseline (a) and the full method (b) for the green
segment marked in the scenes in (c).
Ours 0.341 0.319 0.330
frustum by using an MLP. The depth map is then gener-
4.3. Ablation Study ated by a ray-casting algorithm from the predicted SDFs.

In Table 3, we conduct ablation studies to quantify the
efficacy of several crucial components in RayMVSNet.

Feature aggregation. The cross-view feature aggregation
is a key component of RayMVSNet. To evaluate the impor-
tance, we compare the full method to several baselines with-
out some specific component: w/o epipolar transformer,
w/o 2D image feature and w/o 3D volume feature. It clearly
shows that all these baselines make the performance de-
cline. It is worth noting that w/o epipolar transformer
achieves a lower completeness score, indicating epipolar
transformer could make the reconstruction complete by pro-
viding more reliable cross-view correlations. We also com-
pare our epipolar transformer to other multi-view feature
aggregation method. In the experiment of vis-max feature
aggregation, we replace the epipolar transformer with the
visibility-aware max-pooling feature aggregation [6]. The
result indicates epipolar transformer is a better solution.

Global implicit field. Our method learns the local 1D im-
plicit field by splitting the scene into a bunch of rays. To
show its necessity, a straightforward baseline is to learn a
global implicit field in the reference frustum directly, such
that there is no ray-based representation. This baseline
adopts the same cross-view feature aggregation as the full
method, and predicts the SDF of all points in the reference

Unsurprisingly, experiments show this network is hard to
converge and leads to low quantitative performance, which
suggests that the ray-based 1D implicit field indeed simpli-
fies the learning and is suitable to the MVS problem.

Other ray-based implicit field models. In order to reveal
the need of the proposed LSTM, we compare our method
against several baselines with alternative models of process-
ing sequential data. To be specific, we study the effects
of replacing the LSTM with average pooling, max pooling,
and Transformer [34], respectively. The Ray with average
pooling and the Ray with max pooling baselines aggregate
ray feature by average pooling and max pooling over all
sampled points, respectively. The aggregated features are
then used to predict the zero-crossing location. The point-
wise SDF predictions are also performed as an auxiliary
task. The result shows that our method outperforms all the
baselines. In particular, the performance drops significantly
with the Ray with average pooling and the Ray with max
pooling, implying that the modeling of ray-based 1D im-
plicit field is a non-trivial task. The Ray with Transformer
is inferior to the full method, in terms of the Overall score,
confirming that LSTM is more appropriate to our problem.

No SDF prediction. The SDF prediction is an auxiliary
task in RayMVSNet. We demonstrate its influence by turn-
ing it off and comparing to the full method. The perfor-



Figure 10. Gallery of the reconstructed point cloud on Tanks & temples (top row), BlendedMVS (middle row) and DTU (bottom row).
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Figure 11. Sensitivity to coarse depth quality. The percentage of
pixel-wise depth predictions whose error is smaller than 1mm (a)
and the overall score of point cloud reconstruction (b) are reported.

mance of w/o SDF prediction baseline is inferior to the full
method, demonstrating the joint training of SDF prediction
and zero-crossing position prediction is indeed helpful, due
to the extra supervision of SDF. Examples are visualized in
Figure 9 which compares the mid-layer features of the full
model and the baseline without SDF prediction. We can
see that the mid-layer features of the full method, with SDF
supervision, maintain a better monotonicity along the ray
direction, resulting in more accurate predictions.

4.4. Sensitivity to coarse depth quality

We show our RayMVSNet is robust to the incorrectness
of coarse depth prediction with a pressure test. In the exper-
iment, we add Gaussian noise to the predicted coarse depth
maps, during both the training and testing phases. We report
the performance of the depth map prediction and the point
cloud reconstruction on DTU. Figure 11 shows RayMVS-
Net is robust to moderate perturbation (noise standard de-
viation < 0.4mm). It is interesting to see that the quality
of depth map prediction slightly increases when moderate
noise is added. This demonstrates that data augmentation

such as modest perturbation to coarse depth is helpful for
training a more generalizable RayMVSNet.

4.5. Qualitative results

We visualize the qualitative results of RayMVSNet on
several datasets in Figure 10. Note that RayMVSNet is able
to reconstruct large-scale scenes with fine-grained geometry
details, such as the highlighted regions.

5. Conclusion

We have presented RayMVSNet, which learns to directly
optimize the depth value along each camera ray. An epipo-
lar transformer is designed to enable sequential modeling
of 1D ray-based implicit fields, which essentially mimics
the epipolar line search in traditional MVS. The ray-based
approach demonstrates significant performance boost with
only a low-res cost volume. An interesting future direction
is to further enhance the ray-based deep MVS approach so
that cost volume convolution could be completely saved.
In most deep MVS works, 3D point cloud is recovered
from the estimated depth map as a post-processing. We
would like to study end-to-end optimization of 3D point
clouds [30].
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