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Abstract—Digital images are vulnerable to nefarious tampering attacks such as content addition or removal that severely alter the
original meaning. It is somehow like a person without protection that is open to various kinds of viruses. Image immunization (Imuge) is
a technology of protecting the images by introducing trivial perturbation, so that the protected images are immune to the viruses in that
the tampered contents can be auto-recovered. This paper presents Imuge+, an enhanced scheme for image immunization. By
observing the invertible relationship between image immunization and the corresponding self-recovery, we employ an invertible neural
network to jointly learn image immunization and recovery respectively in the forward and backward pass. We also introduce an efficient
attack layer that involves both malicious tamper and benign image post-processing, where a novel distillation-based JPEG simulator is
proposed for improved JPEG robustness. Our method achieves promising results in real-world tests where experiments show accurate
tamper localization as well as high-fidelity content recovery. Additionally, we show superior performance on tamper localization
compared to state-of-the-art schemes based on passive forensics.

Index Terms—Image tamper localization; Image immunization; Image recovery; Steganography; Robustness
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1 INTRODUCTION

D IGITAL images have largely replaced conventional
photographs from all walks of life. The Online Social

Network (OSN) platforms like Instagram and Twitter are
designed to amplify the power of image sharing, where
users create, curate, and share unique images that spark
conversation and speak for themselves. However, digital
images can hardly enjoy the credibility of their conventional
counterparts. The rapid advancements in digital image pro-
cessing tools have made it extremely easy to edit images
for free, and the modified images can be shared in seconds
with social networking services. Although most common
image editing in life is benign and unprofitable, maliciously
fabricated images can be utilized as a supplement to fake
news or criminal investigation to potentially influence pub-
lic opinion. For example, a critical object can be replaced
with an image patch from the same image, which is known
as the copy-move attack. Or a non-existing object can be added
to the scene, which is known as the splicing attack . Further-
more, image inpainting techniques [7], [11] have facilitated
the removal of unwanted regions without introducing no-
ticeable artifacts. What’s worse, the readers are susceptible
to well-crafted fake images and they might further circulate
these fake images. In that sense, digital images are like people
without protection yet open to a variety of attacks in the
wild, and the social networks will be paralyzed if crowded
with sick people.

Image tamper localization has aroused extensive re-
search interest to combat forged images and the security
threats mentioned above. The research of fake image foren-
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sics is to distinguish tampered images, or sick images, from
non-tampered images, or healthy images. The technology is
of considerable significance either for academia or industry.
With the emergence of deep learning, the capability of image
forgery detection is strengthened to a great extent [44],
[94], [118]. These schemes are largely built upon detecting
noise-level manipulation, where the main component of the
images is usually suppressed and the edge information as
well as the noise distribution are studied for trace detection.
However, the gains fail to meet the expectation in that it is
hard to build a universal image tamper detection scheme,
considering the enormous ways of image tampering in the
wild. In addition, these methods are often less effective on
compressed or low-resolution images. Besides, none of the
off-the-shelf image tamper detection methods are equipped
with self-recovery ability. Once the images are manipulated,
it is hard for current techniques to reproduce the original
contents. However, barely knowing the tampered regions
cannot provide adequate information for image forensics. It
is usually hard to infer the intention of the attacks without
the reference to the ground-truth image, the intention of
the editing, for example, how to distinguish benign image
beautification from malicious attacks.

Image immunization is a novel technology for protecting
digital images by making them immune to malicious attacks,
or the viruses. If the immunized images are manipulated
during image sharing on the OSNs, the tampered con-
tents can be auto-recovered at the recipient’s side without
reference to any off-the-shelf image forgery detection or
image reconstruction schemes. To enable immunization, the
image owner is only required to embed some imperceptible
perturbations into the image and uploads the immunized
version instead of the original one. Since the embedding is
trivial, the normal use of the targeted image is not affected,
whereas the hidden information can resist common image
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Fig. 1. Two examples of image tamper localization and content recovery by Imuge+. Image immunization transforms the unprotected digital
images into immunized versions where the residual is close to imperceptible. Malicious attacker deliberately tampers some of the contents and
propagates the forged images in order to mislead the audience. Imuge+ localizes the tampered region and successfully recovers the images.

processing attacks and help the recipient localize the tamper
and recover the original image faithfully. Image immuniza-
tion is originally proposed and implemented by a deep-
network-based framework named Imuge in our conference
paper [74] where we individually employ three networks for
image self-embedding, tamper localization and image self-
recovery. An attack layer is also proposed to simulate both
tampering attacks and image benign processing attacks for
robustness training. Nevertheless, there are still many issues
to be solved in Imuge. For example, when the critical com-
ponents of an immunized image are removed, only a blurry
and approximate version of them can be reconstructed by
Imuge. Besides, the localization accuracy is not satisfactory
due to the poor generalization of robustness. Thirdly, Imuge
cannot resist image inpainting attacks. It motivates us to
develop an improved scheme for image immunization that
can be applied on a wilder range of images.

In this paper, we present an enhanced scheme denoted
as Imuge+ for image immunization. We introduce triv-
ial perturbation into the original image as immunization
and blindly reconstruct the original contents in addition
to tamper localization. The network is trained by multi-
task learning and contains three modules. The first one is
to keep the immunized image consistent with the original
image, where the introduced perturbation is impercepti-
ble. The second one is tamper localization by classifying
whether a pixel is altered or not. And the third is image
self-recovery to encourage the recovered image to resem-
ble the original image. Observing the invertible nature be-
tween image immunization and self-recovery, we employ a
normalizing-flow-based generator that jointly learns image
immunization and self-recovery within a single network.
The forward pass transforms an original image as well as
its edge map into the corresponding immunized version.
On receiving the attacked image, we use a localizer to
determine the tampered areas by predicting the tamper
mask, and in the backward pass of the generator, the hid-
den perturbation is transformed into information and we
recover the original image as well as the edge map. Three
most typical malicious attacks are simulated for effective
network training, e.g., copy-move and splicing, and benign
attacks (rescaling, blurring). Furthermore, considering that

most attackers deliberately hide their behavior by image
filtering or compression, we also concatenate tamper simu-
lation with image post-processing simulation, where a novel
knowledge-distillation-based JPEG generator (KD-JPEG) is
developed for enhanced JPEG robustness.

We showcase two examples of our scheme in Fig. 1
where some crucial contents containing semantic infor-
mation in the two protected images are removed by the
malicious attacker. The recipient gets the JPEG-compressed
tampered images and successfully retrieves the missing
contents. Therefore, the recipient can identify the fake im-
ages and accordingly block their spreading. We test our
scheme by introducing human-participated hybrid digital
attacks, including copy-moving, splicing, inpainting and
post-processing. The results demonstrate that our scheme
can recover the tampered contents with high quality and
fidelity. Compared with Imuge [74], Imuge+ can combat
more kinds of attacks such as copy-move and inpainting,
where more details can be well preserved. Additionally, we
show the effectiveness of tamper detection of Imuge+ by
comparison with some state-of-the-art passive-based image
forensics schemes.

This paper is an extended version of our conference
paper [74]. We make the following new contributions:

1) We propose a tailored network named Imuge+ for
image immunization, which reconstructs the orig-
inal contents if the immunized images are manip-
ulated. We develop the scheme upon viewing the
image immunization and recovery processes as a
pair of inverse problem.

2) We tempt to address the blurry result issue and
the poor performance issue over JPEG compression
by proposing a novel knowledge-distillation-based
JPEG simulator as well as tampering-based data
augmentation.

3) We have conducted comprehensive experiments to
prove that our network design and training mech-
anisms remarkably improves the overall perfor-
mance of image immunization, both in the quality
of the recovered image and the accuracy of image
tampering localization.
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2 RELATED WORKS

In this section, we review the related works of Imuge+,
namely, image protection using steganography, passive im-
age tampering localization and image immunization.

2.1 Image Protection using Steganography

Image steganography aims at hiding secret information into
the host images so that the recipient can extract the hidden
message for covert communication. In the past decades,
many steganography-based schemes for image protection
have been proposed, where the extracted secret information
is utilized for image tampering localization and fragile self-
recovery. For example, He et al. [85] and Zhang et al. [87]
respectively embed the Discrete Cosine Transform (DCT)
coefficients and the Most Significant Bits (MSB), which is a
compressed version of the image, into the Least Significant
Bits (LSB). Zhang et al. [88] proposes to embed into the
image blocks check-bits and reference-bits, where the former
identifies the tampered blocks and the latter can exactly
reconstruct the original image. After that, Zhang et al. [90]
proposes a reference sharing mechanism, in which the wa-
termark to be embedded is a reference derived from the
principal content in different regions and shared by these
regions for content recovery. Later, Zhang et al. [91] pro-
poses a watermarking scheme with flexible recovery quality.
If the amount of extracted data in the areas without tam-
pering is not enough, the method employs a compressive
sensing technique to retrieve the coefficients by exploiting
the sparseness in the DCT domain. Besides, Korus et al. [89]
theoretically analyzes the reconstruction performance with
the use of communication theory.

Some works use steganography to prevent the images
from being manipulated by generative models. Khachaturov
et al. [72] proposes an adversarial method to attack in-
painting systems by forcing them to work abnormally on
the targeted images. Similarly, Yin et al [73] proposes a
defensive method based on data hiding to defeat Super-
Resolution (SR) models. The hidden information mainly
resides in higher-band details of the targeted images, which
are often analyzed or augmented by many schemes that
employ deep networks for image restoration.

Though promising in the presented results, these meth-
ods are all fragile and typical image attacks on the modified
images can significantly weaken the performance. Besides,
the steganography-based schemes against generative tam-
pering are non-blind, where attackers can still modify the
protected images using traditional methods such as splicing
and copy-move attack.

2.2 Passive Image Tampering Localization

Passive image tampering localization schemes aim at find-
ing traces to unveil the behavior of image forgery. Many
existing image forensics schemes are specified on detecting
typical kinds of attacks, which can be mainly categorized
into three groups, i.e., splicing detection [22], [23], copy-
move detection [21], [118] and inpainting detection [14],
[20]. As manipulating a specific region in a given image
inevitably leaves traces between the tampered region and
its surrounding, there are also many schemes for universal

tampering detection [35], [44], [94] that exploit such noise
artifact. Li et al. [14] proposes to implement an FCN’s first
convolutional layer with trainable high-pass filters and ap-
ply their HP-FCN for inpainting detection. Kown et al. [23]
propose to model quantized DCT coefficient distribution
to trace compression artifacts in splicing attacks. DOA-
GAN [118] proposes two attention modules for copy-move
detection, where the first is from an affinity matrix based on
the extracted feature vectors at every pixel, and the second
is to further capture more precise patch inter-dependency.

For universal tampering detection, Mantra-Net [94] uses
fully convolutional networks with BayarConv [39] and
SRMConv [8] for feature extraction and further uses Z-
Pooling layers as well as long short-term memory (LSTM)
cells for pixel-wise anomaly detection. In MVSS-Net [44],
a system with multi-view feature learning and multi-scale
supervision is developed to jointly exploit the noise view
and the boundary artifact to learn manipulation detection
features. Hu et al. [35] proposes SPAN that models the
relationship between image patches at multiple scales by
constructing a pyramid of local self-attention blocks.

Despite the existence of these well-designed works, real-
world image tampering localization is still an open issue.
Besides, attackers can use a chain of image post-processing
methods to hide their behaviors. Previous works are re-
ported to have poor generalization against image post-
processing or on JPEG-format images [94], [118], where
the learned clues can be easily erased. In this paper, we
realize robust image tampering localization using image
self-embedding.

2.3 Image Restoration and Immunization

Image restoration schemes reconstruct an image with higher
visual quality. For example, image inpainting schemes [5],
[7] restore the contents within missing areas by referring to
the ambient regions or the learned deep image prior [115].
Yu et al. [5] proposes a CNN to synthesize novel image
structures within the missing areas by explicitly utilizing
surrounding image features as references. EdgeConnect [7]
improves the visual quality of the generated images by
reconstructing the edge information of the missing area
ahead of image restoration. LaMa [3] employs fast Fourier
convolutions (FFC) to widen the receptive field to grasp
more global statistical features for completing large missing
areas. However, the results of the inpainting schemes can
be natural yet faulty compared to the ground truth in that
providing visually pleasing results is the priority other than
the reversibility. As a result, image inpainting is more often
used to moderately manipulate an image for better layout
rather than faithfully recover the image.

Compared to image restoration, image immuniza-
tion [74] is a recently proposed novel technology that pro-
tects images from being illegally tampered. The manipu-
lated contents can be identified and auto-recovered at the
recipient’s side without reference to sophisticated image
forgery detection or image reconstruction schemes. In [74],
a U-Net-based encoder [59] is employed to conceal trivial
information into the original image, where the hidden data
serves as a vaccine that helps conduct tampering localization
and image self-recovery. A differentiable attack layer is
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Fig. 2. Sketch of the pipeline of Imuge+. IINet is employed to embed slight perturbations into the original images for immunization. Hand-
crafted digital attacks in the social medias are decomposed into tampering and post-processing and correspondingly simulated by an attacking
layer. Afterwards, a forgery detector helps predicting the tampering mask and removing the tamper from the received image. Finally, the inversed
procedures of IINet recovers the original image. We additionally introduce two discriminators to improve the quality of the generated images.

proposed to simulate both tampering attacks and image
benign processing attacks for robustness training. We train
a forgery detector as well as an image decoder based on
U-Net architecture. After the recipient gets the tampered
protected image, he can get the original non-tampered ver-
sion of the received attack image by tampering localization
and self-recovery. Nevertheless, the scheme still has several
drawbacks. First, Imuge can only approximately recover the
original contents within the tampered areas. There is still a
big gap toward high-quality and accurate image recovery.
Second, the accuracy of tampering prediction is not satisfac-
tory in many cases due to poor generalization. It motivates
us to present an enhanced scheme for image immunization
to comprehensively address the above issues.

3 METHOD

In this section, we elaborate on our method for image
immunization and self-recovery. We first present the prob-
lem statement of image immunization and self-recovery.
Then, we show the details of the network architecture and
the learning objectives. Finally, we introduce the training
mechanisms.

3.1 Approach Overview
Problem Statement. Typical malicious image manipulation
attack can be generalized by a function Mani(·) in Eq. (1).

Xatk = Mani(X,M) = IP (X · (1−M) +R ·M) , (1)

where · denotes pixel-wise multiplication. X and Xatk are
respectively the targeted image and its attacked version.
M is the tampering mask, which is generally the region
of interest of X. The contents within the mask are replaced
with irrelevant contents denoted by R. IP(·) summarizes the
image post-processing behaviors such as JPEG compression,
rescaling, etc. Image tampering localization is to determine
the tampering mask M from the received attacked image
Xatk, and image self-recovery is to take an advanced step to
reconstruct the destroyed contents, i.e., X ·M. We employ
two functions fM (·), frec(·) respectively for these two tasks.

X̂ = frec

(
Xatk ·

(
1− M̂

))
, (2)

M̂ = fM(Xatk), (3)

where X̂ and M̂ are respectively the reconstructed image
and the predicted tampering mask. However, since the non-
tampered areas of Xatk do not contain any information of
X ·M. As a result, if X in Eq. (1) is directly the original
image I, it leads to a sub-optimal solution that the destroyed
contents will be hallucinated using image prior [115] rather
than faithfully recovered.

To address the issue, we employ a third function fprt(·)
to embed deep representations of an original image into
itself, i.e., X = fprt(I) in Eq. (1), and formulate X = fprt (I)

and Î = frec(Xatk ·
(
1− M̂

)
) as a pair of invertible functions,

where we expect that Î = I and M̂ = M. In other words,
by introducing image self-embedding, we wish to recover I
when the tampered area is detected and removed, even if
the self-embedded version X is attacked with randomized
attacking method IP(·) and tampering mask M.
Network Modeling. Accordingly, we design four phases for
Imuge+, namely, image immunization, image redistribution,
forgery detection and image recovery. We use a single INN
network called Invertible Immunization Network (IINet) to
model fprt(·) and frec(·) simultaneously. Image tampering
and post-processing are implemented by an attacking simu-
lation layer which consists of several differentiable methods.
A forgery detector is trained for fM(·). We also introduce
two discriminators denoted as DA and DB to respectively
distinguish X and Î from I. Fig. 2 shows a sketch of the
pipeline of our scheme.

Specifically, we transform the original image into the
immunized image using the forward pass of IINet. The
protected version is uploaded onto the social cloud for daily
applications instead of the unprotected original image. To
simulate the image redistribution stage, we first perform
tampering that evenly varies from splicing, copy-move or
inpainting attack. Then, common image post-processing
attacks are performed before data storage. On the recipient’s
side, the forgery detector produces the predicted tampering
mask to see which parts of the image are manipulated, and
we correspondingly remove the tampered contents. Finally,
by inversely running the IINet, we reconstruct the recovered
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images. If the generated images are of high quality, they can
evade the classification of the two discriminators.

3.2 Framework Specification

Invertible Immunization Network (IINet) IINet embeds
deep representation of the original image into itself, and
conducts self-recovery provided with the rectified image.
It is empirical that image immunization should not affect
normal use of the image. We accepts the invertible U-shaped
network proposed by Zhao et al. [106], where the involved
wavelet-based blocks can provide empirical biases to de-
compose the generated features into lower and higher sub-
bands. The design helps IINet restrict modifications towards
lower sub-bands and conceal the information required by
immunization in the higher sub-bands. We additionally gen-
erate the edge map E of the original image using the canny
edge detection algorithm as the additional input of IINet.
The introduction of the edge map is to aid high-fidelity
image recovery, which is inspired by EdgeConnect [7]. The
edge map is a one-channel matrix, and therefore the channel
number of the input is four. Accordingly, there will be an
additional output channel, denoted as Y. We nullify Y by
forcing it to be close to a zero matrix O. In the inversed
process, we also feed an extra O and let IINet output the
predicted edge map Ê along with Î.
Attack simulation. We introduce the malicious attacks be-
fore introducing benign post-processing attacks. To begin
with, several random areas within X are selected and ma-
nipulated according to the tampering mask M. We denote
the tampered image before image post-processing attack as
Xtmp, where Xtmp = X · (1−M)+R ·M. The generation of
M is borrowed from DeepFillV2 [5]. We restrict the rate of
the tampered region as rt ∈ [0.0, 0.5]. To simulate the copy-
move attack, we let R in Eq. (1) as a spatially-shifted version
of IM , which also contains the embedded information. To
simulate the splicing attack, we simply use another clean
image for replacement. To simulate the inpainting attacking,
we use the open-source model from DeepFillv2 [5] to gen-
erate the inpainted result as R. The three kinds of tamper
are iteratively and evenly performed for balanced training.
Note that minimizing the false alarm rate is also important
for computer vision tasks. Accordingly, we force Imuge+ to
predict a zero matrix for tampering localization when there
is no tampering attack, i.e., rt = 0 and Xtmp = X.

After image tampering, we implement the most-
commonly-seen image post-processing attacks to simulate
that the attacker wants to conceal the tampering behavior.
Xatk = IP(Xtmp). During training, we simulate the most
common types of image post-processings, including: Addi-
tion of White Gaussian noise (AWGN), Gaussian blurring,
image rescaling, lossy image compression (PNG and JPEG),
median filtering and cropping. Note that if X is cropped,
the recipient only conducts forgery detection and image
recovery within the cropped area.

Finally, both X and Xatk are required to be converted into
8-bit RGB format. We perform differentiable image quanti-
zation using Straight-Through Estimator [36] for gradient
approximation.
Knowledge-distillation-based JPEG simulator. Fig. 3 illus-
trates the network design of KD-JPEG, which consists of
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Fig. 3. Illustration of KD-JPEG. The student/teacher network are re-
spectively provided with the plain-text image and its JPEG version using
real-world compressor. The two networks output the generated JPEG
images. The predictor is pre-trained by classifying the real-world JPEG
images and guides the generation of the simulated JPEG images. To
save computational complexity, these networks are based on basic
architectures. During inference, we only activate the student network.

three parts, namely, a real-world JPEG compressor, a QF pre-
dictor, and a pair-wise student and teacher network. Though
there are already many schemes that include a carefully-
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designed JPEG simulator, e.g., Diff-JPEG [34], MBRS [76]
and HiDDeN [56], the real-world JPEG robustness of these
schemes is still reported to be limited. It mainly attributes to
that neural networks can over-fit fixed compression mode
where these works use fixed codes and limited number
of quantization tables. In contrast, the quantization table
in real-world JPEG images can be customized and more
flexibly controlled by the Quality Factor (QF) as well as the
image content. We present a novel knowledge-distillation-
based JPEG simulator using a novel JPEG generative net-
work to better approximate real-world JPEG compression.

First, we use the FFJPEG library to store the plain-
text images I in JPEG format as the ground-truth JPEG-
compressed images Ijpg, with ground-truth QFQr arbitrarily
assigned. We then train the QF predictor to classify Ijpg
by their QF. Here we empirically set the labels of the
QF classification task as CQF = {10, 30, 50, 70, 90, 100},
where “100” represents “not compressed”. We do not in-
troduce more labels in between such as {20, 40, ..., 80, ...}
in that when an image is compressed using two close QF
(δQF < 10), the discrepancy is not significant enough for
classification. We allow the network to give an imprecise
prediction when Qr /∈ CQF. Afterwards, we train the pair-
wise teacher and student network to produce pseudo-JPEG
images. The student network is provided with the plain-
text image I while the teacher network is given with the
corresponding real-world compressed image Ijpg. They are
to produce Îjpg and Î

′

jpg, which should resemble Ijpg. Since
reconstruction is much easier than simulation, knowledge
distillation is done by employing a feature consisting loss
to minimize the distance between the hierarchical feature
maps generated by the two networks. We enhance the per-
formance of JPEG simulation by two constraints. First, we
encourage the student network to minimize the difference
in the intermediate features generated by the last three Conv
blocks of the two networks. These features are denoted as
φi, i ∈ [0, 2], and they largely affect the final output. The
constrain is commonly applied in knowledge-distillation
tasks. Second, we encourage both the reconstructed and
simulated JPEG image, i.e., Î′jpg and Îjpg, to be classified as
Qr by the QF predictor. The characteristics of JPEG images
can be better learned by KD-JPEG if the classification results
are consistent with that of the real-world JPEG image.

The student/teacher network shares the same U-shaped
Fully Convolutional Network (FCN) architecture [59] with
eight Conv blocks. To simulate JPEG images with a wide
variety of QFs, we respectively employ two individual
five-layered Multi-Layer Perceptrons (MLP) to learn the
mapping functions that output modulation parameter pairs
a, b, where the deepest three layers control the standard
deviation and mean of the features. The outputs of the
leading three Conv blocks of are controlled by the MLP as
follows.

φi = ai · Conv blocki(φi−1) + bi, (4)

where φi−1, φi, ai, bi represent the input and output fea-
tures, the trainable mean and standard deviation at Conv
block i, with i ∈ [0, 2]. To implement the QF predictor, we
consider that the trace for JPEG image classification lies
mainly in the higher frequencies, we employ in parallel
a vanilla Conv layer, an SRM Conv layer [8] and a Bayar

Conv [39] layer. The latter two are reported to be efficient
in depressing the main components of the input image.
Thereafter, we use a typical down-sampling FCN followed
by three-layered MLP.

After training KD-JPEG, we only activate the student
network and feed it with Xtmp for JPEG simulation. Con-
sider that Xtmp contains more higher-band details com-
pared to I because of information hiding, we additionally
introduce some Additive White Gaussian Noise (AWGN)
on I and encourage the removal of higher-frequent details
including AWGN during training KD-JPEG.
Forgery detector and discriminator. The forgery detector
detects the tampered areas within an attacked image. When
the simulation of tampering attack is skipped, we force the
detector to predict a zero matrix O. For the two discrim-
inators, i.e., DA and DB , the goals are to distinguish the
generated images from the original images. High-quality
immunization and recovery are expected if the generated
images can cause misclassification of the discriminators.

We employ the forgery detector and DB respectively us-
ing a U-shaped network, which is the same in architecture as
the student/teacher network in KD-JPEG (see Fig. 3) except
that the MLP is not present. That is to say, DB conducts a
pixel-wise discrimination [144] on Î to predict which parts
of the image are not recovered naturally enough. We use a
simple Patch-GAN discriminator [61] to implementDA. The
reason we do not employ another U-shaped discriminator is
that if DA is too strict on X, there will not be enough space
for information embedding, resulting in unstable training.
Implementation details. In IINet, we apply three Haar
down-sampling layers, each appended with four Double-
Side Affine Coupling (DSAC) layers proposed in [106],
and the last conditional splitting layer is removed. The
functions inside each DSAC layer can be represented by
arbitrary neural networks by definition. We implement them
using a five-layer residual Conv block. All down-sampling
and up-sampling operations are replaced with Haar down-
sampling and up-sampling transformations. Haar down-
sampling transformation decomposes each channel of the
input into four orthogonal channels, with half the width
and height. Haar up-sampling transformation is the ex-
act inverse. Each Conv block contains four Conv layers
appended with a Spectral Normalization (SN) [113] layer
and an Exponential Linear Unit (ELU) [4] layer, and we
keep the dimension of the inputs and outputs as the same.
Exceptions are that the leading Conv block of the U-shaped
networks transforms the twelve-dimensional inputs into 32-
dimensional features, and the last block transforms the 32-
dimensional input features back into twelve-dimensional
outputs.

3.3 Objective Loss Function

The objective functions include the protection loss Lprt,
the tampering localization loss Lloc, the recovery loss Lrec
and the nullification loss Lnull. There is also the simulation
loss Ljpg exclusively for KD-JPEG. In the below equations,
α, β, γ, θ, ω are the hyper-parameters.

The protection loss Lprt and the recovery loss Lrec re-
spectively encourage X and Î to resemble the original image
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I. We use the popular `1 loss term to measure the distance
between images.

Lprt = ‖I−X‖1, (5)

Lrec = ‖I− Î‖1 + ‖E− Ê‖1. (6)

For adversarial training, the discriminators DA and DB

need to respectively distinguish X and Î from I. The adver-
sarial loss Ladv for the main pipeline is as follows.

Ladv = log (1−DA(X̂)) + log (1−DB(Î)). (7)

The loss for the two discriminators are respectively

LDA
= −1

2
(logDA(I) + log (1−DA(X̂))), (8)

LDB
= −1

2
(logDA(I) + log (1−DA(Î))). (9)

The localization loss Lloc is to improve the accuracy
of tampering localization. We minimize the Binary Cross
Entropy (BCE) loss between the predicted mask M̂ and the
ground-truth mask M.

Lloc = −(M log M̂+ (1−M) log (1− M̂)). (10)

The nullification loss Lnull is to nullify the additional
output Y of IINet.

Lnull = ‖Y −O‖1. (11)

The total loss for the main pipeline of Imuge+ is as
follows.

L = Lrec + α · Lprt + β · Lloc + γ · Lnull + ω · Ladv. (12)

KD-JPEG is trained ahead of the whole pipeline. Given a
triple (I,Ijpg, Qr), we use the Cross-Entropy (CE) loss to train
the QF predictor by classifying Ijpg.

LQF = CE(Qo,Qr) = −
6∑

c=1

yo,c log(po,c), (13)

where y is the binary indicator if class label c is the correct
classification for observation o. p is the predicted probability
observation o is of class c. Qo takes the argmax of o that
maximizes p. For the teacher network, we employ the CE
loss and the `1 loss for reconstructing the real-world JPEG
image.

Ltea = ‖Îjpg′ − Ijpg‖1 + ε · CE(Q̂′r,Qr). (14)

For the student network, apart from the CE loss and the
`1 loss, we additionally employ a distillation loss. The total
loss for the student network is

Lstu = ‖Îjpg − Ijpg‖1 + ε · CE(Q̂s,Qr) +
∑

i∈[0,2]

‖φstu
i − φtea

i ‖1.

(15)

Before DA    After DABefore DA     After DA Before DA     After DA

Fig. 4. Example of data augmentation by image pre-tampering. We
prevent IINet by relying on image prior by deliberately tampering some
of the original images using splicing. These add-ons will be tampered
again and IINet is required to recover them.

3.4 Training Mechanisms

Directly training the network by minimizing L can hardly
achieve satisfying results. The reason is mainly three-folded.
First, we observe that simply varying the generated mask
is not enough for effective image immunization and self-
recovery, in which the network will tend to hallucinate
the missing content. Secondly, we find that maintaining
balanced performances under different attacks is difficult.
Thirdly, a poorly-trained forgery detector will mislead the
image recovery process. To address these issues, we propose
the following training mechanisms.
Tampering-based data augmentation. In many cases, the
randomly generated masks are not good enough to cover
textured areas or the Regions of Interests (RoIs) within the
images. Naturally, Deep Image Prior (DIP) [115] can be
learned by networks to recover an approximate version of
the original contents with semantic correctness. However,
Imuge+ needs to faithfully reproduce the original image
without hallucinating the results. Therefore, how to guide
the network to correctly recover the image without using
DIP is a big issue. We propose a new Data Augmentation
(DA) paradigm by modifying some of the original images
in the training sets using simulated splicing. Fig. 7 shows
two examples of our DA. After image immunization, we
exactly tamper the add-ons during tampering simulation,
i.e., the mask of the first-round and second-round tampering
is the same. In other words, the introduced contents are
automatically set as the new RoIs of the images, and since
the rest of the image shows no relation with the add-ons,
IINet is forced not to use DIP for image recovery but to
utilize image immunization to hide information for the re-
covery. We control the rate of two-round data augmentation
by raug, and empirically find that raug = 15% provides the
best performance. The reason is that DIP can facilitate the
efficient encoding of the image representation.
Asymmetric batch size. In the majority of previous deep-
network-based watermarking schemes [20], [76], the attack
layer always arbitrarily and evenly performs one kind of
attack on the targeted images. However, we argue that
the iterative training strategy might be sub-optimal in that
solutions of countering different types of attacks vary. As a
result, the network upgrades noisily and unevenly among
batches and therefore can be more in favor of providing
solutions for trivial attacks. We propose to enlarge the batch
size after attack simulation to balance the results among
different attacks in each batch. Suppose that the original
batch size is n, we perform each of the six attacks on
the n images, where we get 6 · n attacked images. Then,
we concatenate these images where the batch size for the
backward pass becomes 6 · n. The technique is explicitly de-
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Original image       Attacked image      Tamper mask

(a) Inpainting                                                                          (b) Copy-move                                                                           (c) Splicing

Original image       Attacked image      Tamper mask Original image       Attacked image      Tamper mask

Fig. 5. Examples of the hand-crafted test set. The images are first immunized and then manipulated by the volunteers who use Adobe Photoshop
and Microsoft Drawing. Malicious attacks include copy-move, inpainting and splicing. Benign attacks include typical image processings such as
JPEG compression, rescaling, etc.

TABLE 1
Composition of the real-world test dataset divided by the tampering rate. In most cases, people do not modify the images for too much, and

the tampering rate is generally less than 0.3. The settings are consistent with that of many off-the-shelf tampering detection datasets.

Attack
MS-COCO ILSVRC CelebA

(0,0.1) (0.1,0.2) (0.2,0.3) >0.3 (0,0.1) (0.1,0.2) (0.2,0.3) >0.3 (0,0.1) (0.1,0.2) (0.2,0.3) >0.3
Copy-move 203 145 104 64 147 85 54 22 - - - -

Splicing 168 123 84 66 186 102 75 50 115 73 52 20
Inpainting 270 147 87 63 152 74 67 33 102 63 56 39

signed to avoid disparate statistics among results produced
by different image post-processing operations.
Iterative training.. We inherit and improve the task decou-
pling mechanism from [74], since a wrongly predicted tam-
pering mask in the early training stage will unbalance the
invertible function. We divide the training process into two
stages. In the first stage, we individually train the forgery
detector and the rest of the networks. After the generation of
Xatk, the forgery detector generates the predicted tampering
mask M̂ and only updates itself by minimizing Lcls. On
the other hand, we provide IINet with the ground-truth
rectified image X̂GT, where we assume a perfect tamper-
ing prediction. We then update IINet by minimizing the
overall loss LG with α = 0. When Lcls converges to a
low level, we move on to the second stage by canceling
the task decoupling, and the whole pipeline is thus trained
together, where X̂ is influenced by the performance of the
forgery localization. It helps IINet to adjust with imperfect
localization results.

4 EXPERIMENTS

In this section, we conduct experiments to evaluate Imuge+.
First, we clarify the experimental setup. Then we provide
comprehensive experiments and analysis on tampering lo-
calization and image self-recovery using Imuge+. Next, we
show the performance comparison with the state-of-the-
art methods and the ablation studies. Finally, we showcase
three real-world applications where Imuge+ can be applied.

4.1 Experimental Setup
Settings. We empirically set the hyper-parameters as α =
3, β = 1e-3, γ = 10, ω = 0.01 and ε = 0.1. Through
extensive experiments, we find that the selection of α and
Th play important role in the ultimate network performance
(see Section 4.5), while the rest of the hyper-parameters
have less impact. The batch size is set as four, and we
use Adam optimizer [78] with the default parameters. The

learning rate is 1×10−4 with the cosine annealing decay. We
binarize the prediction mask by setting the threshold Th as
0.2. After binarization, we use image eroding operation with
kernel size kero = 8 for noise removal within M̂ and image
dilation operation with kernel size kdil = 16 to fully cover
the tampered areas. We train Imuge+ with four distributed
NVIDIA RTX 3090 GPUs. The training finishes in a week.
Data preparation. Imuge+ is developed for immuniz-
ing natural images from randomized distributions, being
it sceneries or facial images. Therefore, during training,
the original images I are prepared by arbitrarily select-
ing around 10000 images from multiple popular datasets,
namely, MS-COCO [64], CelebA [125], Places [126], UCID
[119] and ILSVRC [62]. Since convolutions are generally not
scale-agnostic, we train different models for some bench-
mark resolutions, e.g., 512× 512, 256× 256 and 128× 128.
Imuge+ can be applied to images with varied resolutions us-
ing a proper model. The results on different resolutions are
close. Therefore, the following experiments are conducted
on images sized 512×512. The immunized images are saved
in BMP format and the attacked images are randomly saved
in common formats such as JPEG, BMP or PNG.
Human-participated real-world testing. Imuge+ is tested
with human-participated real-world attacks where we invite
several volunteers to manipulate the immunized images
manually using Adobe Photoshop or Microsoft 3D Drawing.
The images for testing are from the testing part of the
datasets used for training. Note that although there are al-
ready many off-the-shelf datasets with manipulated images,
such as CASIA [121] and DEFACTO [122], Imuge+ requires
image protection ahead of tampering detection. Therefore,
we have to first immunize intact images and request vol-
unteers to manipulate them. In Table 1, we summarize the
composition of the hand-crafted test set. We group the real-
world tampered images according to the tampering rate rT .
The rate of the summation of the tampered area versus the
whole image is roughly rsum ∈ [0.1, 0.5), and the rate of
the area of the largest tampering region versus the whole
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Original image   Immunized image  Difference (10X) Tampered image       Ground-truth mask        Predicted mask      Recovered image

（a）Results under combined copy-move + Gaussian blurring attack
（b）Results under combined inpainting + rescaling attack

（c）Results under combined splicing + JPEG 80 attack

Original image       Attacked image      Tamper mask

(a) Inpainting (b) Copy-move (c) Splicing

Original image       Attacked image      Tamper mask Original image       Attacked image      Tamper mask

Fig. 6. Performance against combined real-world attacks. First row: copy-move + JPEG (QF=80). Second row: inpainting + rescaling. Third row:
splicing + Gaussian blurring. We successful conduct forgery localization and self-recovery using Imuge+.

TABLE 2
Comparison of computational complexity. FLOPs: amount of
floating point arithmetics. MAdd: amount of multiply-adds.

MemR+W: amount of read-write memory.

Method Params Memory MAdd FLOPs MemR+W
Imuge+ 32.0M 5400MB 1.53T 0.76T 10.92GB

Imuge [74] 13.3M 1775MB 0.14T 0.28T 3.68GB
MantraNet [94] 3.84M 4706MB 2.01T 1.01T 8.18GB
MVSS-Net [44] 142.7M 1377MB 0.32T 0.16T 3.32GB

image rmax ∈ [0.1, 0.25), which is generally in line with
that of CASIA [121] and DEFACTO [122]. The testing set
is composed of 3091 images in total. Fig. 5 shows three
examples.
Evaluation metrics. We employ the peak signal-to-noise
ratio (PSNR), the structural similarity (SSIM) [66] to evaluate
the image quality, and the F1 score to measure the accuracy
of tampering localization.
Benchmark. We compare Imuge+ with Imuge [74] to vali-
date the improvement in the performance of image immun-
zation. Additionally, there are several off-the-shelf schemes
for image tampering localization. We employ three state-
of-the-art schemes, which detect universal image manip-
ulations, namely, MVSS-Net [44], SPAN [35] and ManTra-
Net [94].
Computational complexity. In Table 2, we analyze the
computational complexity of Imuge+ and compare it with
Imuge, MVSS-Net and Mantra-Net. First, Imuge+ requires
three times and eight times more parameters than Imuge
and Mantra-Net, but much less than MVSS-Net and many
other Transformer-based vision pretraining models such as
Swin Transformer [2]. Besides, the efficiency of Imuge+
is much improved compared to Imuge, where the mem-
ory cost and the amount of floating point arithmetics are

TABLE 3
Average PSNR and SSIM between the protected images and the

original images under different resolutions on MS-COCO.

Dataset
512× 512 256× 256 128× 128

PSNR SSIM PSNR SSIM PSNR SSIM
COCO 33.31 0.945 33.96 0.950 34.26 0.959

ILSVRC 33.48 0.944 34.13 0.951 34.47 0.960
Places 33.15 0.940 33.77 0.949 34.02 0.953
UCID 32.96 0.937 33.45 0.945 33.92 0.952

comparable with Mantra-Net and MVSS-Net. Therefore, the
computational complexity of Imuge+ is affordable.

4.2 Real-world performances

In Fig. 6, we randomly select three test images from MS-
COCO test set. We first immunize the images and respec-
tively invite volunteers to conduct combined attacks on
them. Then Imuge+ locates the tampered areas and recovers
the original image.
Image quality of immunized images. We can observe that
the quality of the immunized images is satisfactory where
the differences before and after image immunization are
close to imperceptible to human visual systems. We have
conducted more embedding experiments and the results
are reported in Table 3, where stronger perturbations are
required for datasets with textured images. For example,
for MS-COCO, the average PSNR and SSIM are respectively
33.51dB. UCID contains way more textured images, and
the PSNR and SSIM slightly drop to 32.96dB and 0.955. In
Table 3, we also conduct experiments on images with several
typical resolutions. Images with smaller size enjoy a higher
PSNR after image immunization, and we believe the reason
is that less information is required to be self-embedded.
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TABLE 4
Performance of tampering localization and image recovery tested by real-world image tampering attack. The image tampering localization

and image recovery are generally satisfactory and there is no significant performance drop against image post-processing attacks.

Dataset Index
No JPEG Scaling

Crop
Blurring

AWGN Drop-out
Attack QF=90 QF=70 QF=50 150% 70% 50% Gaussian Median

C
O

C
O F1 0.918 0.894 0.873 0.827 0.915 0.874 0.853 0.864 0.852 0.792 0.844 0.802

PSNR 29.93 28.87 28.33 27.82 29.92 28.45 27.44 27.61 28.63 25.65 27.68 27.13
SSIM 0.916 0.905 0.887 0.873 0.915 0.864 0.847 0.854 0.880 0.787 0.848 0.847

IL
SV

R
C F1 0.903 0.889 0.863 0.834 0.855 0.870 0.834 0.818 0.826 0.784 0.815 0.742

PSNR 30.67 29.45 28.47 27.63 29.05 29.33 28.47 27.54 28.87 26.45 27.73 26.92
SSIM 0.933 0.902 0.890 0.858 0.882 0.892 0.858 0.850 0.878 0.813 0.856 0.841

C
el

eb
A F1 0.925 0.904 0.874 0.822 0.912 0.873 0.844 0.838 0.824 0.855 0.840 0.788

PSNR 31.23 29.90 28.73 27.84 30.15 29.53 29.02 28.79 28.62 27.47 28.55 29.19
SSIM 0.934 0.916 0.886 0.859 0.895 0.877 0.874 0.868 0.870 0.855 0.865 0.877

Immunized image  Attacked image Ground-truth mask Predicted mask   Recovered image

Fig. 7. Performance under various tampering rate and post-
processing. The involved post-processing attacks from row one to
five is respectively AWGN, Gaussian Blur, resizing, JPEG compression
(QF=80) and JPEG compression (QF=90).

Qualitative analysis. As a successful localization of tam-
pered areas is a prerequisite of successful image recovery,
Fig. 6 further shows the satisfactory results of tampering
localization as well as image recovery. The predicted masks
are close to the ground truth and the tampered contents
are correctly reconstructed. In these examples, the added
pizza is the result of copy-moving, and the missing mouse
and eye of the giraffe is respectively removed by image
inpainting and splicing. Besides, the condition of image
post-processing applied in the three examples varies, which
involve the famous compression, blurring and rescaling
operations. However, the diversity of the hybrid attacks
still cannot prevent Imuge+ from recovering the original
contents, though some details might be lost. It proves the
robustness of our scheme.

TABLE 5
Average performance under different tampering rate on
MS-COCO. The data before and after each slash report the

performance under no attack and JPEG compression (QF=70).

rT Index Copy-move Splicing Inpainting

[0,0.1]
PSNR 30.24 / 28.78 30.47 / 28.74 30.03 / 28.94
SSIM 0.917 / 0.882 0.924 / 0.890 0.916 / 0.886

F1 0.941 / 0.881 0.920 / 0.881 0.915 / 0.880

[0.1,0.2]
PSNR 29.79 / 28.30 29.87 / 28.60 29.90 / 28.51
SSIM 0.910 / 0.879 0.917 / 0.883 0.915 / 0.880

F1 0.918 / 0.874 0.916 / 0.873 0.910 / 0.871

[0.2,0.3]
PSNR 29.57 / 28.02 29.23 / 28.32 29.53 / 27.91
SSIM 0.908 / 0.871 0.898 / 0.867 0.910 / 0.871

F1 0.910 / 0.861 0.883 / 0.861 0.890 / 0.843

[0.3, 0.5]

PSNR 28.97 / 27.67 28.69 / 27.73 28.56 / 27.36
SSIM 0.892 / 0.858 0.889 / 0.855 0.897 / 0.858

F1 0.883 / 0.844 0.875 / 0.854 0.875 / 0.822

In Fig. 7, we showcase more examples where the tam-
pering rate rT varies from zero to near 0.5. Also, these
images have gone through different image post-processing
methods, which are marked below the last row. When
the rate is zero, we test the false alarm rate of Imuge+
where the network should identically output the provided
image. The predicted mask shows that Imuge+ can evade
predicting non-tampering pixels as positive even though ad-
ditive AWGN is added. Besides, in the subsequent tests, the
volunteers conducted the copy-move, splicing or inpainting
attack respectively which result in the removal of certain
non-trivial objects in the original image. From the results, we
see that the tampered areas are correctly classified from the
whole image plane where the borders are largely consistent.
Even provided with extreme cases where rT > 0.4, Imuge+
can still recover the missing objects, though some higher-
band details are lost.
Quantitative analysis. In Table 4, we clarify the perfor-
mance of Imuge+ with the presence of different image post-
processing attacks. In Table 5, we show the average per-
formance for different tampering rate and different image
post-processing attacks. Here for inpainting, the volunteers
use online demo sites [11], free tools [5] or open-source
models [7]. The tampering rate ranges from zero to 0.5
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Immunized
(Origin)

Immunized
(Tamper)

Attacked
(before post.)

GT Mask                                                        Predicted Masks

(a) Examples of coincident forgery, i.e., both the origin and the tampering source 
are immunized images.

Immunized
(Origin)

Immunized
(Tamper)

Attacked
(before post.)

(b) Localization results on multiple types of post-processed versions of the 
manipulated images in (a). 

JPEG90            JPEG70             AWGN           Resizing       MedianBlur

Fig. 8. Performance of Imuge+ on localization against coincident
forgery. Owing to the fact that the added items from the tampering
source in most real-world application will be resized/rotated/flipped for
realistic forgery, the immunization signals on them are therefore largely
weakened, resulting in successful localization.

whose distribution follows that reported in Table 1. Con-
cerning image cropping attack, Imuge+ only works within
the cropped region.

From the results, we can observe that the performance of
both image tampering localization and image self-recovery
are successful, where the F1 score and the SSIM score are
both above 0.9. Besides, Imuge+ shows strong robustness
against common image post-processing behaviors in that
the performances do not drop significantly despite the pres-
ence of heavy attacks such as Median blurring or AWGN
addition. For example, the F1 score and the SSIM score of
the worst averaged performance is near 0.8, where median
blurring filters out the higher-band details of the images.
In most cases, the F1 scores are between 0.8 and 0.9 and
the SSIM score between 0.85 and 0.9. Third, it is proven by
the provided results that Imuge+ can effectively work on
images from different distributions, where the test images
are from the most-commonly-used image datasets. Inter-
estingly, the performances against copy-move and splicing
are slightly better than that against inpainting. The reason
might be that the simulation for copy-move and splicing
might be more effective than that for inpainting. Besides, the
performances do not drop significantly with the increase of
the tampering rate.
Coincident forgery. We additionally conduct experiments

Original image Immunized image       Difference (10X)

Fig. 9. Analysis of the composition of immunized images. There are
two types of hidden patterns. The chess-board pattern is believed to be
responsible for tampering detection, and the other is the compressed
version of the original image for image self-recovery.

to test the performance of tampering localization where the
tampering source used for splicing is coincidentally another
immunized image. We find that in the most common sit-
uations of image manipulation, the attacker always either
resizes, flips, rotates or spatially transforms the forgery con-
tent before adding them onto the victim image, in order to
produce plausible manipulation. We simulate this manipu-
lation using two immunized images. Figure 8 provides four
examples, where we observe that the coincident forgery can
be detected, even though we have not included coincident
forgery in the attack simulation stage. Notice that even if the
tampering rates in the last two rows exceed 50%, the added
items are not mistakenly predicted as original by the forgery
detector. The reason is that the above-mentioned distortion
operations will inevitably weaken or destroy the immunized
signal inside the forgery content.

4.3 What is in the immunized images?

To analyze how Imuge+ locates the tampered areas as well
as recovers the received image, we show three more exam-
ples of the immunized images in Fig. 9 and especially have a
closer observation of the augmented residual images. First,
we find that in the smooth or empty areas, a checkerboard
pattern is introduced by IINet, which is not so remarkable
in the textured areas. We believe this chess-board pattern
is embedded mainly for tampering localization, since when
the immunized images are tampered, the learnt pattern is
very unique and out of the distribution of natural images,
which can hardly be forged or constructed by tampering
attacks. Even for copy-move attacks, it will result in pattern
inconsistency inside the local areas. Besides, the chess-board
pattern can somehow survive JPEG compression, resizing
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Original image   Attacked image        GT mask       Imuge+ MVSS-Net (passive-based)         ManTra-Net (passive-based)        SPAN (passive-based)

Identity  JPEG 70   Identity  JPEG 70   Identity             JPEG 70   Identity          JPEG 70   

Fig. 10. Comparison of tampering localization among Imuge+ and several state-of-the-art schemes. Upper: inpainting. Lower: copy-move.
Imuge+ can accurately localize the tampered areas even with the presence of post-processing attack. In contrast, many state-of-the-art schemes
are reported to not have robustness.

 Original image Attacked image  Predicted mask  Recovered image

Imuge Imuge+     Imuge Imuge+

Fig. 11. Performance comparison with Imuge. We can observe a
noticeable performance boost in all three attacks. The attacked images
are stored in JPEG format with QF=70.

and several kinds of blurring. Therefore, the forgery detector
can detect the existence of such a pattern to determine which
part of the image is forged. In contrast, state-of-the-art
passive forensics schemes have to find a universally-present
tampering trace, which is much harder than detecting an
embedded tailored pattern. Besides, we can clearly observe
that the embedded patterns near the border of the objects
are different from the pattern for localization. For example,
the pizza in the first example and the mouse pad in the
second example are compressed into residual information
and scattered around the nearby areas. We believe that on
recovering the image, Imuge+ must have learned to check
the surrounding area for residual information. Finally, these
two kinds of patterns can harmoniously co-exist, in that we
can also localize the tampered areas though the second kind
of pattern is stronger in textured areas, and we believe only
if the second kind of pattern is weak, will Imuge+ embed
the first kind of pattern into the image.

4.4 Comparison
Content recovery within tampered areas. We compare
Imuge+ with [74] to verify the performance boost brought
by our enhanced network design and novel training mech-
anisms. The averaged PSNRs of the two methods between I
and X are kept close for a fair comparison. Besides, in order
to compare the overall quality of image recovery, assume
that the tampering localization is correct in measuring the
performance of image recovery.

TABLE 6
Performance comparison with Imuge on tampering localization

and image recovery. The performance of [74] is in the brackets.

Attack Index Copy-move Splicing Inpainting
No PSNR 29.67 (27.72) 30.13 (28,87) 29.06 (24.33)

Attack F1 0.924 (0.627) 0.903 (0.754) 0.912 (0.431)
Gaussian PSNR 28.24 (24.49) 28.77 (25.23) 28.04 (23.52)

Blur F1 0.843 (0.531) 0.866 (0.637) 0.853 (0.333)
JPEG PSNR 28.42 (25.37) 28.51 (25.68) 28.03 (23.75)

QF=70 F1 0.854 (0.582) 0.881 (0.654) 0.837 (0.295)

In Fig. 11, we show three groups of experimental com-
parison between Imuge and Imuge+, where we perform
splicing attack in the first row, inpainting attack in the
second and copy-move attack in the third row. In Table 6,
we provide the averaged results of the comparison. Notice
that the face of the man in the second example is com-
pletely removed, but Imuge+ can successfully recover the
original face. Besides, Imuge is not trained against image
inpainting attack and therefore it performs poorly in the
second example. From the averaged results, where we see
that the performance boost is noticeable. First, Imuge+ is
more accurate in localizing the tampers. Second, Imuge+ can
preserve more detail of the missing objects. Third, Imuge+
is stronger in overall robustness against various kinds of
image post-processing attacks.
Image tampering localization. Passive image forensics
schemes do not rely on hiding additional information, but
they usually find tiny traces that are vulnerable to tradi-
tional image post-processing, so the performances can dete-
riorate in real-world OSN applications. Though tampering
localization in Imuge+ requires an additional and manda-
tory procedure of information hiding, our scheme aims at
replacing original images which are prone to a variety of
hybrid tampering and post-processing attacks with their im-
munized versions. Therefore, by restricting the magnitude
of embedded perturbation, we wish the immunized images
to be viewed as original images in the future.

To better evaluate the accuracy of tampering localization
of our scheme, here we briefly compare the performance
with those of the state-of-the-art passive image tampering
localization schemes. Note that for [23], [44], [94], we con-
duct fair comparisons by performing the same attacks on the
original images, not the immunized images. Fig. 10 shows
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TABLE 7
F1 score comparison for tampering detection among our scheme and the state-of-the-art methods. Our scheme ranks first in all the tests

and leads by a large margin in robustness.

Method
Inpainting Splicing Copy-move

NoAttack JPEG Blurring Scaling NoAttack JPEG Blurring Scaling NoAttack JPEG Blurring Scaling
Imuge [74] 0.372 0.253 0.219 0.327 0.754 0.712 0.679 0.747 0.642 0.463 0.453 0.566

Mantra-Net [94] 0.584 0.540 0.517 0.559 0.678 0.563 0.504 0.539 0.553 0.477 0.423 0.511
MVSS-Net [44] 0.673 0.487 0.445 0.570 0.787 0.659 0.535 0.672 0.701 0.627 0.551 0.675

SPAN [35] 0.701 0.624 0.599 0.683 0.732 0.657 0.574 0.665 0.685 0.614 0.565 0.648
Imuge+ 0.917 0.872 0.854 0.885 0.923 0.878 0.849 0.873 0.903 0.844 0.829 0.837

Fig. 12. Performance curves of F1 score versus threshold. Gener-
ally, F1 reaches the highest peak when the threshold is 0.2.

Fig. 13. Performance curves of PSNR versus α. We observe that the
trade-off between imperceptibility and network effectiveness can be best
balanced when α equals to 3.

two comparison results where we respectively involve in-
painting and copy-move attacks.

According to the results, Imuge+ provides the leading
performance which is robust to the JPEG compression at-
tack with QF=70. In contrast, passive methods encounter a
significant performance drop. In Table 7, we further show
the averaged accuracy of the above-mentioned schemes.
Generally, the F1 scores of Imuge+ are above 0.8, which
shows high resilience against JPEG compression, blurring
and scaling. The overall performance is significantly im-
proved compared to [74] which performs only fair against
copy-move attack and poorly against inpainting. The testing
results of [23], [44], [94] are consistent with those recorded in
these papers. The average F1 score of these methods under
no attack is within [0.55,0.8], and the performances under
image post-processing attacks drop by 0.1 to 0.2.

TABLE 8
Ablation study of Imuge+ using varied partial settings. The tests
are done under JPEG attack (QF=70) and rT ∈ [0.1, 0.4]. ’IP’: image

protection (forward pass of IINet). ’E’: including edge as additional input
and supervision. ’KD’: using KD-JPEG as JPEG simulator. ’TDA’:

tampering-based DA. ’IT’: iterative training. ’AB’: asymmetric batch
size. ∆1: using Diff-JPEG [34] as JPEG simulator. ∆2: using two

separate U-Net [59] to replace IINet. ’-’: failed to train steadily.

Network components Index
IP E KD TDA IT AB F1 PSNR SSIM

X X X X X 0.435 18.13 0.585
∆1 X X X X X 0.933 21.54 0.713
X X X X X 0.854 24.57 0.784
X X ∆2 X X X 0.962 23.78 0.755
X X X X X 0.435 24.63 0.744
X X X X X - - -
X X X X X 0.913 25.59 0.810
X X X X X X 0.965 26.41 0.822

4.5 Ablation Study

We discuss the selection of the hyper-parameters and the
threshold for binarizing the prediction mask, respectively in
Fig. 12 and Fig. 13. Besides, we explore the influence of the
key components in Imuge+ by evaluating the performance
of the model with varied and partial setups. In each test,
we remove a single component and train the models from
scratch till they converge. Fig. 14 visualizes two groups
of performance comparison under hybrid attacks. We also
summarize the average result on partial setups in Table 8
by performing the same image-processing attacks and the
same tampering attacks in each test.
Selection of the critical hyper-parameters. In Fig. 12, we
study the selection of proper threshold for predicted mask
binarization Th and rate of data augmentation raug. From the
curves, we find that when Th is 0.2, we can generally acquire
the best performance. Besides, we also empirically find that
the performance can be further enhanced when raug is set
as 15%. In Fig. 13, we also study the trade-off between the
imperceptibility of image protection and the effectiveness of
image recovery. Generally, when the PSNR surpasses 33dB,
there will be little easily-noticeable artifacts caused by the
immunization. According to both the human visual system
and the figure, α is set as three for the best equilibrium.
To begin with, we verify that directly conducting forgery
detection and image recovery on the attacked unimmunized
images leads to sub-optimal results.
Influence of the JPEG simulator. Fig 15 shows the com-
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Original Image  Attacked Image                                                        Predicted Tamper Masks                                                                                                            Recovered Images

w/o INN archi. w/o DA          w/o KD-JPEG   w/o edge Info.        Imuge+w/o INN archi. w/o DA          w/o KD-JPEG   w/o edge Info.        Imuge+

Fig. 14. Ablation study of Imuge+. In each group, the performed attack is the same, with JPEG QF=80. Among all of the setups, Imuge+ with full
setup performs the best in both tampering localization and image recovery.

(a) QF=10

Diff-JPEG       Diff (5X)        KD-JPEG       Diff (5X) Diff-JPEG       Diff (5X)        KD-JPEG       Diff (5X) Diff-JPEG       Diff (5X)        KD-JPEG       Diff (5X)

(b) QF=50 (c) QF=80

Fig. 15. Comparison on the fidelity of the simulated JPEG images. Owing to the flexibility of the generative network, KD-JPEG in average
contains less distortion compared to Diff-JPEG [34].

parison between KD-JPEG and Diff-JPEG [34] for JPEG
simulation. In each group, we respectively compare the
absolute difference between the generated JPEG images and
the real-world JPEG images. Our generative method gives
closer results to the real-world JPEG in that the differences
are smaller and the characteristics of JPEG compression are
better studied. The checkerboard artifact of JPEG compres-
sion can also be found in the generated JPEG images. On
average, the PSNR between the generated JPEG images by
KD-JPEG and the real-world JPEG images is 29.64dB when
QF is 10, and that of Diff-JPEG is 28.03dB. Moreover, the
PSNR of KD-JPEG is 31.17dB when QF is 50 and 34.42dB
when QF is 90. In comparison, Diff-JPEG shows less flexibil-
ity in the simulation where the PSNR is 30.22dB when QF is
50 and 33.50dB when QF is 90. Besides, the QF classification
accuracy of images generated by KD-JPEG is 95.47%, while
that of the differentiable method Diff-JPEG [34] 72.48%.
It indicates that more feature representations of the JPEG
images can be learned by KD-JPEG. Fig. 14 shows that
applying Diff-JPEG leads to more blurry results.
Influence of the INN-based architecture. The benefit of
introducing INN-based architectures for invertible function
modeling has been well studied by many researches [103],
[105]. These networks learn deterministic and invertible
distribution mapping, where the forward and back prop-
agation operations are in the same network. A typical al-
ternative is to model image protection and image recovery
independently using the well-known “Encoder-Decoder”
architecture. From the results, we observe that INN-based
Imuge+ provides much better performance. The reason is
that INN has much fewer hyper-parameters and therefore
the training process is stable compared to GAN training.
Influence of the data augmentation. We find that without
using our tampering-based data augmentation, the network

during training still tends to use DIP for image recovery. The
reason is that the randomly generated masks may catch the
plain-text areas where the contents inside are trivial com-
pared to the surroundings. In the first example of Fig. 14, we
see that without the novel data augmentation, Imuge+ can
still somehow recover the removed person, suggesting that
even if without disabling semantic hints, Imuge+ still recon-
structs the images using the hidden information. However,
we see a much lower quality and fidelity compared to the
full implementation. As we introduce irrelevant information
and force the network to tamper and recover them, Imuge+
cannot always rely on DIP and tries to embed more essential
information for reliable recovery.
Influence of other components. Previous work [7] has
proven that the recovery of intermediate representation, like
edges and the gray-scaled version, can boost the perfor-
mance of image reconstruction. Compared to [74], Imuge+
additionally embeds and recovers the edge information
to enforce that the recovered results are semantically and
trustfully correct. According to the ablation studies, without
introducing the edge supervision, Imuge+ tends to produce
more blurry recovered images, while there is no noticeable
effect on the tampering localization. Besides, we find that
without using iterative training, we cannot steadily train
Imuge+ where poorly predicted tampering masks heavily
disrupts the image recovery stage. Also, performing the
asymmetric-batch-size technique can help noticeable pro-
moting the overall performance.

4.6 Applications

Image immunization is tested on thousands of hand-crafted
tampered images. It is designed for real-world automatic
image tampering localization and self-recovery. In Fig. 16,
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Original image Attacked image           Predicted mask          Recovered image

(a) Prevention of copy-right information removal

(b) Prevention of facial image manipulation by DeepFake

(c) Blocking the spreading of fake news which uses forged images

Fig. 16. Applications of Imuge+ against fake images. The proposed
method is effective in both localizing the tampered area and recovering
the original content.

we exemplify three applications of Imuge+ for different
purposes in image forensics.
Prevention of copy-right information removal. Several
image tampering attacks are based on the removal of critical
information, such as signatures, logos, etc. Such behaviors
are a serious violation of copy-right protection and image
fidelity. Using image immunization, Imuge+ can benefit the
prevention of their removal. For example, in the first row
of the figure, the logo of Volkswagen was removed by the
attacker and later identified as well as recovered in high
quality by Imuge+.
Prevention of facial image manipulation by DeepFake.
The second example is to combat image manipulation by
DeepFake. Facial images are also prone to modifications
that illegally shift the identity of the person involved.
Such tampering can be easily accomplished by GAN-based
technologies and result in severe security issues. In the
second row, Imuge+ predicts that the face was forged by
image inpainting technique and successfully reconstructs
the identifiable original face. In that sense, Imuge+ also
blocks the spreading of fake news which uses forged images
as supplementary multimedia.
Reversible image editing. Normally, after we edit an
image, a copy of the original version has to be stored if we
wish to revert the unwanted editing later. However, storing
every version as a backup after each tiny modification might
be expensive. In the third example, the data owner removes
the added parachute, and uses Imuge+ to revert the editing
without having stored the original image. In the recov-
ered image, the missing tiny parachute is also recovered.
Therefore, the users are no longer required to store the
original version of an image after modification. We leave it
a future work to develop a repeatable image immunization
that can revert each modification individually with only one
immunized version stored.

5 CONCLUSIONS AND FUTURE WORKS

In this paper, we present a novel generative scheme called
Imuge+, which is an image tamper resilient generative
scheme for image self-recovery. We transform the original
images into immunized images, where the tamper attacks
can be accurately localized and the original content within
the tampered areas can be recovered. To boost the perfor-
mance, we form the invertible function for image immuniza-
tion and employ an INN architecture for implementation.
Besides, we propose a novel JPEG simulator as well as an
enhanced attack layer for greater resilience against common
image post-processing attacks. We conduct comprehensive
experiments on several popular datasets and invite several
volunteers to manipulate the immunized images, and the
results prove the effectiveness of Imuge+ in both tamper
localization and content recovery against splicing, copy-
move and inpainting attacks.

There are still some remaining issues to be addressed in
future works. First, the imperceptibility of the information
embedded required by image immunization can be further
improved. We find that we cannot immunize an immunized
image, otherwise the corresponding generated image will
be disastrous in quality. Second, though we have made
steady improvements in the overall quality of the recovered
images, the blurry issue still exists in many cases, e.g.,
the attacked images are heavily compressed, or a single
tampered region is too big resulting in the center area
not recoverable. Third, IMUGE+ is still largely at black-
bos level, and therefore, we wish to conduct more theo-
retical analysis, especially on the upper bound for image
immunization against common types of OSN attack. We
hope that in the near future, the above-mentioned issues
can be addressed well, and Imuge+ can be integrated into
cameras, so that image immunization can be introduced into
the image signal processing pipeline, thereby changing the
current situation where digital images can be freely edited.
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