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Editorial:
Learning With Fewer Labels in Computer Vision

I. INTRODUCTION

UNDOUBTEDLY, Deep Neural Networks (DNNs), from
AlexNet to ResNet to Transformer, have sparked revo-

lutionary advancements in diverse computer vision tasks. The
scale of DNNs has grown exponentially due to the rapid de-
velopment of computational resources. Despite the tremendous
success, DNNs typically depend on massive amounts of training
data (especially the recent various foundation models) to achieve
high performance and are brittle in that their performance can
degrade severely with small changes in their operating environ-
ment. Generally, collecting massive-scale training datasets is
costly or even infeasible, as for certain fields, only very limited
or no examples at all can be gathered. Nevertheless, collecting,
labeling, and vetting massive amounts of practical training data
is certainly difficult and expensive, as it requires the painstaking
efforts of experienced human annotators or experts, and in many
cases, prohibitively costly or impossible due to some reason,
such as privacy, safety or ethic issues.

Despite the recent progress of foundation models, DNNs still
lack the ability to learn from limited exemplars and quickly
generalize to new tasks. However, real-world computer vision
applications often require models that are able to (a) learn with
few annotated samples, and (b) continually adapt to new data
without forgetting prior knowledge. By contrast, humans can
learn from just one or a handful of examples (i.e., few-shot
learning), can do very long-term learning, and can form abstract
models of a situation and manipulate these models to achieve
extreme generalization. As a result, one of the next big chal-
lenges in computer vision is to develop learning approaches
that are capable of addressing the important shortcomings of
existing methods in this regard. Therefore, in order to address
the current inefficiency of machine learning, there is a pressing
need to research methods, (1) to drastically reduce requirements
for labeled training data, (2) to significantly reduce the amount
of data necessary to adapt models to new environments, and (3)
to even use as little labeled training data as people need.

This special issue gathers recent advances in the area of
visual learning with fewer labels via techniques including selfsu-
pervised learning, semisupervised learning, weakly supervised
learning, few shot learning, zero shot learning, meta-learning,
continual learning, and domain adaptation. As guest editors of
this special section, we were happy to receive 162 submissions
to our special issue. After a careful review process, we accepted
37 papers for publication. We thank the reviewers who provided
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detailed, insightful, and timely reviews, leading to the high
quality of accepted papers. We also thank TPAMI EIC and
Associate EICs for recognizing the widespread interest in this
field, which warrants this special issue. The accepted 37 papers
are grouped into six different main categories and described in
the following six sections.

II. UNSUPERVISED OR SELFSUPERVISED LEARNING

The paper [A1] by Chen et al. provides a comprehensive
survey of recent advances in exploring unlabeled data to enhance
deep model generalization, covering recent SemiSupervised
Learning (SemiSL) and Unsupervised Learning (UL) methods,
their applications in visual recognition, open challenges, and
emerging trends. The survey distinguishes itself from previous
surveys by providing a unified taxonomy of SemiSL and UL
and drawing underlying connections among different methods,
which offers researchers a systematic overview.

The paper [A2] by Ding et al. proposes a novel selfsupervised
pretraining method that is designed for improving spatially sen-
sitive downstream tasks such as object detection. Specifically, a
contrastive patch matching task is proposed that exploits multi-
ple levels of the feature hierarchy, as required for downstream
detection tasks.

The paper [A3] by Huang et al. presents a training algorithm,
i.e., Selfadaptive training, that dynamically leverages model
predictions to guide and enhance the training process. The
authors claim that their method can advance both supervised
learning and SelfSupervised Learning (SelfSL) and can improve
the generalization of deep networks under noisy data, such as
data corrupted by label noise, random noise, and adversarial
examples.

The paper [A4] authored by Yang et al. addresses the chal-
lenge of removing rain streaks and rain accumulation from
videos. The proposed solution is an augmented Selflearned
Deraining Network (SLDNet+), which eliminates the need for
ground-truth images during training. SLDNet+ exploits the tem-
poral correlation and consistency of adjacent frames to predict
a clean version of the current frame. In addition, priors of rain
videos are incorporated to guide the network to focus on rain
regions and remove rain accumulation.

The paper [A5] by Wang et al. presents a novel variational
inference model, i.e., a selfsupervised latent space optimiza-
tion method called nebula variational coding, to improve the
deep learning architectures. It forms clusters in the latent space
through the additional variables trained in an unsupervised way
and employs metric learning to separate the clusters in a selfsu-
pervised way further. It can be applied to different architectures
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such as VAEs, CNNs, RNNs, and GANs and used to solve
different problems, including text sequence, images, 3D point
clouds and volumetric data.

The paper [A6] by Xinwang Liu investigates the potential of
Multiple Kernel Alignment (MKA) maximization, an effective
method for multiple kernel clustering (MKC), for the problem
of Incomplete Multiple Kernel Clustering (IMKC). The authors
propose to integrate the imputation of incomplete kernel matri-
ces and MKA maximization into a unified learning framework
and alternately optimize them until convergence. Theoretical
analysis and empirical results indicate the effectiveness of the
proposed algorithm.

III. FEW SHOT LEARNING AND CONTINUAL LEARNING

Four papers study the problem of FSL based on meta-learning.
The paper [A7] by Ye et al. addresses two potential weaknesses
of meta-learning based few-shot classification and proposes
a novel meta-learning paradigm to introduce rich supervision
to encourage the few-shot learner to generate classifiers that
perform like strong classifiers. The paper [A8] by Baik et al.
addresses the limitations of Model-Agnostic Meta-Learning
(MAML) and proposes a new task adaptive weight update rule
to enhance the fast adaptation process, instead of searching for
a better initialization. The paper [A9] by Tsutsui et al. addresses
the problem of one-shot fine-grained recognition, and presents a
meta-learning framework to combine synthesized images with
generative models and original images. The “off the shelf” image
generator is updated by a few training instances of novel classes,
and a Meta Image Reinforcing Network is proposed to conduct
one-shot fine-grained recognition as well as image reinforce-
ment. The paper [A10] by Du et al. proposes a novel method
called MetaKernel for FSL by introducing kernel approxima-
tion based on random Fourier features into the meta-learning
framework.

There are three papers studying the problem of FSL without
using meta learning. The paper [A11] by Parket al. addresses
the problem of few-shot font generation, and presents a novel
font generation method that learns componentwise style repre-
sentations, instead of universal style representations. To reduce
the number of required reference glyphs, the authors represent
componentwise styles by a product of component and style
factors inspired by low-rank matrix factorization. The article
[A12] explores the idea of recognizing complex objects by their
components and presents a method called Recognition as Part
Composition (RPC) that decomposes images into salient parts
and then learns to represent each part instance as a mixture of
a few concepts. RPC is beneficial for low-shot generalization
tasks, including Few-Shot Learning (FSL), Zero-Shot Learning
(ZSL), and UDA. The paper [A13] by Willes et al. studies the
problem of few shot open world recognition which extends the
scope of the existing open-world recognition setting to include
learning with limited labeled data, and presents a highly flexible
framework which combines Bayesian nonparametric class priors
with an embedding-based pretraining scheme.

Two papers study the problem of Zero Shot Learning (ZSL).
The paper [A14] by Yan et al. studies the problem of Zero

shot object detection (ZSD) and proposes a novel semantic-
guided contrastive detection framework (ContrastZSD) using
contrastive learning. ContrastZSD incorporates two subnet-
works that contrast between (region, category) and (region,
region) pairs, respectively. The paper [A15] by Mancini et al. ad-
dresses the problem of open world Compositional ZSL (CZSL),
i.e., recognizing unseen compositions of state and object visual
primitives seen during training, and propose a novel model,
i.e., Compositional Cosine Graph Embeddings, which models
the relationship between primitives and compositions through a
graph CNN.

Two papers study two scenarios of class incremental learning.
The paper titled [A16] by Mazumder et al. addresses the problem
of task incremental learning under the vanilla and zero-shot
settings, and presents a novel approach, i.e.; Rectification-based
Knowledge Retention (RKR), that applies weight rectifications
and affine transformations for adapting the model to any task.
The paper [A17] by Zhao et al. addresses the problem of Few
Shot Class Incremental Learning by introducing a fast and slow
learning process to manage the balance between learning new
concepts and remembering old ones. Distinct feature spaces are
introduced with different learning rates, and frequency-aware
distillation is applied after decomposing the feature space by
DCT.

IV. SEMISUPERVISED LEARNING

The paper [A18] by Zhu et al. addresses the annotation
bottleneck in semantic segmentation by introducing new self-
training based techniques for semi-supervised learning. The
authors adopt a hard-pseudo label teacher-student approach
and introduce centroid sampling as a technique to deal with
class imbalance and associated bias amplification. They then
introduce a coarse-to-fine training schedule to enable large
scale semi-supervised learning for segmentation to be conducted
quickly and efficiently.

The paper [A19] by Ali Akbari et al. aims to address the
accuracy drop of facial age estimation in data domain shifts. pro-
pose a novel method, namely Robust Age Estimation (RAgE),
to improve the robustness and reduce the uncertainty of age
estimates based on a new similarity-preserving pseudo-labeling
algorithm and a noise-tolerant consistency regularisation tech-
nique. The authors claim their method is robust to confounding
external factors, including variations in head pose, illumination,
and expression.

V. WEAKLY SUPERVISED LEARNING

Two papers address the problem of weakly supervised se-
mantic segmentation with image-level supervision only. The
paper [A20] by Lee et al. presents AdvCAM (Adversarial Class
Activation Map), an attribution map of an image that is ma-
nipulated to increase the classification score (produced by a
classifier before the final softmax layer), allowing it to identify
more regions occupied by an object rather than limited to a small
discriminative region of the object. The paper [A21] by Wang
et al. explores the value of cross-image semantic relations for
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comprehensive object pattern mining rather than using intra-
image information as in existing works. The authors propose
a co-attention classification network where a co-attention is ex-
ploited to mine the common semantics within an image pair, and
a contrastive co-attention is utilized to emphasize exclusive and
unshared semantics for capturing complementary supervision
cues.

The paper [A22] by Yu et al. brings the variational information
bottleneck (VIB) principle to graph convolutional network learn-
ing. Specifically, they propose a bilevel optimization algorithm
to identify a compact sub-graph that has minimum mutual infor-
mation with the input graph while being maximally informative
about the output labels. This informative sub-graph recognition
strategy requires no subgraph annotation and can be used for a
variety of tasks, including improving graph classification, graph
denoising, and 3D segmentation.

VI. CROSS DOMAIN LEARNING

Three papers address the problem of Unsupervised Domain
Adaptation (UDA) based semantic segmentation. The paper
[A23] by Dong et al. addresses the problem by considering
“what”, “where” and “how” to transfer, and presents a novel
Knowledge Aggregation induced Transferability Perception
Adaptation Network (KATPAN) based on three key modules to
determine “what”, “where”, and “how” respectively. The paper
[A24] by Jing et al. presents a feature representation method that
can encapsulate both the knowledge from the source domain and
the target domain and minimize the domain gap. In addition, a
reliable pseudo-label retraining strategy is also proposed. The
paper [A25] by Ma et al. proposes a unified framework named
“Image to Feature” (I2F) by performing both image level and
feature level adaptation. The authors propose a global photomet-
ric alignment module and a global texture alignment module to
address image-level domain shifts and perform global manifold
alignment to address feature level domain shifts.

The paper [A26] by Shiyu Xuan and Shiliang Zhang addresses
the problem of unsupervised person Reidentification by explic-
itly reducing the domain discrepancy across different cameras.
The proposed method progressively learns features that are ro-
bust to intracamera and intercamera variations by decomposing
the training into two stages: the intracamera training stage and
the intercamera training stage.

The paper [A27] by Xu et al. addresses the problem of Mul-
tisource Domain Adaptation (MSDA) for image classification
by exploring graphical models to model the graphical structure
among different domains effectively. The authors explore two
types of graphical models for MSDA, i.e., Conditional Random
Field and Markov Random Field for MSDA, and claim that MRF
is more expressive and computationally efficient than CRF.

The paper [A28] by Zhang et al. studies the problem of domain
adaptive object detection under across different weather condi-
tions and proposes to introduce causal intervention to explore
weather condition invariant feature representations. The authors
first construct a confounder dictionary which stores prototypes
of representative object features under various scenarios, and

then use the causal intervention to discover the causal association
between objects.

The paper [A29] by Gu et al. brings together recent ideas
in spherical learning (i.e., mapping the data onto a sphere by
magnitude normalizing the embeddings) with domain adapta-
tion. Specifically, the seminal adversarial domain adaptation
strategy is extended with spherical discriminators and classifiers,
and pseudo-label based domain adaptation is extended with a
robust loss that weights pseudo-labels by estimated probability
of correctness.

The paper [A30] by Peng et al. addresses the problem of single
domain generalization. A method named meta learning based
Adversarial Domain Augmentation is proposed. Adversarial
domain augmentation with Wasserstein auto-encoder aims at
creating multiple augmented domains from the source domain
to mimic unseen domains. Uncertainty quantification is used
for broad and safe domain generalization to avoid risk from
out-of-domain. Finally, Meta-Learning is used for training the
source domain and augmented domains.

The paper [A31] by Wang et al. addresses the annotation
bottleneck in monocular 6D object pose estimation through self-
supervision. The authors pretrain a fully supervised pose estima-
tor using simulated data, and then use a variety of self-supervised
techniques to adapt the model to the real-data domain without
using any labels. They consider a teacher-student unsupervised
adaptation framework with losses based on the implied mask and
perceptual appearance as well as geometric alignment based on
point matching and chamfer distance.

VII. APPLICATIONS

The paper [A32] by Yin et al. brings together ideas from
few-shot meta-learning to improve the efficiency of black-box
adversarial attacks. They establish a correspondence between
images and tasks and attacks with outcomes as training ex-
amples. Then they consider learning an image-conditional ad-
versarial perturbation generator to generate the attacks. In this
way, the perturbation generator can be learned from historical
images/tasks and then rapidly and efficiently fine-tuned for each
new image in order to generate strong attacks with few queries.

The paper [A33] by Su et al. studies the problem of using
brain images to accurately screen mental illness. Brain images
from patients are limited, whereas brain images from healthy
people are abundant. To deal with the class imbalance and
domain shift problems in diagnostic classification, the authors
propose few-shot domain-adaptive anomaly detection to achieve
cross-site anomaly detection of brain images. The proposed
method achieves effective cross-site diagnostic classification
based on only a few labeled samples.

The paper [A34] by Liu et al. presents a unified learn-
ing paradigm that can simultaneously deal with long-
tailed realistic data and actively explore novel data with
humans in the loop. The authors formally define the
Open LongTailed Recognition++ (OLTR++) that can han-
dle imbalanced classification, few-shot learning, open-
set recognition, and active learning in one integrated
algorithm.
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The paper [A35] by Feng Liu and Xiaoming Liu presents a
novel paradigm for unsupervised dense 3D object shape cor-
respondence by leveraging the implicit function representation.
The implicit function produces a probabilistic embedding to rep-
resent each 3D point in a part embedding space and implements
dense correspondence through an inverse function mapping from
the part embedding vector to a corresponding 3D point.

The paper [A36] by Weijian Deng and Liang Zheng investi-
gates the problem of estimating classifier accuracy on unlabeled
test datasets, and casts it as the problem of Automatic model
Evaluation (AutoEval). To address this, the authors formulate
AutoEval as a dataset-level regression problem.

The paper [A37] by Gao et al. casts the visual object tracking
from a single initial exemplar in the testing phase as a few shot
online adaptation problem, and proposes a simple yet effective
recursive least squares estimator aided online learning approach
for few-shot online adaptation without requiring offline training.
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