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Privacy Rating: A User-Centered Approach for Visualizing
Data Handling Practices of Online Services

SUSANNE BARTH , DAN IONITA , MENNO D. T. DE JONG , PIETER H. HARTEL , AND MARIANNE JUNGER

Abstract—Background: Many countries mandate transparency and consent when personal data are handled by
online services. However, most users do not read privacy policies or cannot understand them. An important challenge
for technical communicators is empowering users to manage their online privacy responsibly. Literature review:
Research suggests that privacy visualizations may alleviate this problem, but existing approaches are incomplete and
under-researched. Research questions: 1. How can we design a privacy rating that optimally empowers users with
different levels of knowledge about and awareness of online privacy? 2. How do users react to such a privacy rating, in
terms of usability, perceived usefulness, and trust in online services? Methodology: We developed Privacy Rating, a
tool for mapping and visualizing the privacy of online services. The tool was subjected to user research (N = 30) focusing
on usability, perceived usefulness, and effects on trust. To establish the effects on trust, participants were exposed to a
website with either a positive or a negative privacy rating. Results: The Privacy Rating appeared to be usable and
useful for lay users, and it had a significant effect on users’ trust in the online service. Users indicated that they would
like the visualization to become an established standard, preferably approved by an independent organization.
Conclusions: The Privacy Rating is a user-friendly privacy visualization covering all relevant aspects of privacy. We aim
to bring the tool to the market and make it a standard, ideally supported by an independent trustworthy organization.

Index Terms—Online privacy, privacy rating, privacy visualization, usability, user-centered design.

Imagine giving a complete stranger your address
and phone number, the contact information of
everyone you know, unlimited access to your
photos, a detailed account of your media use, all
your private messages, and real-time updates on
your whereabouts. It sounds extreme, but most of
us risk doing just that every day—simply by using
online services. Online services ranging from social
media and entertainment to shopping and banking
continuously handle large amounts of our personal
information. The pervasiveness of digital media in
modern life has resulted in a semantic web built
almost entirely on personal data [1].

Using online services inevitably requires making
decisions about disclosing personal data.
Disclosures may have adverse consequences such
as misuse, spam, or identity theft [2]–[4]. However,
due to the complex, multifaceted, and intangible
nature of online privacy, the vast majority of users
have difficulty judging potential privacy risks and
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safeguarding their privacy [5], [6]. Privacy policies
detail how online services handle user data, but
because they are long and complex, few users try to
read them, and those few face difficulties
understanding them [7]–[11]. Furthermore, an
analysis of privacy statements showed that such
disclaimers often place little emphasis on providing
users with clear-cut information designed to aid
the decision-making process. In fact, self-interest
and the desire to avoid litigation have much higher
priorities among most online service providers [12].

The complex, multifaceted, and intangible nature of
online privacy may amplify the cognitive biases
that users already have, including optimism bias
(underestimating the risks of unsafe behaviors),
status quo bias (exhibiting an affinity for default
choices), app desirability bias (adjusting privacy
concerns based on the attractiveness of the app),
and anchoring (taking other users’ behaviors as a
reference point) [13], [14]. A recent study showed
that, in line with Festinger’s cognitive dissonance
theory [15], users tend to consider privacy less
important when they think that they are not in
control [6].

Online privacy does not occupy a prominent
position on the research agenda in technical
and professional communication, with very few
research articles in the last 15 years devoted to the
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topic [16], [17], none of which address the challenge
of empowering users to act in accordance with their
own privacy interests. We believe that online privacy
deserves more attention within our discipline
because it is an increasingly prominent and
inherently complex aspect of the interaction between
humans and technology, and could benefit from
the verbal and visual communication competencies
that typically define the strength of our discipline.

When it comes to empowering users to assume
informed responsibility for their online privacy,
many researchers have drawn attention to the
potential of using privacy labels, visually depicting
the threats to privacy associated with online
services [18]–[34]. In fact, the European General
Data Protection Regulation (GDPR) mandates
standardized icons to provide an overview of the
intended data processing [35]. In this article, we
describe the development and evaluation of the
Privacy Rating, a new privacy visualization that we
have developed for online services. The label is the
result of a research-based inventory of important
privacy risks. It includes an efficient tool for
mapping privacy features and is designed to raise
privacy awareness among nonengaged users and to
provide relevant, well-organized information to
users who are already concerned about privacy.
After a literature review, we describe the privacy
label and its rationale before reporting on the
design and results of a user test that focused on its
usability, perceived usefulness, and effects on
users’ trust in an online service.

LITERATURE REVIEW

Why is There a Need to Visualize Privacy?
Although users claim to care about their online
privacy and have concerns about privacy
violations, they generally do not behave
accordingly. They download apps, give permissions,

and provide personal information without much
thought about the potential ramifications of their
actions. This discrepancy between attitude and
behavior is known as the “privacy paradox” [36].
Research shows that there may be three underlying
mechanisms.

1. Users rationally weigh the benefits of
downloading an app, giving permissions, or
providing personal information against the
associated privacy risks.

2. Users have trouble weighing costs and benefits,
and instead rely on (possibly biased) heuristics
or cognitive shortcuts.

3. Users do not even consider the privacy aspects
of downloading an app, giving permissions, or
providing certain information [37].

The distinction between these mechanisms may
not always be clear in practice. Through their
behavior, users put themselves at unnecessary
risk. The current situation is a vicious cycle.
Virtually all privacy policies are complex and
“take-it-or-leave-it.” Therefore, individual users
have no real choice but to accept online services on
their (unclear) terms, a situation that panders to
the strategies of many service providers. Although
online privacy is a topic of vivid discussions in the
academic literature, in practice, it is often reduced
to momentary feelings of unease and uncertainty in
users.

Designers and providers of online services are in
the best position to make data handling processes
more transparent to users. Since the end of the last
century—even before the introduction of
smartphones—researchers have advocated for and
worked on a Privacy-by-Design paradigm [38], [39].
Its basic premise is that privacy should be
incorporated into the fabric of online services
instead of “bolting it on” after the fact. Many
Privacy-by-Design standards and guidelines have
emerged, (e.g., ISO/IEC 29100:2011) [40].
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Although this approach can make a tremendous
contribution to users’ online privacy, several
authors have warned of legal and practical
complications [41], [42], as well as problems of
adoption and implementation [43]–[45].

In practice, many providers of online services still
try to discourage users from exercising their rights
to privacy [46]. In addition, a core characteristic of
online services is personalization which, by
definition, involves some degree of personal data
processing. Research shows that different users
may have different tolerances of specific data
handling practices [47].

Another solution would be empowering users to
consciously take more responsibility for their
online privacy. This could entail increased
education: providing users with more knowledge
about the business models of online services, the
potential privacy risks of transactions, the exact
meanings of permissions, and the best protection
methods. However, research suggests that general
knowledge and privacy awareness play no
significant role in the privacy paradox: Advanced
computer science students and even privacy and
security experts appear to struggle with the same
issues as lay users, exhibiting similarly unsafe
behaviors [48], [49].

From a document design perspective, there may be
a lot to gain from better information about privacy
risks. Given the shortcomings of current privacy
statements [7]–[12], some researchers investigated
whether or not textual improvements could help.
An experimental study showed that merely
simplifying privacy statements based on document
design principles does not affect users’
comprehension, attitudes, or behavior [50]. On the
other hand, another experimental study showed
that concise and simple privacy warnings do have
an effect on users’ risk perceptions and online
behavior [51].

Beyond their legal jargon and complexity at the
word-, sentence-, and paragraph-level—all severe
problems in their own right—privacy statements
generally represent an intimidating information
overload that does little to align with the
perspective of users trying to ascertain whether to
use an online service or not. It seems important to
realize that there is functional complexity involved
when communicating privacy risks [52], [53].
Ideally the same privacy information should do the
following:

1. Raise users’ awareness of the importance of
privacy and privacy risks [54], [55]

2. Provide less engaged users with a shortcut to
support their decision-making about the
potential privacy risks associated with using an
online service

3. Provide highly engaged users with user-friendly
and comparable information about privacy risks
(with varying levels of detail, depending on their
interests and expertise)

Privacy visualizations, as advocated and developed
by several researchers [18]–[34], may be a viable
way to address this communication challenge.
More than verbal information, visualizations can
draw the attention of users who are not aware of
privacy risks [24], [33], [56] and force service
providers to translate complex privacy information
into manageable, standardized privacy information.

Earlier Attempts to Visualize Online Privacy
Developing a privacy visualization requires two
related activities: an intrinsic analysis of the
relevant privacy aspects to be included and a
verbal-visual communication design. Both in the
academic literature and in practice, many attempts
have been made to develop privacy visualizations
(see Barth et al. [57] for an overview). Table I
summarizes 14 earlier attempts, with special
attention to the extent to which the systems provide
overall advice about the privacy risks of online
services (overall indicator) and detailed information
about specific privacy aspects (privacy details).

Existing privacy visualizations operationalize
privacy information quite differently [34], [57].
Barth et al. [57] investigated operationalizations of
online privacy that manifest themselves in
Privacy-by-Design guidelines and privacy
visualizations, resulting in the following 15
different privacy aspects:
� Accountability
� Anonymization
� Collection
� Control
� Correctness
� Disclosure
� Functionality
� Purpose
� Pseudonymization
� Retention
� Right to be forgotten
� Sale
� Security
� Sharing
� Transparency
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TABLE I
OVERVIEW OF EARLIER PRIVACY VISUALIZATIONS

None of these privacy aspects were incorporated in
each of the reviewed privacy visualizations. Three
privacy aspects were quite prominent—types of
data collection, purposes of data collection, and
data sharing—with only one or two visualizations
missing out on them. But the overall focus of the
visualizations differed considerably. No
agreed-upon framework of relevant privacy aspects
of online services currently exists. A new privacy
visualization should thus be based on a systematic
analysis of relevant aspects of online privacy.

Various types of visualizations can be
distinguished. Seven of the 14 visualizations listed
in Table I are sets of icons expressing specific
privacy characteristics. Several authors have
argued that it is difficult to visualize such
intangible and complex features [22], [25], [65], and
several icons that were developed proved to be
problematic in user tests [20], [61]. As a result,
some of the icon sets use supporting tags to assist
with the interpretation of visual cues. A significant
drawback of icons is that they are limited to

depicting specific privacy risks, thus making them
unsuitable for providing users with the bigger
picture, which is necessary if they are to make
informed decisions about the acceptability of the
combined privacy risks.

Three of the proposed visualizations downplay the
role of icons by making them merely supportive for
predominantly written information. In these cases,
the icons have no independent meaning but only
visually support the structure of a summarized
privacy text. Again, it is questionable whether this
approach supports users in their decisions about
the combined privacy risks of online services. The
difficult task of making sense of the various privacy
characteristics and translating those insights into
an overall judgment about privacy risks is still
entirely the users’ responsibility.

Two other visualizations explore very different
directions. Inspired by the nutrition labels on food,
Kelley and colleagues developed a privacy nutrition
table, which actually consists of a listing of 10 types
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Fig. 1. Kelley et al.’s privacy nutrition label [18], [19].

of user data, five types of data handling, and two
different parties handling the data (see Fig. 1). In
each cell of the table, four options may be entered
(yes, no, opt out, and opt in) [18], [19]. The analogy
with nutrition labels already suggests that the
visualization does not attract less-engaged users
and does not support users’ overall decisions about
whether privacy risks are acceptable or not. Still, a
focus group study showed that users appreciated
the system [18], and a comprehensive experiment
showed that the label, compared to normal privacy
statements, helped users to better understand the
privacy aspects of online services [19].

Van Kleek et al. developed a visualization of the
data flows from online services [28]. Although the
resulting graphs were advanced and may be too
complex to be intuitively comprehensible, a
small-scale experimental study indicated that the
visualization, more than written privacy
information, helped users make informed decisions
regarding online privacy.

Finally, two proposals for visualizations take the
form of privacy ratings, providing overall
indications of the privacy aspects of online services
with optional in-depth information. Van den Berg
and van der Hof’s privacy wheel (see Fig. 2) consists
of an overall privacy qualification in the middle
surrounded by eight brightly colored clickable
aspects of privacy [22]. Although it manages to
combine an overall privacy assessment and more
detailed information, the visualization has a few

Fig. 2. Van den Berg and Van der Hof’s privacy wheel
[22].

potential drawbacks: The overall privacy
assessment in the middle might be easily
overlooked, it lacks a reference point, and it is not
transparently related to the eight specific privacy
aspects.

Clever Franke’s privacy label (see Fig. 3) is inspired
by the letter classification (A-F) and color use of the
EU energy label [63]. It consists of a colored circle
with a privacy qualification in the middle: An A (in
green) is positive; an F (in red) is negative. Around
the qualification, there is a circle divided into three
equal parts representing three privacy aspects:
data usage, data collection, and user control. For
every aspect, five questions are asked. For positive
answers, the line is colored; for negative answers, it
is left white. The thicker the colored circle around
the privacy qualification, the more positive the
online service scores on the specific privacy
aspects. Users can use a quick response (QR) code
for more specific information. Drawbacks of this
visualization are that the specific privacy
information is hidden in the design, and the system
of five questions in three parts of the circle may not
be clear to users.

No research reports are available on user tests with
either of these two privacy labels.

RESEARCH QUESTIONS

In this article, we describe a project developing a
Privacy Rating tool for online services that is
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Fig. 3. Clever Franke’s privacy label [63].

founded upon expert knowledge of the relevant
privacy aspects and that is designed to overcome
the shortcomings of earlier privacy visualizations.
Furthermore, we describe a user study of the
proposed visualization that focuses on usability,
perceived usefulness, and effects on user trust. We
investigate the following research questions.

RQ1. How can we design a Privacy Rating tool
that optimally empowers users with different
levels of knowledge about and awareness of
online privacy?

RQ2. How do users react to such a Privacy
Rating tool, in terms of usability, perceived
usefulness, and trust in online services?

METHODOLOGY

A user-centered privacy visualization must be both
useful (contain the right information) and usable
(present the information in an understandable
way). Therefore, our methodology is two-fold. First,
we report on the development of the Privacy Rating
visualization. At the core of the proposed
visualization lies a set of 12 privacy metrics that
not only provide the basic structure and content of
the privacy visualization, but also serve as input for
the rating system. Second, as a part of an iterative
design process, we evaluated the visualization with
potential users.

Privacy Rating Below, we describe the
development of the Privacy Rating visualization and
discuss its three main characteristics: content,
visual design, and generating the Privacy Rating.

Content: The development of the Privacy Rating
started with a thorough and systematic analysis of
the privacy aspects of online services that should
be deemed relevant and therefore included. We
took the list of 15 privacy attributes gathered in
earlier research [57] as our starting point (see
Table II). The attributes were based on established

Privacy-by-Design guidelines and earlier privacy
visualizations. Research with experts and users
confirmed the importance of all attributes [57].

We decided to exclude two of the original attributes
for our visualization. The functionality aspect was
removed because it was ambiguous and overlapped
with control. Transparency was removed because
having a Privacy Rating can already be seen as a
positive indicator of transparency in itself. In
addition, anonymization and pseudonymization
were combined into one attribute because they
were sometimes difficult to distinguish:
pseudonymization can be seen as incomplete
anonymization. From previous research, we know
that privacy is subjective and context-dependent
[47], [66], [67]. Therefore, we decided to use all of
the remaining 12 attributes as equally rated
metrics for our rating system.

Because differentiating 12 different privacy
attributes is not manageable for users, we
conducted a card-sort study in which we asked
users to cluster the 12 attributes. Most often, the
attributes were grouped into four categories.
Although security turned out to be a clear group
label, there was disagreement about the others.
Consulting 10 privacy and cyber security experts
from our network resulted in four main clusters:
collection, sharing, control, and security (see
Table III).

To use the metrics for rating and comparing online
services, they must be operationalized. To keep the
system simple and understandable for users, we
defined three-point scales (good-neutral-bad) for
each attribute. In iterative sessions with privacy
and cyber-security experts, we arrived at the
operationalized metrics presented in Table III.
Online services receive penalty points depending on
their score on each metric (0 points for good scores,
1 point for neutral scores, and 2 points for bad
scores).
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TABLE II
PRIVACY ASPECTS CONSIDERED FOR THE PRIVACY RATING [57]

Note: ∗ = Removed from the Privacy Rating attributes; ∗∗ = Collapsed into one attribute.

Fig. 4. Design of Privacy Rating.

The total number of penalty points is then used to
categorize online services into seven classes, from A
(lowest privacy risks) to G (highest privacy risks):

� Class A: 0 or 1 points
� Class B: 2 to 5 points
� Class C: 6 to 9 points
� Class D: 10 to 13 points
� Class E: 14 to 17 points
� Class F: 18 to 21 points
� Class G: 22 to 24 points

Visual Design: Our Privacy Rating (see Fig. 4) was
designed through an iterative process in
collaboration with a professional design agency.
Simplicity, clarity, recognizability, and
attractiveness were important criteria throughout
the design process. With its stable and marked
overall design, the visualization has the potential to
draw attention to privacy issues across different
online services. The use of overall privacy classes
helps less-engaged users to make a quick overall
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TABLE III
CLUSTERED AND OPERATIONALIZED PRIVACY ATTRIBUTES

Note: 0-2 represents the number of penalty points for each alternative.
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Fig. 5. Template of the European energy label for
electronic displays [68], [69].

judgment about the potential privacy threats of
online services. As with the familiar European
Union energy label (see Fig. 5) [68], [69], privacy
classes are indicated by combinations of letters and
colors (ranging from A plus green for the most
positive online services; to G plus red for the most
negative ones). The colors also reflect the
conventional color scheme of traffic lights. The
presence of a full scale helps users to interpret the
score of a particular online service.

Users who are more engaged with online privacy
are helped with two levels of additional specific
information. The first level, immediately obvious in
the visualization, is the scores of the online service

in the four main categories of privacy aspects
(collection, sharing, control, and security), which
can have different colors depending on the specific
score for each one. Each category is listed with its
name and an icon. The second level, which can be
reached by hovering over or clicking the main
categories, provides more detailed information
about specific aspects of privacy.

Generating Privacy Rating: To promote the
practical feasibility of the Privacy Rating, we
developed a self-assessment form in a free web
application (www.privacyrating.info). This form
enables providers of online services to create their
own tailor-made privacy label corresponding to the
data handling practices of their online service. The
application is designed to walk service providers
through a questionnaire with each question
corresponding to one of the three levels of each
attribute. The questionnaire is interactive: Once
the answer to a question confirms the level of an
attribute, the remaining questions corresponding
to that attribute are skipped, and the service
provider is directed to questions about the next
attribute. When all 12 attributes have been
evaluated, the application computes the Privacy
Rating and creates a visualization in two formats:
an HTML and a smaller PNG version, both of which
can be embedded into webpages or apps. The small
version can be added to the footer of the page or to
the cookie notice. The larger version can be
included in the privacy policy or as a pop-up.

Research Design of the User Study To evaluate
the potential value of the Privacy Rating, we
conducted a user study. In this early phase of
development, we focused on the following three
aspects of the privacy label:
� Usability
� Perceived usefulness
� Effect on users’ trust in an online service

Because of the COVID-19 pandemic, data collection
took place in individual online sessions. The study
was approved by the Ethical Committee of the
Electrical Engineering, Mathematics and Computer
Science faculty of the University of Twente.

Participants: Participants were recruited in three
complementary ways:
� From the university’s research participants pool
� From a commercial research participants pool
� Via social media

Participants from the university’s pool received
participant credits required by their study

www.privacyrating.info
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Fig. 6. Screenshot of the web shop for the user study.

programs, participants from the commercial pool
received a monetary compensation, and
participants from social media volunteered to
participate without compensation. In our
recruitment messages, we called for participants
aged 18 or older, with good English proficiency and
access to a Google Chrome browser, a web cam,
and a microphone.

A total of 30 participants took part in the study.
Participants had a mean age of 28.6 years (ranging
from 19 to 62). Their gender distribution was equal.
Participants’ educational level varied from medium
(high school or vocational education: 53%) to high
(bachelor, master, and PhD: 47%). Of the sample,
60% currently followed a study program, and 57%
had a job. Study programs and occupations were
quite diverse. Three participants had a background
in cyber security or online privacy. All participants
lived in Europe, most of them coming from
Germany or the Netherlands. A large majority of
the participants had ample experience with online
tools such as email, search engines, instant
messaging, social media, and teleconferencing (all
93% or higher) and with online transactions such
as online banking, streaming, and shopping (all
87% or higher).

Research Materials: To evaluate the Privacy
Rating in a realistic setting, we built an online web
shop (see Fig. 6), using a real, SSL-protected

domain (www.sohogiftshop.eu). The web shop used
a prebuilt, highly rated WordPress theme. Offerings
(including photos, descriptions, and prices) were
selected across a broad range of product types. To
prevent unintended visitors, the web shop was
password protected. Participants received the
password at the beginning of their
session.

The web shop’s Privacy Rating was included as a
pop-up that appeared when users opened the
homepage. Before interacting with the site, users
had to click away the pop-up. The shop’s Privacy
Rating was also included at the bottom of the
homepage, and a small version was added to the
footer of every page (see Fig. 7).

To investigate the effects on participants’ trust in
an online service, two versions of the Privacy
Rating were used: Half of the participants were
exposed to the web shop with a moderately positive
Privacy Rating (grade B, predominantly green), and
the other half were exposed to the web shop with a
moderately negative rating (grade F, predominantly
red).

Procedure: The research sessions consisted of two
parts. Participants began with an online
questionnaire in Qualtrics covering their
background characteristics and the consent
information. Background questions focused on age,

www.sohogiftshop.eu
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Fig. 7. Privacy Rating on the web shop, as pop-up (left) and as small label (right).

gender, country of residence, education,
profession, use of online services, and expertise in
online privacy and cyber security. After filling out
all questions, participants received a link to a live
session with one of the interviewers. In the live
sessions, we used Lookback for real-time screen
monitoring and interviewing. Participants were
asked to install this software on their computers.
In all sessions, two researchers were involved: one
moderated the session and interviewed the
participant; the other observed without interacting
with the participant.

The session started with the following scenario-
based task.

You are looking for a gift for the birthday of your
friend. You find some interesting gifts in an
online gift shop you have never used before: the
SOHO Gift Shop. To place an order, you must
provide your first and last name, date of birth,
gender, age, shipping and billing address, and
credit card details. Try to determine whether you
would trust this website with your personal
information.

To avoid reactivity, we did not ask the participants
to think aloud. However, their interactions with the
Privacy Rating and the website were recorded and
used in the analysis.

The task execution was followed by a
semistructured interview, with questions covering
the following three topics.

1. Trust in the website
a. Decision whether to make a purchase
b. Impression of the website
c. First impression of the Privacy Rating
d. Effects of the Privacy Rating on trust

2. Usability of the Privacy Rating:
a. Name
b. Overall rating
c. Scale
d. Main categories
e. Detailed information about the categories
f. Visual design

3. Usefulness of the Privacy Rating:
a. Transparency (did it increase an
understanding of data handling practices?)

b. Behavioral intentions (would it affect
decisions to trust online services?)

c. Desirability (would the participant like to see
it as an established standard?)

The sessions were videorecorded. Sessions lasted
on average 24.4 minutes (SD = 8.3). At the end of
the sessions, participants were thanked, debriefed,
and given instructions for removing the Lookback
extension from their browser.

Analysis All 30 interviews were transcribed
verbatim, and any personal information that could
be associated with participants was removed. The
interview data were analyzed qualitatively in
ATLAS.ti. Codes were based on the interview
questions and emerged bottom-up based on
participants’ answers. Two independent
researchers coded a random selection of 10% of the



BARTH et al.: PRIVACY RATING 365

transcripts and discussed the discrepancies in
their coding. Based on the discussion, the coding
scheme was refined. After that, the two researchers
coded another sample of the transcripts. They
reached sufficient intercoder agreement in general
(Cohen’s kappa = 0.85) and for the three main
research topics: usability (0.87), perceived
usefulness (1.0), and trust (0.78). Using this coding
scheme, the remaining transcripts were then coded
by the first author.

To investigate the effects of the Privacy Rating on
participants’ trust in the online service, the
interviews were complemented with behavioral
data: the amount of time participants spent looking
at the Privacy Rating pop-up and their decision
about placing an order in the web shop. For these
behavioral data, we compared the results of the two
experimental groups (positive versus negative
Privacy Label).

RESULTS

Usability

Name: Most participants (80%) found the name
Privacy Rating clear and understandable and
formulated correct expectations of its purpose: “It’s
really clear that this is about how safe a website is
in terms of privacy.” Others stated that they would
not know immediately what the name “is trying to
communicate.” To come to a full understanding,
they would have to see more. Interpreting the name
in combination with the other elements helped
them to “understand what they mean, what they
tell you.”

Overall Rating: Participants were generally
positive (87%) about the clarity of the overall rating:
“It’s understandable enough to make me not want
to share my information.” For most participants,
the color was important: “If there would be no
color, it could be like, what does B mean? But
green is always good and red is bad.” Some
participants related the overall rating to other
familiar grading or rating systems: “the labels for
energy consumption,” “the American paper grading
system,” or “the alphabet; where the alphabet
starts, the better it is.” Participants with difficulties
understanding the overall rating stated that the
meaning became clearer when they also looked at
other elements (for example, the colored scale).

Scale: Most participants (80%) found the scale
clear: “A would mean that this is the best rating of

privacy that you could have as a website, and G
would be the worst.” Some called the scale
“intuitive” and “nothing to misunderstand.” The
use of colors makes it easy to interpret.

A is green. So like a traffic light, green is good.
Green, you go, you’re safe to go. Yellow as well,
you can go.… And then red is no, you don’t go.
Not very good.

Some participants stated that a scale without
colors would be harder to understand. Others said
that they needed a point of reference to interpret
the scale. Interestingly, two participants expected
that the scale would be interactive with clickable
letters.

Main Categories: The four main categories
(collection, sharing, control, and security) were
clear to most of the participants, although some
argued that the terms alone did not suffice and
were understandable only when looking at the
details corresponding to the categories. The
categories collection and sharing were easiest to
understand (93% and 87%, respectively). Control
and security were somewhat less clear to the
participants. Regarding control, several
participants (77%) found the term “a bit vague” and
“difficult to understand.” Some thought it referred
to the control service providers have—“maybe what
the website can do remotely to your computer”—
and did not see that it is meant to refer to the
control users have regarding their personal data.
Regarding security, participants (70%) found the
term “a bit ambiguous” or “too general.” Some
thought that it involved only financial transactions:
“Should I give my Visa number or should I use
PayPal?”

Detailed Information: Most participants (63%)
found the more detailed information underlying the
four categories clear. Although participants
appreciated the conciseness of the descriptions,
some suggested adding more information because
it “is very much open to interpretation depending
on how much knowledge the individual has.” Some
participants found the wording too technical and
would have appreciated explanations in “more
human [layman’s] words.” Table IV summarizes the
specific problems participants mentioned about the
detailed information.

Visual Design Elements: Three participants found
the separate colors used for the four categories
confusing. One participant found the green color
difficult to see against its background. Another
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TABLE IV
PROBLEMS IDENTIFIED IN THE DETAILED INFORMATION

participant understood this color scheme
differently, stating that “sharing and using data is
red. So I’m assuming that means that they don’t
share my data,” whereas the color red actually
means the opposite. In addition, three participants
were confused that the categories expanded both
automatically (when hovered over) and manually
(when clicked).

Several participants (33%) did not realize that the
indicators were ratings of the single statements.
“The color of the overall rating and the color of the
subcategories are the same. I did not notice that
those are ratings.” Another participant thought that
the colored dots were “just simple bullet points that
don’t have any meaning.” Especially the green dots
were difficult to recognize “because the background
is all green and the bullet points are all green.”

The icons used to support the meaning of the four
categories were correctly understood and
appreciated by 44% of the participants. The other
participants had difficulties with one or more of the
icons. One participant questioned whether or not
the icons are really necessary. The interactivity of
the icons, intended to catch the user’s attention,
proved especially confusing for some participants.

The fact that they move … I can get a little
distracted and it makes it look a little less
trustworthy to me and not necessarily helping
me better understand what it is about.

Another participant assumed that the icons would
be clickable and have a personalization function
integrated.

In all, the usability evaluation yielded a positive
overall impression as well as several suggestions to
further optimize the Privacy Rating (see Fig. 8 for

an overview). Some of the detailed problems
mentioned with specific elements are actually
solved when participants consider the complete
visualization. However, the results revealed the
need for more attention to the wording of categories
and detailed information, with an important
balance between clarity and conciseness. In
addition, the participants mentioned several
ambiguities in the visual design that deserve
attention.

Perceived Usefulness Overall, participants were
very positive about the Privacy Rating, one of them
calling it “the most useful tool I’ve seen.” The vast
majority of participants (90%) considered the label
to be an effective tool for visualizing how online
services handle users’ personal data.

I think it’s pretty good for a normal homepage
because usually it’s not so easy to find this
information and I don’t usually read all of it
unless it’s a new company.

The similarities to the existing EU energy label
appeared to enhance the label’s usefulness. “It
reminds me a bit of when you buy a fridge and you
get the label in terms of the efficiency levels.” Some
participants explicitly appreciated that the label
was the first thing they saw when opening the
website. “It gives a pretty clear overview. And it’s
also nice if I click on the website and it’s right
there.”

Three participants were somewhat more critical,
arguing that the information provided by the label
only “gives an impression but not a full clear
explanation of how this website is handling my
data.” Their objections involved the conciseness
and clarity of the information, as discussed above.
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Fig. 8. Usability of the various elements of the Privacy Rating.

Most participants (83%) felt that the Privacy Rating
would influence their decisions on trusting and
using websites or other online services. They would
appreciate such a label, especially when sharing
sensitive data such as credit card details with an
online service. The label would help them to judge
unknown websites or compare services offering the
same product. It makes evaluating online services
less time-consuming and limits the role of
subjectivity in their judgments. Interestingly, some
participants argued that a negative rating would
influence them more than a positive rating.

All 30 participants would like the Privacy Rating to
become an established standard under the
responsibility of an independent organization
because such standardization would enhance
people’s awareness of online privacy and the risks
of data sharing. It would also educate users, satisfy
the needs of users who care about their personal
data, and decrease vulnerability to fraud.

I would be happy to see something like that on a
website, generally. It would help educate people
as to the good and the bad out of the internet,
and shopping online and banking online. I
surprised myself … how many online systems I
actually use. I worked in IT, but I’d like to think
of myself as being able to disconnect from it. But
clearly not. Everything I do is connected to
technology in some way.

Effects on Trust A first step in our analysis of the
effects that the Privacy Rating had on participants’
trust in the web shop involved the attention that
participants paid to the pop-up. On average,

Fig. 9. Effects of the Privacy Rating on participants’
decision whether to place an order.

participants spent 33.4 seconds (SD = 18.5)
looking at the label (with a range between 6 and 78
seconds). There were no significant differences
between the groups that had been exposed to a
positive or negative label. In the interview
afterwards, almost all participants (93%) indicated
that they recognized the label; only two participants
were not sure whether they had seen it.

A second step was to determine whether the label
affected participants’ online ordering decisions. A
chi-square test showed that this was the case (χ2
(1, N = 30) = 5.0, p < 0.05). In the group of
participants exposed to the negative privacy rating,
only 40% would place an order in the web shop,
compared to 80% in the group of participants
exposed to the positive rating (see Fig. 9).

Many participants indicated that a negative rating
would influence them more than a positive one.
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Indeed, participants who saw a negative rating
displayed were less likely to place an order
compared to those who were shown a positive
rating. Furthermore, although a good Privacy
Rating increased trust in the website for 66% of the
participants, a bad rating decreased trust for 91%
of the participants. This finding indicates that, in
our sample, a negative rating had a greater
influence on trust than a positive rating did.

From the interviews, two possible factors could be
identified that might limit the effectiveness of the
Privacy Rating. The first is that the pop-up format
is not always appreciated. Some of the participants
saw it as annoying and disturbing.

I don’t like websites where you have a pop-up
straight away.…When I go to a landing page of a
website, I want to have a look at the actual
website and not deal with pop-ups.

The second is that the label is not yet officially
established and therefore unfamiliar. This
provoked suspicion among some participants:

I think it’s a bit weird for a website to have that
because on other websites that are trustworthy, I
don’t see it there.… This was a bit unexpected,
but unexpected in a negative sense …. it could
be that they do this in order to make their
website look trustworthy while they’re not.

DISCUSSION

Online privacy is an increasingly important issue.
Rapid technological developments in information
and communication technologies and artificial
intelligence have accelerated the impact of
computers and mobile phones in our lives as well
as the possibilities for online service providers to
invade our privacy. Interfaces have become
deceptively simple and user-friendly, whereas the
processes going on in the background are
increasingly complex and opaque. Researchers
have spent a lot of time and energy unraveling
people’s privacy-related attitudes and behaviors,
and exploring the privacy paradox, but so far,
research-based attempts to empower users with
the means to assume responsibility for their online
privacy have been limited and unsuccessful.

In this article, we described the design and
evaluation of a new privacy visualization called
Privacy Rating. To inform users about potential
consequences of information disclosure and to raise
awareness of data handling practices, a risk-based
and multilevel approach was chosen for the design

of the Privacy Rating. At the core of the privacy
visualization lies a set of 12 privacy aspects derived
from a literature review [57]. To avoid information
overload, the 12 aspects were divided into four
main groups: collection, sharing, control, and
security. Dividing otherwise complex information
into smaller text passages, in combination with
colors and navigation options for more information,
makes the information accessible and tailored to
individual information needs.

The label acknowledges the functional complexity
involved in communicating privacy aspects and
supports both less engaged users and
privacy-aware users. If widely implemented, it may
contribute to privacy awareness among users in
general, as it sheds light on the privacy aspects of
online services, transforming them from a hidden
feature into a conspicuous and comparable
characteristic. For less engaged users who may
worry about privacy but are unwilling to invest
time and effort into evaluating all privacy
characteristics, the overall Privacy Rating provides
a visual shortcut to support their decision-making
process about downloading or using online
services. For more engaged users who want to
know more about privacy but who may be hesitant
to examine the entire privacy policy, the Privacy
Rating offers prestructured detailed information in
two layers. With these contributions, the Privacy
Rating may play a positive role in balancing the
unfavorable equilibrium between users and online
service providers, in which privacy considerations
currently play an inferior role.

The user research that we conducted underlined
that the Privacy Rating can be a promising tool to
help users safeguard their online privacy and thus
limit the privacy paradox [36]. Barth et al. [37]
identified three underlying mechanisms of the
privacy paradox:

1. A more or less rational weighing of costs and
benefits

2. An incomplete and biased weighing of costs and
benefits

3. A neglect of privacy considerations

The Privacy Rating should help reduce the
influence of the latter two mechanisms. The label
urges users to consider privacy aspects in their
decisions and reduces biases that they might have
when judging privacy risks. As a result, the
weighing of costs and benefits will be more
systematic and more rational than may currently
be the case. That does not mean that the privacy
paradox is solved. It is still imaginable that users



BARTH et al.: PRIVACY RATING 369

could decide in favor of an online service despite
privacy risks that they are aware of.

But the discrepancy between attitude and behavior
may not be at the core of the problem. People have
to make tradeoffs between desires and preferences
all the time. The core of the problem is the fact that
their decisions are often uninformed. Tackling this
deficit is the main purpose of the Privacy Rating
tool. The results of our user research suggest that
this design is a step in the right direction. With
regard to usability, the Privacy Rating did quite
well, although participants also uncovered several
problems that need to be addressed in future
iterations of the label. The problems found mainly
concerned the formulation of privacy risks and
aspects and details in the visual design. The
perceived usefulness was judged very favorably by
our users, and the label appeared to significantly
affect our participants’ decisions on whether to use
a particular web shop. User feedback will play a
significant role in our future efforts to further
optimize the Privacy Rating.

In addition, the results of our user research can be
used to inform other privacy visualization projects.
Two insights stood out. The first is that connecting
a privacy visualization explicitly to users’ existing
interpretation frames is beneficial. In all parts of
our user research, we heard positive remarks about
the resemblance of the Privacy Rating to the
well-established and familiar energy label, which
made our label easy to understand and may have
also contributed to the persuasiveness and
perceived urgency of the rating. The second is that
the development of the label is only half of the
story. Several participants in the user research
doubted the independence and authoritativeness of
the label, letting on that it would make a big
difference to them if the label were issued by a
trusted source.

Finally, our findings drew attention to two tradeoffs
in designing a privacy visualization. The first
involves finding a balance between conciseness/
simplicity and informativeness. The feedback from
some of our participants suggested that they found
even the second layer in the information about
privacy insufficient. Having said this, we are by no
means certain that adding information will make
the label better. Our findings lend support to
previous work stating that grouping and
segmenting information across multiple layers has
a positive effect on the understandability of
complex information [24] and that color schemes
can increase granularity and provide shortcuts for

quickly assessing risks [32], [34]. Also, in line with
previous work, we found that privacy and security
icons have poor understandability [26], [34].

The second tradeoff is between annoying
intrusiveness and sheer invisibility. Some of our
participants complained about the use of a pop-up,
but whether a less intrusive exposure would glean
the necessary attention and provide similar effects
is questionable. Prior research showed that the
timing of users’ exposure to privacy notices is very
important [70]. The development of any viable
privacy visualization must include its effective
placement. It is quite possible that the methods of
exposure may become less important once the label
becomes an established standard [25].

LIMITATIONS AND FUTURE WORK

To our knowledge, this is the first initiative to
develop a privacy visualization covering a
systematic selection of relevant privacy attributes
available in the academic literature, law, and
practice. It is also one of the few initiatives to
explicitly incorporate user feedback in the process.
Still, it is important to keep the following
limitations in mind when interpreting the results.

First, the Privacy Rating is still in development. In
our user study, we tested a prototype of the privacy
label that reflected our knowledge after various
studies into user perspectives on online privacy
[47]–[49], after a thorough analysis of relevant
privacy aspects and earlier privacy visualizations
[57], and after an iterative design process including
expert and user input. The user study reported in
this article provided us with more food for thought,
which we will use to further optimize the privacy
rating. Specifically, we will look into using simpler
language and including links to further
information.

Moreover, we foresee three additional developments
in the period ahead. We will try to further explore
the implementation of the label, which involves
gaining support from online service providers,
platforms, and legislation. Any advancements may
have consequences for users’ perceptions of the
Privacy Rating. We will also try to make the input
for the Privacy Rating more objective and
trustworthy. The score that online services
currently receive is based on service providers’
self-reports in the questionnaire. That is not
necessarily a bad option, as service providers can
be held responsible for any discrepancy between
their privacy policies and their answers in the
questionnaire. But ideally, the privacy ratings
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would be obtained directly from the privacy
policies, either by natural language processing or
by the intervention of an independent authority.
Future developments in this respect may also have
a positive impact on users’ perceptions. We will try
to set up communication about the Privacy Rating
itself. In the current user study, participants saw
nothing but the visualization. We are planning to
develop a series of short persuasive messages
explaining the system, its background, and the
need for it.

Second, the user research described in this article
was, in line with the state of development of the
Privacy Rating, limited to specific aspects of the
label after artificial exposure. In the usability test,
we focused predominantly on the perceived
understandability of the various elements of the
Privacy Rating. It would be interesting in follow-up
research to focus more on participants’
interpretations and actual use of the label as a
whole. The research into the effects of the Privacy
Rating was limited to the explicit question whether
the participants would trust the web shop enough
to do business with it. Follow-up research in a
more natural setting would less exclusively and
explicitly focus on the trust question and ask how
the privacy label might, for instance, affect the
image or reputation of the online service provider.
The question whether a positive Privacy Rating can
be good for business would be very relevant, as it
could convince online service providers to embrace
transparency regarding privacy and include the
Privacy Rating in their communication.

Third, experimental research is needed to further
investigate the two tradeoffs that we mentioned:
between conciseness/simplicity and
informativeness (which balance is most effective for
which user groups) and between annoying
intrusiveness and sheer invisibility (how can we
make a privacy label optimally visible without
annoying users). Finally, it would be interesting to

extend research in laboratory settings with real-life
research into the users’ appreciation of and
behavior toward the Privacy Rating.

CONCLUSION

We propose Privacy Rating, which addresses the
inherent functional complexity of privacy
communication by visually synthesizing
information across multiple layers of increasing
detail. It thereby increases awareness, provides
less engaged users with shortcuts, and supports
privacy aware users in making informed decisions.
Usability testing showed that the label was
perceived as useful and usable. It also had a
significant effect on trust in the online service. All
participants indicated they would appreciate such
a label becoming an established standard. More
generally, we learned that privacy visualizations
should use familiar design elements and ideally be
supported by a trustworthy organization.

In our future work, we will concentrate on refining
the Privacy Rating and making it market-ready. We
are therefore looking for prospective partners and
organizations interested in future collaboration to
bring the Privacy Rating to the market. A privacy
visualization that satisfies these requirements can
empower users by significantly improving privacy
awareness and helping achieve truly informed
consent.
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