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Abstract—In wireless sensor networks (WSNs), it has been observed that most abnormal events persist over a considerable period of

time instead of being transient. As existing anomaly detection techniques usually operate in a point-based manner that handles each

observation individually, they are unable to reliably and efficiently report such long-term anomalies appeared in an individual sensor

node. Therefore, in this paper, we focus on a new technique for handling data in a segment-based manner. Considering a collection of

neighbouring data segments as random variables, we determine those behaving abnormally by exploiting their spatial predictabilities

and, motivated by spatial analysis, specifically investigate how to implement a prediction variance detector in a WSN. As the

communication cost incurred in aggregating a covariance matrix is finally optimised using the Spearman’s rank correlation coefficient

and differential compression, the proposed scheme is able to efficiently detect a wide range of long-term anomalies. In theory,

comparing to the regular centralised approach, it can reduce the communication cost by approximately 80 percent. Moreover, its

effectiveness is demonstrated by the numerical experiments, with a real world data set collected by the Intel Berkeley Research

Lab (IBRL).

Index Terms—Wireless sensor network, anomaly detection, distributed computing, spatial analysis, Spearman’s rank correlation coefficient,

differential compression
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1 INTRODUCTION

WIRELESS sensor networks (WSNs) have found many
critical applications in harsh or even hostile envi-

ronments, such as forest fire detection and battlefield sur-
veillance [1]. The size and cost constraints imposed on a
sensor node result in it having scarce resources, such as a
small memory capacity, weak computing power, narrow
communications bandwidth and limited energy [2]. More-
over, a network self-organised by sensor nodes is very
susceptible to communication failures because of the
unreliable communication paradigm [3]. Therefore, WSNs
are extremely vulnerable to random faults and cyber
attacks, and inevitably subjected to their resultant anoma-
lies. According to the literature [4], it has been generally
recognised that anomaly detection is usually an effective
means against these anomalies.

As most abnormal events (either random faults or cyber
attacks) tamper with a victim node for a long period, this
node is often found to exhibit a long-term abnormal pattern
in terms of the sensed measurement or network traffic; for
example, an exhausted node will produce measurements

with a large variance due to low battery voltage [5] and,
consequently, its measurements behave very noisily for a
certain period of time. Second, a node that suffers from a
calibration error may continuously produce unusually large
or small constant measurements. In the physical layer, a
deceptive jammer may transmit a random signal or constant
stream of bytes into the network [6], [7] in which case a
long-term abnormal pattern will occur in the network traffic
of every jammed node.

However, existing anomaly detection techniques, as
detailed in Section 2, usually operate in a point-based man-
ner that handles each observation individually. For a long-
term anomaly, they are not directly applicable as further
analysis has to be conducted to make a final decision even if
all the observations have been handled separately. What is
worse, a long-term anomaly does not necessarily mean that
every observation is distinctly abnormal and, sometimes,
none of the observations is abnormal by itself but when
they occur together as a data segment, it is abnormal and,
conceptually, identical to the collective anomaly defined in
[8]. Therefore, we have to exploit innovative techniques for
specifically addressing long-term anomalies.

In terms of long-term anomalies, we suppose that techni-
ques working in a segment-based manner will outperform
conventional point-based techniques. First, making a deci-
sion with a data segment that contains multiple observa-
tions contaminated by an abnormal event is often easier.
Second, it is possible to reduce computational and commu-
nication costs by eliminating the information redundancy
existing in the data segments. Formally, a collection of con-
tinuous-time observations is defined as a data segment
whether it is of sensed measurements or network traffic
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and, in the rest of this paper, unless stated otherwise, a data
segment in which multiple contaminated observations are
involved is referred to as an ‘anomaly’.

According to the literature, the following are the four
most common types of anomaly.

� Type-I Constant. Some successive observations in the
data segment are constant.

� Type-II Burst. A few observations in the data segment
are extremely larger or smaller than usual.

� Type-III Small Noise. Some observations in the data
segment are disturbed by small noise of which the
variance may be influenced.

� Type-IV Large Noise. Some observations in the data
segment are disturbed by large noise which leads to
a significant increase in the variance.

Fig. 1 illustrates these types by using an idealised case in
which there is a total of six data segments collected from a
cluster of neighbouring nodes, with each represented by a
solid line (red- abnormal, blue- normal). Due to the linear
relationships existing among spatially proximal sensor nodes
[9], [10], the neighbouringmeasurements should exhibit very
similar patterns over the same period of time. Consequently,
we are motivated to identify the anomalies by measuring the
minimum prediction variance of each data segment with
respect to the rest and, if a data segment is distinct in terms of
its prediction variance, it is identified as an anomaly.

To exploit the spatial correlations, a prediction variance
detector is proposed in this paper. In a cluster, the data seg-
ments collected by themember nodes (MNs) during a period
of time are considered random variables and, by predicting
each variable with the others in turn, the cluster head (CH)
can separately obtain a set of prediction variances. Then, an
anomaly is detectable through constructing a statistical
quantity that follows a chi-squared distribution, where a

confidence interval is established as the threshold.Moreover,
this statistical quantity is updated in real time to track the
dynamics of the measurements. Essentially, the proposed
detector depends upon the sample covariance among the
variables. If the sample covariance matrix is obtained
through collecting all the local data segments centrally, the
communication cost will be prohibitively expensive. Instead,
each MN is allowed to transmit the compressed difference
sequence and sample standard deviation corresponding to
its local data segment, and then the sample covariance
matrix can be approximately retrieved by taking advantage
of the Spearman’s rank correlation coefficient. In comparison
with conventional raw data segment transmission, retrieving
the approximated sample covariance matrix can reduce the
communication cost by 80 percent on average. Finally, we
evaluate the proposed detector with a wide range of numeri-
cal experiments for which the data set is generated by the
Intel Berkeley Research Lab (IBRL) [11].

The rest of this paper is organised as follows: Section 2
introduces the related work; derivation of the prediction
variance detector is detailed in Section 3; in Section 4, the
approach that approximates the sample covariance matrix
with the Spearman’s rank correlation coefficient is intro-
duced; the numerical experiments and evaluation are dis-
cussed in Section 5; and, finally, Section 6 provides a
summary of this paper. Moreover, in the supplementary
file, Section 1 presents the network model and Section 2
summarises all the algorithms as well as the full scheme.

2 RELATED WORKS

In WSNs, the anomaly detection techniques often make
decisions by analysing the sensed measurements and/or
network-related information which can be roughly classi-
fied as statistical [12], [13], [14], [15], support vector
machine (SVM) [16] and cluster analysis [17], [18]. Further-
more, a statistical technique can either be parametric or
nonparametric, according to whether the underlying dis-
tribution is known (assumed) a priori or not respectively.
Liu et al. proposed a parametric technique by assuming
that, as the measurements collected from the neighbour-
hood of a monitor node follows a multivariate normal dis-
tribution, the Mahalanobis squared distance follows a chi-
squared distribution. The monitor node reports a measure-
ment as abnormal if it falls outside the confidence interval
constructed with the probability density function (PDF).
On the contrary, a nonparametric techniques is able to esti-
mate the PDF without any prior-knowledge, whereby an
observation is identified as abnormal if its probability
(referring to the estimated PDF) is smaller than a thresh-
old. The two typical categories of the nonparametric tech-
niques are histogram [13], [14] and kernel density
estimation (KDE) [15]. The techniques based on SVM and
clustering analysis exploit the principle of classification
similarly, in which a data set is partitioned into single or
multiple maximally dense regions and an observation fall-
ing outside them is an anomaly.

In addition, anomaly detection is closely related to fault
detection [5], [19], [20], [21]. Sharma et al. [5] divided the fault
detection techniques into four categories, i.e., rule-based,
estimation, time-series analysis, and learning-based. In the

(a) Type-I Constant (b) Type-II Burst

(c) Type-III Small Noise (d) Type-IV Large Noise

Time Time

Time Time

Fig. 1. Anomaly types.
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technique proposed by Chen et al. [19], a measurement is
considered a fault if it deviates significantly from its previous
measurements and more than half of the neighbouring mea-
surement. Ding et al. [20] attempted to detect faults with a
lower communication cost in which a measurement is com-
pared only with the median of its neighbouring measure-
ments. Guo et al. [21] implemented fault detection by
analysing a type of network-related information, received
signal strength (RSS), rather than sensed measurements. It
ranks the sensor nodes in terms of the RSS and their respec-
tive distances to the event, and a fault is raisedwhen a signif-
icant mismatch between the detected sequence and the
estimated sequence occurs. Since anomalies and faults can
be detected using similar techniques, in the remaining text, a
fault is considered as the same as an anomaly.

3 PREDICTION VARIANCE DETECTOR

In this section, we will present the detailed derivation of a
prediction variance detector. First, the concept of prediction
variance is detailed, while a simplified form is derived to
facilitate its implementation in practice. Second, it shows
that the prediction variance can be constructed as a statisti-
cal quantity that follows a chi-squared distribution based
on Cochran’s theorem, which enables to identify an anom-
aly with the concept of interval estimation and, therefore,
leads to the detector.

3.1 Prediction Variance and Its Simplified Form

Although there are no explicit evidences demonstrating that
spatial correlations exist in all the types of the data collected
from a cluster of spatially proximal sensor nodes, it has
been widely recognised that most types of sensed measure-
ments are spatially correlated [9], [10]; for example, the cli-
mate data such as temperature, humidity, atmospheric
pressure and wind obtained in a close neighbourhood by a
cluster of sensor nodes will appear to be very similar. There-
fore, in this paper, we focus mainly on those spatially corre-
lated sensed measurements. Table ‘Notation list’
summarises the notations used in this section, which is
enclosed in the supplemental file, which can be found on
the Computer Society Digital Library at http://doi.ieeecom-
putersociety.org/10.1109/TPDS.2014.2308198.

Given a cluster of sensor nodes, their measurements
during a period of time are considered as a set of real-
valued random variables Z ¼ X1; X2; . . . ; Xmf g, where
the subscripts denote the indices of the sensor nodes and
m the total number. Any variable X 2 Z can be estimated
by a linear combination of the remaining variables Ẑ ¼
Z � Xf g, i.e.,

X ¼ X þ " ¼
Xm�1

i¼1;Xi2Ẑ
wiXi þ "; (1)

where X is the estimator, w the weight and " the estimation
error.

According to the ordinary kriging [22], a constraint com-
mitted to this estimator is unbiasedness, i.e.,

E "ð Þ ¼ 0: (2)

Supposing that EX1 ¼ EX2 � � � ¼ EXm ¼ mX and mX 6¼ 0,
this constraint yields that

Xm�1

i¼1

wi ¼ 1 (3)

due to

E "ð Þ ¼ 1�
Xm�1

i¼1

wi

 !
mX ¼ 0: (4)

Then, the weights W ¼ w1 w2 � � �wm�1½ �T in the form of a
vector can be solved by minimising the variance of the esti-
mation error, i.e.,

W ¼ argmin
W

Var "ð Þ: (5)

Suppose that the sample covariance matrix is denoted by

Q ¼
cX1X1

� � � cX1Xm

..

. . .
. ..

.

cXmX1
� � � cXmXm

2
64

3
75;

where c stands for the sample covariance between two vari-
ables. By removing the row and column from Q in which X
participates, we obtain the submatrix A. Furthermore, we
obtain a subvector B by eliminating cXX from the column of
Q in which X participates and write cXX as C for short.
Therefore, we have

Var "ð Þ ¼ Var X1 X2 � � � Xm�1 X½ �T W

�1

� �� �

¼ W

�1

� �T
Var X1 X2 � � � Xm�1 X½ �T
� � W

�1

� �

¼ W

�1

� �T A B

BT C

� �
W

�1

� �
¼ WTAW �BTW �WTBþ C:

(6)

Formally, the optimisation problem is expressed by

minimise
W

WTAW �BTW �WTBþ C

subject to 1T �W ¼ 1;
(7)

which can be solved by the method of Lagrange multipliers
with the Lagrange function constructed as

L W; uð Þ ¼ WTAW �BTW �WTBþ C þ 2u 1T �W � 1
� 	

;

(8)

where u is a Lagrange multiplier. Next, @L
@W ¼ 0 produces

2WTA� 2BT þ 2u � 1T ¼ 0

! AW þ 1 � u ¼ B:
(9)

Together with the constraint 1T �W ¼ 1, they give

A 1
1T 0

� �
W
u

� �
¼ B

1

� �
: (10)
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Therefore, the weights can be expressed by

W
u

� �
¼ A 1

1T 0

� ��1
B
1

� �
: (11)

According to equation (6), we have

Var "ð Þ ¼ WT AW � 2Bð Þ þ C: (12)

Substituting equations (3), (9) and (11) into equation (12),

Var "ð Þ ¼ C �WT 1 � u þBð Þ

¼ C � B

1

� �T W

u

� �

¼ C � B

1

� �T A 1

1T 0

� ��1 B

1

� �
:

(13)

Varð"Þ is exactly the so-called prediction variance. During
each period of time, there is a covariance matrix that retains
the relationships among the MNs, according to which the
prediction variance of a MN actually reflects its minimal
degree of deviation with respect to the others of MNs. In
addition, the measurements taken from a small neighbour-
hood are strongly correlated and often expose quite similar
patterns. Thus, the prediction variance is a good indicator
of the abnormality of a MN and, if a MN’s Varð"Þ deviates
greatly from the others, its current data segment should be
reported as abnormal.

While obtaining Varð"Þ from Equation (13), as a m�m
matrix needs to be inverted, the second term is a little com-
plicated. It should be noted that its special form allows it to
be simplified by the blockwise inversion (BI) algorithm [23]
which inverts a matrix according to the relationship

a b

c d

� ��1

¼ a�1 þ a�1b d� ca�1bð Þ�1
ca�1 �a�1b d� ca�1bð Þ�1

� d� ca�1bð Þ�1
ca�1 d� ca�1bð Þ�1

" #
;

where a, b, c and d are submatrices, a and d must be square,
a is nonsingular and the Schur complement d� ca�1b must
be nonsingular. It is easy to validate that ½A 1

1T 0� meets all the
above constraints. Inserting a ¼ A, b ¼ 1, c ¼ 1T and d ¼ 0
into Equation (13), produces

Var "ð Þ ¼ C � b0 � b1 b2 � 1ð Þ2; (14)

where

b0 ¼ BTA�1B;

b1 ¼ � 1T �A�1 � 1� 	�1

b2 ¼ 1 �A�1B

:

8<
: (15)

Equations (14) and (15) provide a simplified form for the
prediction variance, and the dimension of the matrix
inversion in equation (13) is reduced from m to m� 1 in
Equation (15).

3.2 Detector

In a cluster, a detector is only located in the CH and, provid-
ing the covariance matrix is available, the prediction

variance can be employed as the indicator of abnormality
because using the covariance matrix, the CH is able to sepa-
rately obtain the prediction variance of each MN. Subse-
quently, an automated algorithm is expected to identify
anomalies which has a fundamental challenge: how to select
an appropriate threshold.

We make an assumption about the estimation error " that
" � Nð0; s2

"Þ and the observations of " are independent,
where s2

" is the variance of ". At this time, according to
Cochran’s theorem [24], Varð"Þ can be constructed as a sta-
tistical quantity that follows a chi-squared distribution. If
we consider Varð"Þ as a variable, say Y ¼ Varð"Þ, then

m� 1ð Þ Y
s2
"

� x2
m�1: (16)

It should be noted that Varð"Þ must be the sample variance
(unbiased) of " and, in fact, this constraint is met by using
the sample covariance matrix Qwhich can be easily verified
through the simplest m ¼ 2 case. As the true variance s2

" is
not known, we treat it alternatively with

E Yð Þ ¼ E
s2
"

m� 1
x2
m�1

� �
¼ s2

": (17)

Substituting equation (17) into equation (16) yields

m� 1ð Þ Y

E Yð Þ � x2
m�1; (18)

where EðY Þ will be replaced by its unbiased estimator mY

(the mean value of Y ) in practical applications. Given a

small probability a (a 2 ð0; 0:5Þ), e.g., 0.005, the lower and

upper confidence bounds for a chi-squared distribution

can be acquired by F�1
x2
m�1

ðaÞ and F�1
x2
m�1

ð1� aÞ respectively,
where F denotes a cumulative density function (CDF). A

confidence interval can be established as the threshold

that distinguishes between the normal and abnormal, in

the form

F�1
x2
m�1

að Þ; F�1
x2
m�1

1� að Þ
� �

:

A normal observation of Y should reside in this interval as a

result of the high probability ð1� 2aÞ.
The above analysis does not yet take into account the

period of time. Since the dynamics of sensed measurements
change over time, the variance in the estimation error is cor-
respondingly time-varying, as is its mean value mY . Conse-
quently, we have to track mY in real time. Supposing that the
period of time is denoted by t, t 2 Z and it is assumed that no
anomalies exist in the network at the very beginning, the
detector can start with an initialmt

Y that reflects a normal pat-
tern. Alternatively, we can also specify an initial mt

Y accord-
ing to the past experience (if known). During the ðtþ 1Þth
period of time, correspondingly, the set of the predication
variances obtained by the CH is denoted by Y tþ1 and

Y tþ1 ¼ ytþ1
1 ; ytþ1

2 ; . . . ; ytþ1
m


 �
;

where ytþ1 stands for a specific observation of Y tþ1.
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If Y tþ1 is contaminated by some abnormal observations,
the mean value of Y tþ1 itself is not reliable. Detecting it
directly with mtþ1

Y may unexpectedly result in either a high
false positive rate (FPR) or low detection accuracy (ACC).
However, mtþ1

Y must be relative to mt
Y to some extent as the

dynamics of sensed measurements often change smoothly.
Thus, we neutralise mtþ1

Y with mt
Y by employing

m̂tþ1
Y ¼ �mt

Y þ 1� �ð Þmtþ1
Y (19)

as the estimate of mean value, where � 2 ð0; 1Þ is a neutralis-
ing factor. For relatively fast-changing dynamics, � should
be specified as being smaller than 0:5 or, conversely, lager
than 0:5. If ytþ1

i (i ¼ 1; 2; . . . ;m) satisfies

m� 1ð Þ y
tþ1
i

m̂tþ1
Y

2 F�1
x2
m�1

að Þ; F�1
x2
m�1

1� að Þ
� �

; (20)

the data segment obtained by ith MN is regarded as
being normal; otherwise abnormal. Finally, mtþ1

Y is reset
as the mean value of Y tþ1 after removing the abnormal
observations.

4 APPROXIMATING SAMPLE COVARIANCE MATRIX

All a prediction variance detector depends on is the covari-
ance matrix which is not known but has to be estimated.
The sample covariance matrix is the simplest unbiased esti-
mator and can be easily acquired by a centralised approach.
However, it is well known that in a WSN the communica-
tion cost is often several orders of magnitude higher than
the computational cost [1]. It will be very expensive for the
CH to collect all the local data segments from the MNs and
obtain the sample covariance matrix centrally. Thus, we
need to explore an alternative estimate for the covariance
matrix, especially for communication efficiency.

Distributed computing often helps to reduce the commu-
nication cost; for example, Wiesel and Hero [25] proposed a
distributed covariance matrix estimator based on a very nat-
ural intuition: each node estimates its local covariance with
respect to its neighbours and the covariance matrix is finally
obtained by aggregating these local estimates. Although its
communication cost is low, this estimator is essentially
derived from a known graphical model, i.e., the conditional
independence graph topology must be known a priori. Sim-
ilar distributed estimators can be found in [26], [27]. How-
ever, as its advantage results from the sparsity of the
covariance matrix, which is not available everywhere, such
a distributed estimator may be applicable to only typical
‘large p small n’ problems.

Without requiring any prior knowledge, we have to
exploit a nonparametric estimator while meeting the con-
straint in the communication cost. As the proposed detector
is located in the application layer, we count the communica-
tion cost in terms of the number of transmitted bytes, with
4 bytes usually required to hold a real-valued sensed mea-
surement (i.e., double data type [28]); for example, suppos-
ing that each MN collects equal-sized n measurements
during a period of time, given n ¼ 20, each MN has to
spend 20� 4 ¼ 80 bytes on transmitting its local data seg-
ment to the CH in order to obtain the sample covariance
matrix using a regular centralised approach.

It has been widely reported that spatially proximal
sensed measurements are highly correlated [9], [10], [29]
due to the dense deployment of sensor nodes that continu-
ously monitor physical phenomena. The near-perfect linear
correlation also implies significant monotonicity which
motivates us to replace the Pearson’s correlation coefficient
r with its rank correlation coefficient, particularly the
Spearman’s correlation coefficient r. Then, transmitting the
rank sequence corresponding to a data segment will achieve
an immediate 75 percent reduction in the communication
cost, as 1 byte can exactly accommodate a rank (i.e., an
unsigned 8-bit integer data type [28]). However, the size of
a rank sequence can be further reduced through differential
compression and, according to the numerical experiments,
an additional approximate 10 percent saving can be
achieved, as detailed in the next two sections.

4.1 Retrieving Sample Covariance Using
Spearman’s Rank Correlation Coefficient

The Pearson’s r between two variables Xi and Xj is
defined as

rXiXj
¼ cXiXj

sXi
sXj

; (21)

where cXiXj
is the sample covariance between Xi and Xj,

and sXi
and sXj

denote the sample standard deviations for
Xi andXj respectively. Conversely, we have

cXiXj
¼ rXiXj

sXi
sXj

: (22)

If a reliable substitute for r can be obtained at lower cost, it
will enable us to efficiently retrieve the sample covariance
without degrading performance.

The Spearman’s r is known as the special case of the
Pearson’s r between two ranked variables [30]. However,
unlike the Pearson’s r, it emphasises the monotonic relation-
ship between two variables as, whenXi is linearly correlated
with Xj, it is evidently also monotonic with respect to Xj

and, at this time, r appears very close to r. Since linear rela-
tionships are enforced by grouping spatially proximal sensor
nodes together, in practice, it is reasonable to replace rwith r.

Let S ¼ s1 s2; . . . ; sn½ � denote the rank sequence, where
1 � si � n, i ¼ 1; 2; . . . ; n, and tied ranks are permitted. If
any tied ranks are found in S, it has to identically reassign
the mean rank (the average of their positions in ascending
order) to them which yields a reassigned rank sequence S.
Then, the Spearman’s r can be computed from

rXiXj
¼ rSiSj

¼
cSiSj
sSi

sSj

; (23)

where Si and Sj denote the reassigned rank sequences for
Xi and Xj respectively, and sSi

and sSj
are their sample

standard deviations. When there are no tied ranks, it is sim-
ple to obtain them through

rXiXj
¼ 1� 6 Si � Sj

� 	
Si � Sj

� 	T
n n2 � 1ð Þ ; (24)

where Si and Sj are the rank sequences ofXi andXj respec-
tively. The example given in Table 1 explains how to
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calculate the reassigned rank sequences and, by inserting Si

and Sj into Equation (23), rXiXj
¼ �0:333.

An exceptional case is that the sample covariance
between Xi and any Xj will be 0 if the observations of Xi

are constant. Although the Pearson’s r and Spearman’s r
are both undefined for this case, we can immediately set
rXiXj

as 0 instead. Once the rank correlation coefficients and
sample standard deviations are ready, each sample covari-
ance can be approximately retrieved by

cXiXj
¼ rXiXj

sXi
sXj

; (25)

which eventually constructs an approximated sample
covariance matrix Q by traversing i; j ¼ 1; 2; . . . ;m.

Moreover, a constant variable Xi will lead to the second
exceptional case. Let Ẑ denote Z � Xif g and, for anyX 2 Ẑ,
its submatrix A (defined in the last section) is not invertible
as A is singular. A badly scaled (almost singular) A may
also occur when n is smaller than or comparable to m
because of ‘large p small n’. While dealing with such a
(almost) singular A, the Moore-Penrose pseudo-inverse Ay

is substituted for A�1 to ensure the numerical stability [31].
Firstly, A is factorised by the singular value decomposition
(SVD) so that

A ¼ U
X

V T ;

where U and V T are m�m real unitary matrices and
P

a
m�m diagonal matrix with only nonnegative entries. The
Moore-Penrose pseudo-inverse is defined as

Ay ¼ V
Xy

UT ;

where
Py is obtained from

P
by substituting the recip-

rocal for each positive diagonal entry. Then, as it is easy
to verify that

AAy ¼ U
X

V TV
Xy

UT ¼ U
XXy

UT ;

AAyA ¼ U
XXy

UTU
X

V T ¼ U
X

V T ¼ A:

Based on the Spearman’s rank correlation coefficient,
each MN can only transmit its sample standard deviation
and rank sequence to the CH which immediately achieves
an approximate 75 percent reduction in the communica-
tion cost.

4.2 Transmitting Compressed Difference Sequence

By observing the rank sequences that the MNs transmit, we
find that information redundancy is widespread as a result
of the tied ranks and intrinsic monotonicity of the sensed

measurements. Based on the difference sequence, it is able
to completely manifest the redundancy, enabling the num-
ber of bytes to be further reduced through differential com-
pression [32]. Given a rank sequence S, we define its (first
order) difference sequence Ŝ as

Ŝ ¼ s1js2 � s1 � � � sn � sn�1½ � ¼ s1jD1 � � �Dn�1
� 

: (26)

For the same example cited in the last section, we have

Ŝi ¼ 7j1 �6 0 0 0 0 �1½ �;
Ŝj ¼ 1j5 �1 �1 �1 �2 6 0½ �;

�

regarding Xi and Xj respectively. Intuitively, the repeated
‘0’ in Ŝi and the repeated ‘�1’ in Ŝj should be compressed
into a shorter sub-sequence before being transmitted.

In order to ensure that 1 byte can accommodate any ele-
ment of a difference sequence Ŝ, we have to handle negative
values in a special way. As, normally, 1 byte is only allowed
to hold a non-negative integer in the range from 0 to 255
(28 � 1), we restrict the largest data segment to 127 (i.e.,
n � 27 � 1) so that half the space can be reserved for settling
negative values. At this time, any element of S ranges from
1 to 127 and that of Ŝ from �126 to 126. Regarding any
Di 2 Ŝ, i ¼ 1; 2; . . . ; n� 1 and Di � 0, we can force it to be
positive through

Di ¼ Di
�� ��þ 27 � 1 ¼ Di

�� ��þ 127: (27)

Thus, the value range becomes

1; 2; . . . ; 126|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
positive values:1,2,...,126

������� 127; 128; . . . ; 254|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
nonpositive values:0,�1,...,�126

8><
>:

9>=
>;

and it should be noted that 0 is no longer used. Following
the above example, there are

Ŝi ¼ 7j1 134 127 127 127 127 128½ �;
Ŝj ¼ 1j 5 128 128 128 129 6 127½ �:

�

If a value is found to be successively repeated more than
twice in Ŝ, these identical values will be summarised by a
sub-sequence D 0 t½ �, where D is its repeated value, 0 an
indicator of its repetition and t 	 3 the number of times
repeated. Accordingly, as Ŝi and Ŝj will be compressed into

Ŝi ¼ 7j 1 134 127 0 4 128½ �;
Ŝj ¼ 1j 5 128 0 3 129 6 127½ �;

�

1 byte can be saved for transmitting Ŝi. Although no instant
benefit is brought to Ŝj, the compressor is at least lossless
and will not result in a higher communication cost, with the
compressed difference sequence denoted by Ŝ



.

When a Ŝ


arrives at the CH, the CH checks whether any

sub-sequence exists in the form of D 0 t½ � and, by expanding
the D value t times, can obtain the raw difference sequence
Ŝ. Secondly, it replaces any Di 2 Ŝ (i ¼ 1; 2; . . . ; n� 1) and
Di 	 127 with Di ¼ 127� Di, and retrieves the raw rank
sequence S by

S ¼ s1js2 ¼ s1 þ D1 � � � sl ¼ sl�1 þ Dn�1
� 

: (28)

TABLE 1
Example: Computing Reassigned Rank Sequences
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Each MN reports its Ŝ


and local sample standard deviation

s to the CH which, after working out all the raw rank
sequences, acquires Q by using either Equation (21) or
Equation (22).

5 NUMERICAL EXPERIMENTS AND EVALUATION

5.1 Experimental Data Set

The network deployed at the IBRL collected humidity, tem-
perature, light and voltage measurements once every half a
minute between 28/02/2004 and 15/04/2004. For the exper-
imental data sets, we select a measurement every 1 minute
between 00:00 01/03/2004 and 23:59 02/03/2004, with the
very few missing measurements fixed using interpolations,
to obtain a total of 2880 data points. Without loss of general-
ity, we use only the temperature and humidity measure-
ments for the following numerical experiments.

Excluding the two damaged nodes, there are 52 active
nodes in this network which, as previously mentioned, can
be partitioned into seven clusters using fixed-width cluster-
ing. All the numerical experiments are conducted using the
fourth cluster which covers 11 nodes, as shown in Fig. 2,
from which we assume a CH is selected. The two data sets
collected from this cluster are denoted by D1 and D2 for
temperature and humidity respectively.

Supposing that the size of a data segment is given by n,
each data set is actually comprised of ‘�m data segments,
where ‘ ¼ 2880

n

� �
and m ¼ 11 and, during each period of

time, there are m data segments corresponding to the MNs.
First, we label the anomalies in the raw data set by perform-
ing the proposed detector with a manually adjusted �, with
an optimal � fixed to each data set if we think the resultant
labelling matches the ‘ground truth’ shown by its plot. The
labels computed from the optimal � are kept in a ‘�m
labelling matrix L0, where ‘0’ and ‘1’ denote normal and
abnormal respectively. However, as evaluating the pro-
posed detector with L0 is meaningless because the labelling
is obtained by itself, we evaluate the performance by artifi-
cially injecting some anomalies while considering L0 syn-
thetically. In particular, the anomaly is only randomly
injected into a MN during each period of time and the 4 can-
didate anomaly types are attempted separately. Table
‘Anomaly injector’ (enclosed in the supplemental file, avail-
able online) summarises these deliberately designed

injectors by which the low order moments (i.e., the mean
and variance) are only slightly influenced; in other words,
an injected anomaly is not significantly distinguishable by
its mean and variance. Supposing that the labels of the
injected anomalies are represented by a ‘�m matrix M,
where ‘0’ and ‘1’ stand for ‘as is’ and ‘injected’ respectively
(i.e., normal and abnormal). We finally obtain a labelling
matrix L1 by L1 ¼ L0 þM which is used for the perfor-
mance evaluation.

5.2 Experiments and Performance Metrics

We test n ¼ 20 and n ¼ 40 for D1 and D2 respectively and,
by setting their optimal � as 0:1 and 0:2 (as detained in the
previous section) respectively, about 5 percent of each data
set contains anomalies and five experiments are conducted.
Experiments (1)-(4) test the four anomaly types separately
to determine how the detector performs for each type of
anomaly. Experiment (5) tests a case for which the anomaly
type is randomly chosen which may be closer to a real-life
setting. The initial mt

Y is estimated by averaging the predic-
tion variance obtained from the first period of time after
removing the abnormal observations (if any), which are
exactly 0:0002 and 0:006 for D1 and D2 respectively and, the
confidence level a is invariably equal to 0:0001, such that
F�1
x2ð10Þ 0:0001ð Þ ¼ 0:889 and F�1

x2ð10Þ 0:9999ð Þ ¼ 35.
As, if some additional anomalies are injected, the ground

truth appearing in the raw data sets will change, L0 is no
longer accurate for labelling and, the increased number of
anomalies indicates that a larger � has to be selected to miti-
gate the inaccuracy caused by contaminated observations.
Therefore, each experiment is repeated with a range of �
(from 0 to 1) and the performance evaluation is concerned
mainly with the injected anomalies. The ACC is defined as
the rate that the number of injected anomalies can success-
fully be detected divided by the total number (i.e., ‘), with a
false positive caused if the data segment is neither an
injected anomaly nor an anomaly labelled by L0 but still
reported as an anomaly. Given the labelling matrix L pro-
duced by the detector, the ACC and FPR can be simply
obtained by

ACC ¼ 1� number of 1 in M�L½ �
‘ ;

FPR ¼ number of 1 in L�L1½ �
‘�m :

(
(29)

Apart from the above two performance metrics, we are very
interested in determining by how much the communication
cost is reduced through transmitting compressed difference
sequences which can be measured using the average saving
rate (ASR) acquired by dividing the mean value of the
reduced number of transmitted bytes during each period of
time by ‘, i.e.,

ASR ¼ 1�mean transmitted bytesð Þ
‘

: (30)

Fig. 3 shows the experimental results for D1 and D2 in
which the ACCs and FPRs are shown in the form of
ROC curves with respect to the values of � ranging from
0 to 1 and, in particular, the ASRs are presented for
every experiment (5) in Fig. 4.

Fig. 2. A cluster in the network.
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Furthermore, we conduct two experiments for compari-
son; in the former, the algorithm proposed in [20] is
employed as a representative of point-based anomaly detec-
tion techniques and, in the latter, it examines the perfor-
mance degradation caused by approximating a sample
covariance matrix. The experimental configurations are
same as that of the aforementioned experiment (5), except
some parameters specially adjusted. The algorithm is
described in Algorithm 6 point-based median detector (PMD),
where the threshold h (h > 1) determines the deviation of
an observation from the median of its neighbouring obser-
vations to be considered as abnormal. After the labels are
produced for all the observations using Algorithm 6, they
are rearranged to coincide with the data segments and, if
more than 0:1� n abnormal observations are involved in a
data segment, it is identified as an anomaly. Based on the
metrics given in Equation (29), in the first experiment, h is
evaluated from 1 to 2with a step width of 0:1, which produ-
ces two RoC curves, as shown in Fig. 5, for D1 and D2

respectively. Then, in the second experiment, the sample
covariance matrices are obtained through the regular cen-
tralised approach and their performances are compared

with those of the proposed distributed approach, with the
results shown in Fig. 6.

5.3 Experimental Results and Evaluation

Regarding the Type-I anomalies, it can achieve 92 percent
ACC with only a 3 percent FPR for D1 when � ¼ 0:85 and,
providing that � 	 0:5, the ACC usually stays above 85 per-
cent with a FPR of less than 5 percent. ForD2, the best perfor-
mance is a 75 percent ACC and 6percent FPR which appears
at � ¼ 0:85. For the Type-II anomalies, the ACC gradually
increases from 80 percent to an average of 90 percent for D1,
where the FPR finally reaches 5 percent whereas, for D2, the
ACCs approximately stabilise at 75percent when the FPRs
are smaller than 5 percent. The Type-III and Type-IV anom-
alies seem much easier to identify whereby, for both D1 and
D2, the ACCs can exceed 75 percent with a wider range of �,
namely � 	 0:6 and their the highest FPRs are limited to 5
and 8 percent respectively. Fig. 3 a shows that the ACC rises
to 75 percent when � ¼ 0:1 and then remains above 80 per-
cent when � 	 0:5, where the peak FPR is 5 percent. For D2,
it produces a similar curve but a worse ACC (a stead 75 per-
cent) and higher peak FPR (8 percent). Overall, D1 outper-
forms D2, mainly because a shorter data segment is more
sensitive to injected anomalies than difference between

Fig. 3. Experimental results of ROC fromD1 andD2:

Fig. 4. Experimental results of ASR fromD1 andD2.

Fig. 5. Experimental results of ROC (PMD) fromD1 andD2.
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temperature and humidity. Finally, Fig. 4 shows that the
ASRs are around 12 and 6.5 percent for D1 and D2

respectively.
According to Fig. 5, comparing with the ‘mixed’ shown

in Figs. 3 and 4, the proposed scheme outperforms the
point-based scheme significantly with 90 and 80 percent
ACCs on average for D1 and D2 respectively and FPRs
lower than 10 percent. However, the best performance of
using the point-based scheme is only around 40 percent
ACC when the FPRs are smaller than 20 percent. If approxi-
mating the sample covariance matrices with the concept of
Spearman’s rank correlations coefficient, from Fig. 6, it can
be observed that there is a slight performance degradation
which, in particular, includes a 10 percent reduction in the
ACCs on average and an approximate 2 percent increase in
the FPRs.

Based on the above observations, several conclusions can
be drawn. The proposed scheme is most capable of tackling
Type-III and Type-IV anomalies, but a little weaker in
terms of Type-I anomalies while Type-II anomalies are
fairly ambiguous and as sometimes, it is difficult to differen-
tiate them from transient anomalies, we suppose that a
slightly lower performance is reasonable when handling
Type-II anomalies. Nonetheless, the scheme performs satis-
factorily with mixed-type anomalies which mostly reflects
practical situations. Regarding the selection of �, a value
larger than 0.5 is often preferred when a relatively large
number of anomalies are present in a cluster. At the same
time, it should be larger for a longer data segment, as con-
firmed by the optimal values of 0:1 and 0:2 for D1 and D2

respectively, as previously mentioned. According to the
experimental results, differential compression does not lead
to as great an improvement as we expected. We find that
repeated elements are widespread in the difference sequen-
ces, but only a subsequence covering more than three
repeated elements is compressible using the proposed algo-
rithm. Actually, any length of repeated elements can be
largely compressed by encoding if it focuses on decreasing
the number of transmitted bits. We still assume the repeated
elements are summarised by D 0 t½ �, where t 	 2. The sim-
plest algorithm is to encode D and t together without count-
ing the indicator symbol ‘0’, which consumes only up to
8þ log2n bits (definitely less than 2 bytes) and then the
reduction in the communication cost is quite considerable.
However, this work is outside the scope of this paper as bit-
level optimisation is generally a task to be accomplished by

the link layer rather than the application layer. The final
two experiments demonstrate that, although, the scheme
suffers a slight degradation in performance because of
approximating the sample covariance matrix, its perfor-
mance is still within an acceptable level and much better
than that of a point-based technique.

6 CONCLUSIONS

In this paper, a new segment-based anomaly detection tech-
nique for handling long-term anomalies by exploiting the
spatial correlation existed among neighbouring sensed
measurements, with its detector realised through a track-
able parameterised statistical quantity, is proposed. In addi-
tion, the sample covariance matrix is approximated
according to the concepts of the Spearman’s rank correla-
tion coefficient and differential compression such that the
computational cost is greatly reduced. The effectiveness
and efficiency of this technique is demonstrated using the
data set of the IBRL. However, it is highly dependent on the
assumption that the data are spatially correlated as this is
the only situation in which predictability and information
redundancy occur. From such a limitation, several further
research question arises: (1) if spatial correlations are not
significantly present, it may utilise other metrics to measure
the difference between two data segments such as similar-
ity; and, (2) the prediction variance is now derived from a
linear estimator but it is entirely possible to realise the same
idea with a nonlinear estimator, which may adapt to more
generalised cases.
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