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Privacy-Aware Scheduling SaaS in
High Performance Computing Environments

Shaghahyegh Sharif, Paul Watson, Javid Taheri, Surya Nepal, and Albert Y. Zomaya, Fellow, IEEE

Abstract—Hybrid clouds have gained popularity in recent times in a variety of organizations due to their ability to provide additional
capacity in a public cloud, to augment private cloud capacity, when it is needed. However, scheduling distributed applications’ jobs (e.g,
workflow tasks) on hybrid cloud resources introduces new challenges. One key problem is the danger of exposing private data and
jobs in a third-party public cloud infrastructure, for example in healthcare applications. In this article, we tackle the problem of designing
workflow scheduling algorithms to meet customers’ deadlines, while not compromising data and task privacy requirements. Our work
is different from most studies on workflow scheduling where the main goal is to achieve a balance between desirable, yet incompatible
constraints, such as meeting the deadline and/or minimizing the execution time. Although many others have addressed the trade-off
between cost and time, or privacy and cost, their work still suffers from an insufficient consideration of the trade-off between privacy and
time. To address such shortcomings in the literature, we present a new SaaS scheduling broker composed of MPHC-P1, MPHC-P2, and
MPHC-P3 policies to preserve privacy while scheduling the workflows’ tasks under customers’ deadlines. We evaluated our approach
using real workflows running on a VMware based hybrid cloud. Results demonstrate that under our scheduling policies, MPHC-P2 and
MPHC-P3 are promising in time-critical scenarios by reducing the total cost by 10-20% compared to alternatives. Overall, results show
that our approach is efficient in reducing the cost of executing workflows while satisfying both their privacy and deadline constraints.

Index Terms—Hybrid Cloud, SaaS, Workflow Scheduling, Privacy Preserving
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1 INTRODUCTION

Many organizations rely on scalable computing infras-
tructures that allow them to adapt to changes in business
and customer demands. Cloud technology has become
accepted as a cost effective method for delivering ser-
vices [1], due to the potential it offers for organizations to
be agile in launching new services and meeting changing
requirements. Workflows are commonly used to imple-
ment business processes on clouds and elsewhere [2].
They are also extensively applied in a diverse range
of other areas including astronomy, bioinformatics, and
physics.

Assigning workflow tasks to available computing re-
sources in order to satisfy customer demands is known
as workflow scheduling, and is a classical optimiza-
tion problem. This NP-hard problem has a profound
history and has been the target of extensive studies,
including in the context of cloud computing [3], [4], [5],
[6], [7], [2], [8], [9], [10]. Scheduling workflows in the
cloud is subject to various constraints, and fulfilling one
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might result in failing to meet others. This can happen
for several reasons, such as their conflicting behavior,
the complex nature of workflows, and the pay-as-you-
go pricing model of most current commercial cloud
providers [2]. Hence, many studies have been done
on workflow scheduling to achieve a balance between
these desirable but incompatible objectives/constraints.
Cloud performance benchmarks are based on Service
Level Agreements (SLAs) between resource providers
and users in most enterprises; they include, but are not
limited to, diverse quality of service parameters such
as deadline, budget, reliability, availability, and privacy.
In this study, our objective is to minimize the cost of
workflow scheduling while satisfying two constraints:
preserving privacy and meeting a compulsory deadline.

We define a multi-level privacy constraint with a high
degree of granularity for both task and data without a
necessity to have a priori knowledge of workflows data
structure. The novelty of our work is solving the combi-
natorial optimization problem of workflow scheduling,
while satisfying the constraint of time by adding another
layer of complexity to guarantee the preserving of a
multi-level privacy. Our proposed scheduler in this work
considers privacy level of tasks and data, according
to individual user requirements, to schedule workflow
tasks among available computing resources without
loosing the data utility. Because of the extra added layer,
our scheduling model is much more complex when
compared with similar approaches in existing studies
[11]. There already exist several single-level privacy-
aware schedulers to sanitize data, by using sensitivity
tags [12],[13], where constraints only specify whether
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tasks/data are allowed to be scheduled in public clouds
or not. Our primarily motivation is that while this is
clearly important for many classes of applications –
e.g., those in healthcare, where patient confidentiality
might be compromised– the simultaneous fulfillment of
these two constraints has not been addressed in previous
works. To the best of our knowledge, our approach in
this article is the first to concurrently consider all afore-
mentioned privacy constraint with granule definition
of privacy levels for both workflows tasks and cloud
resources.

In nutshell our contribution is a time-guarantied
scheduling approach to concurrently minimize the cost
of scheduling and satisfying the privacy requirement of
the workflow. We believe satisfying both privacy and
deadline constraints are crucial because cloud privacy
has becoming a major area of concern when scheduling
over federations of private, community (the cloud in-
frastructure for restrictive use by a specific community
of users from organizations that have shared concerns
–these have become known as Hybrid Clouds (HCs)
[14]. Elasticity in response to increasing demand is a key
feature of HCs. It gives private cloud users the ability to
migrate the execution of part of their workflows from the
private to public clouds when demand increases, and
they do not have sufficient private cloud resources to
meet the deadlines of all requests. However, this impor-
tant feature of a HC can also introduce new problems as
applications cannot rely on the traditional assumptions
about data center security [13], [11]. There are often
privacy concerns with the potential deployment of data
and tasks on a shared cloud infrastructure owned and
managed by an external, third-party provider, possibly
in a different legal jurisdiction. These issues can be a real
barrier to organization wishing to exploit the benefits of
public clouds federated with their own private cloud in
a HC. In this study, we aim to address this problem
by introducing a new approach to establishing and
meeting SLAs covering both the preserving of privacy
and meeting deadlines.

Existing studies on workflow scheduling commonly
address up to two conflicting criteria (e.g., time and
cost) to provide maximum customer satisfaction. They
either attempt to minimize the workflow execution time
or focus on the minimization of cost while trying to meet
the application deadline [6], [15], [10], [2].

To address the limitations of previous research, we
propose a new Software as a Service application (SaaS)
to schedule workflows while satisfying their component
tasks required deadline and multi-level privacy con-
straints in HCs. Our design differentiates between public
and sensitive data and tasks by assigning private tasks
to private clouds and delegating non-private tasks to
public commercial clouds using deadline and privacy
aware scheduling policies. Our contribution to this field
is to design, implement, and evaluate a multi-criteria
workflow scheduler to minimize workflow execution
costs while satisfying all users’ privacy and deadline

requirements; our contributions can be highlighted as:
1) Defining the problem of resource provisioning for

workflows under multi-level privacy and deadline
constraints, while optimizing cost.

2) Applying two privacy preserving policies (Multi-
terminal Cut, BLP) and studying the difference.

3) Applying three deadline awareness policies
(MPHC-P1, MPHC-P2, and MPHC-P3) and
studying the effectiveness of their result under
various billing cycles in HCs.

4) Performing all evaluations using well-known scien-
tific workflows (Montage, LIGO, Epigenomics, and
Cybershake), plus two sample healthcare work-
flows.

As a continuation of our previous work [16], here we
present more detailed performance evaluations, includ-
ing, but not limited to deep discussion and analysis of
our new results in this work. We also report on new
results and discussion on different privacy preserving
policies and resource billing cycles, as the important
aspects of scheduling and resource provisioning in HCs.
The remainder of the paper is organized as follows.
Section 2 reviews the related work. We elaborate the
problem and our case studies in section 3. Section 4
details our proposed solution. We describe our approach
in section 5. Evaluation and results are presented in
section 6. Discussion of our results and the conclusions
drawn from our work are presented in sections 7 and 8,
respectively.

2 RELATED WORK

Resource provisioning in large-scale heterogeneous envi-
ronments such as clouds has been widely studied under
various quality of service (QoS) parameters [17], [9],
[18], [15]. These are commonly categorized into budget,
deadline, reliability, availability, execution time, and se-
curity. In the current literature, it is more common that
the cost is specified as an objective to be minimized
while satisfying a fixed deadline. There exist several
studies that have considered workflow privacy in the
use of cloud technology [19], [20], [21]. However, they
have failed to consider other constraints such as user
budget and deadline in deploying workflows in cloud
environments.

Although the problem that we are trying to solve is
categorized in a combinatorial optimization, there are
alternative approaches to over come this problem using
common privacy approaches [22], [23], [24], [25] such as
differential privacy [26], [27], [28], [29], data encryption
[30], or anonymization [19] in cloud environments to
preserve the privacy. There are limitations in using these
common privacy approaches. Considering differential
privacy approach, utility is a challenge as statistical
properties change as adding more noise to the data.
Also, Many non-trivial differential privacy algorithms
require really large datasets to be practically useful [31].
Processing encrypted data in HCs is challenging because
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most existing applications and workflow managers run
mostly on unencrypted data [21]. Moreover, when al-
ready anonymized data are combined with new data, a
violation of privacy requirements or over-anonymization
might take place. Existing methods to address this prob-
lem have attempted to re-anonymize all of the updated
data [21] which may lead to inefficiency and vulnerabil-
ity to privacy attacks [32], [21] especially in HCs. Along-
side these studies, there are other studies that focus on
data computation without encryption (homomorphic en-
cryption); these techniques are however rather expensive
and impractical with regard to efficiency [21].

Regarding workflow scheduling in a cloud environ-
ment, there are two types of assumptions considering
the privacy: 1) a workflow that is entirely private, and
2) a workflow that is partially private (a few tasks or
data items are private). The first assumption is outside
the scope of this work because the whole workflow
is private, and thus cannot be executed anywhere ex-
cept on private clouds. The second type, however, is
more complicated due to mixed privacy requirements
for tasks and/or data where tasks/data can be sched-
uled/replicated on either private or public cloud re-
source; our work is directly addressing this issue. To this
end, Smanchat et al. [17] categorized the privacy con-
straint into two subgroups: single-level and multi-level.
The single-level constraint simply specifies whether a
dataset (and tasks that are using that particular dataset)
requires privacy. This is also assumed by SABA [13], [12]
which differentiates between ”movable datasets (with-
out privacy)” and ”immovable datasets (with privacy)”.
Most of the other workflow scheduling techniques usu-
ally assume the data of the first type is transferable as
required. The data of the second type are not allowed
to be transferred and duplicated. On the contrary, the
multi-level privacy model assumes that privacy require-
ments can be specified at many levels [11], [16]. As
opposed to the previous subgroup (single level), work-
flow scheduling is more complicated as datasets and
tasks require specific privacy levels to be executed on
public instances whose images are installed with trusted
software or services [17].

Apart from the privacy concern, there are also many
studies on workflow scheduling under deadline and
budget constraints that have neglected privacy in HCs.
We classified these studies into two groups. The first
group mostly considered minimizing the execution time
under budget constraints [3], [4], [5], while the second
group considered both budget and deadline at the same
time [6], [7], [2], [8], [9], [10]. Because workflows are
modeled as a Directed Acyclic Graph (DAG), the major-
ity of these algorithms have taken advantage of the crit-
ical path for scheduling tasks. One of the primary works
in workflow scheduling is the famous Heterogeneous
Earliest Finish Time (HEFT) [33]. This algorithm that
was originally designed for heterogeneous computing
systems is inherently unaware of special characteristics
of cloud computing and utility grid paradigms. HCOC

[3] is a cost-optimized scheduling algorithm under dead-
line constraints. This algorithm is able to minimize
execution costs in public clouds by extending the de-
sired deadlines. Abrishami [2] presented IC-PCP and
IC-PCPD2, two algorithms for scheduling workflows in
an IaaS cloud environment under deadline constraints.
For ensemble workflow scheduling, three algorithms:
DPDS, WA-DPDS and SPS were proposed by [34] for
resource provisioning in IaaS clouds. They maximized
the number of user-prioritized workflows that can be
completed within the desired time and budget. The
MDP algorithm in [8] partitioned a DAG into sections to
schedule tasks within their deadlines, while decreasing
the overall cost. Additionally, authors of both [35] and
[36] attempted to minimize data movement and optimize
the cost for workflow scheduling.

The challenge presented in this article is different from
all aforementioned algorithms regarding their shortcom-
ings in constraint integration, and also impractical and
inefficient data and task privacy methods in HCs. We
contribute to this field by not only considering the
deadline and budget, but also multi-level privacy of data
and tasks in workflows.

3 PROBLEM DESCRIPTION

To elaborate more on the motivations behind our study,
we describe the system architecture of our SaaS sched-
uler broker with sample workflows. We assume that
our HC provides a SaaS application with an underlying
infrastructure similar to the Amazon Elastic Compute
Cloud (EC2) [37] or Microsoft Azure [38], where the com-
puting resources can execute workflows. Davidson et al.
[20] suggested following privacy concerns when consid-
ering workflows: first, workflow’s owners’ demand to
keep some intermediate data private (e.g., social security
numbers, a medical records, or financial information).
Second, the functionality of some workflow tasks is
preferred to be private in order to protect the methods
of those tasks. Third, the entire workflow structure may
also be proprietary, for example, exposing how data
is passed between tasks may reveal too much of the
workflow structure. In this study, we consider the first
and second privacy models, which include task and data
privacy.

3.1 System Architecture
Our architecture utilizes scheduler broker software (Fig.
1) to manage instance provisioning for input workflows.
Users submit their workflow applications through the
Workflow Registry. The submitted application profile in-
cludes task specifications and their dependencies. The
Scheduler Module makes decisions about provisioning of
HC’s instances as well as allocation of resources to the
submitted workflows regarding customers’ SLAs.

Since workflows are deadline-guaranteed, the sched-
uler might outsource part of a workflow tasks onto
public/community clouds. In other words, if the private
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Fig. 1. Scheduler broker (SaaS in a hybrid cloud)

cloud cannot meet a workflow’s SLA, the scheduler
partitions the workflow into sub-graphs and distributes
them among private, community, and public instances.
In this case, the cost and delay of transferring data
between separated sub-graphs of the workflow is consid-
ered. The scheduler addresses the trade-offs in selecting
appropriate instances to satisfy SLA constraints of time,
cost, and privacy. The objective of the scheduler is to
maximize the profit of the private business enterprise
without violating any workflow’s SLA. The output of
the scheduler algorithm is sent to the Instance Manager
component to instantiate/terminate on hired/owned in-
stances. This component keeps track of all available
instances in the private and public clouds.

3.2 Workflow Samples
In this section, we present two sample workflows to
highlight the key existing challenges in this area of
research.

3.2.1 Disease Susceptibility Workflow
Assume an enterprise (such as a bioinformatics com-
pany) owns a sophisticated proprietary workflow man-
ager which collects and analyzes data related to a sus-
ceptibility to a disease. The enterprise has access to
three type of resources in its HC; 1) private instances
assigned to the each department, 2) common instances
available to all departments inside the enterprises, and
3) public instances from commercial cloud providers.
Since the community cloud is provisioned for exclusive
use by a specific organizations’ users that have shared
concerns (e.g., mission, security requirements, and pol-
icy), we assumed the second type of the resources is the
same as the community cloud. Considering Fig. 2, we
show a simplified workflow with privacy and deadline
constraints to be executed in the company’s HC. Tasks
such as T1, T2, and T10 have to be executed on private
instances. T3, T4, T13, and T14 can be run on any
departments instances inside the organization. Finally,

Expand SNP Set T3

T4 Consult External DB 

Generate DB 
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T6

T5

Query 
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Query 
PubMed 

Combine 
Disorder Sets 
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T8

Generate 
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Articles
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W1
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W3
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Fig. 2. Disease susceptibility workflow specification [20]

T5, T6, T7, T8 are eligible to be run on any available
instances.

Regarding the SLA (deadline and privacy) between
customers and bioinformatics company, workflow tasks
have to be deployed on private instances, shared in-
stances within the enterprise, or public providers regard-
ing to tasks/data privacy requirement. The challenge
that is addressed here is ”How does the company deploy
a workflow on a HC when there are not enough private
resources to execute the workflow before its deadline?”.
Our solution to preserve the privacy while deploying
these workflows on a HC is to utilize a broker SaaS to
manage instance provisioning for executing workflows
similar to the one presented in Fig. 1.

3.2.2 Medical Data Analysis Workflow

Extract
 Patient 

Data
(T2)

Anonymize
(T3)

Write Result
(T6)

Analyze
(T4)

Merge
(T5)

Read
 Patients 

Data
(T1)

Write Result
(T8)

Integrate 
Result

(T7)

A. Smith
378456729 p = 30%

q = 27.4
r = 34

A. Smith
378456729 p = 30%

q = 27.4
r = 34

Fig. 3. An example medical data analysis workflow

The second sample is a real medical research applica-
tion conducted in Newcastle University (UK) that ana-
lyzes data from patients’ activity sensors [11]. As shown
in Fig. 3, this workflow analyzes data for each individual
patient, and has an assigned deadline. Initially, T1 reads
patient data over a specific time period. The input data
for T2 is a file with a header to individually identify each
patient, and T3 is an anonymizing service to exclude
the header. T1, T2, and T3 are private and should only
be executed on local resources (e.g., health-care research
department) that are allowed to access private data. The
summary of the results without any private information
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is aggregated -with other patients’ results- and recorded
by T7 and T8, respectively. T1, T2, T5, and T6 are
private and must be executed on local private resources.
T3 and T4 are less sensitive tasks and can be executed
anywhere within university departments instances (sim-
ilar to the community cloud). Analyzing the activity data
is computationally expensive and it would benefit from
the cheap and scalable resources that are available on
public and community clouds when the private cloud
does not have sufficient resources to finish the workflow
before its deadlines. As a solution to overcome the
privacy barriers on deploying the workflow’s executions
on public clouds, the service provider utilizes the broker
shown in Fig. 1 to execute the workflow using a HC.

4 SYSTEM MODEL
In this section, to understand how the SaaS scheduler
broker works, we provide a comprehensive description
of our privacy model, the broker’s input jobs, and the
underlying infrastructure of resources in HCs. In our
scenario in order to create a hybrid cloud, three distinct
cloud infrastructures (private, community, and public)
are integrated so that they are still unique entities, but
are bound together by a standardized broker technology.

4.1 Privacy Model
In this study, the privacy constraint is tied to compo-
nents (data and tasks) of a workflow. Three levels of
privacy are considered for workflow tasks and data [20]
as Γn = {τn1, τn2, τn3}: where (1) τn1 represents tasks
that can be deployed on public, community, and private
resources without any restriction (inside or outside of
the organization), (2) τn2 represents tasks that can be
deployed on private instances and community clouds
(only inside one department and some selected resources
of other departments in one organization), and (3) τn3
represents tasks that can be deployed only on private
instances (only inside of a department). We also assign
privacy tags to resources noted as Γs = {τs1, τs2, τs3}. τs1,
τs2, and τs3 are public, community, and private instances,
respectively. Here, relation Rs maps each resource to
the relevant privacy privilege Rs : HCS → Γs. A
resource which is tagged with (1) τs1: the public cloud
instances (eligible to host tasks with privacy τn1), (2)
τs2: the community cloud instances (eligible to host tasks
with privacy τn1 and τn2), and (3) τs3 the private cloud
instances (eligible to host all tasks without any restric-
tion). Table 1 demonstrates the allocation map based on

TABLE 1
Privacy Map Allocation

τn1 τn2 τn3

τs1 X × ×
τs2 X X ×
τs3 X X X

privacy privileges. Symbol ’X’ in each cell represents an
eligible allocation; ’×’ represents the opposite.

4.2 Resource Model
Our resource model is assumed to be similar to Ama-
zon’s Elastic Compute Cloud (EC2) [37] where virtual
machine (VM) instances are leased on demand and are
billed based on the time intervals they are leased to
run workflows. Private, community, and public service
providers offer different computation services Sprv =
{s1prv, . . . , snprv}, Scom = {s1com, . . . , sncom}, and Spub =
{s1pub, . . . , snpub}; where our HC resource pool is HCS =
{Sprv ∪ Scom ∪ Spub}. Each service has its individual
specifications: CPU type, price, and the privacy access
level. In this study, we assume that resources on private
clouds cost less than those with identical specification in
public clouds; this assumption is made because work-
flow managers encounter extra costs when outsourcing
customer’s workflows to public resources.

4.3 Application Model
Our target applications are DAG type workflows, where
nodes represent computational tasks, and edges repre-
sent data and task dependencies. Each workflow appli-
cation is defined as: J = {G,SLA} where G = (N,E)
is the DAG. N = {n1, n2, n3, ..., nn} is the set of tasks
with ni denoting the ith task of the graph, and Ei =
{(nj , nk) | nj , nk ∈ N} is the set of links between
tasks. SLA = (D,P ) is the SLA contract where D is
the workflow’s deadline and P is the set of privacy
tags for tasks in N . In a given DAG, a task without
any parent is called a nentry task, and a task without
any child is called a nexit task. We add a nentry and a
nexit to the beginning and the end of each workflow
to make sure each workflow has only one input and
one output node. These tasks have zero execution time
and they are connected with zero-weight dependencies
to the actual entry and exit tasks. Each task in a DAG
has three scheduling attributes: (1) Earliest Start Time
(EST ), (2) Earliest Finish Time (EFT ), and (3) Latest
Finish Time (LFT ). EST for each task ni is computed
before scheduling a workflow; EST (Eq. 1) and EFT
(Eq. 2) are calculated as follows:

EST (nentry) = 0

EST (ni) = max
np∈n′

is parents
{EST (np) +MET (np) + TT (epi)}

(1)

where np is one of ni’s parents and TT (epi) is the data
transfer time between np and ni. MET (ni) (Minimum
Execution Time of a task ni), is the execution time of task
ni on a service sj ∈ S which has the minimum duration
on sj between all available resources in HCS .

EFT (ni) = EST (ni) +MET (ni) (2)

The EFT of task ni is the sum of its EST and minimum
execution time. The Latest Finish Time, LFT , is calcu-
lated as follows (Eq. 3):
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LFT (nexit) = D

LFT (ni) = min
nc∈n′

is children
{LFT (nc)−MET (nc) + TT (eic)}

(3)

where nc is one of ni’s children and TT (eic) is the
data transfer time between ni and nc. The LFT of an
unscheduled task ni is defined as the latest time at which
ni can finish its computation so that the whole workflow
can finish before the user’s defined deadline (D).

Fig. 4 presents values of EST and EFT for each node
in a sample workflow from Fig. 3, running on the fastest
resource with the requested deadline as 300.

T0
EST: 0

EFT: 30

Public tasks 

Semi Private tasks

Private tasks T6
EST: 137
EFT: 167

T7
EST: 167
EFT: 197

T2
EST: 33
EFT: 37

T1
EST: 30
EFT: 33

T3
EST: 37

EFT: 137

T4
EST: 137
EFT: 140

T5
EST: 140
EFT: 143

Fig. 4. Healthcare workflow with deadline 300

4.4 Cost Model
The cost model used in this study is derived from our
previous work [16]. It calculates the trade-off between
expenditure and revenue, considering both private, com-
munity, and public instances, to estimate the profit of
our SaaS provider (Eq. 4). Here, the community cloud’s
instances are treated the same as private instances in
terms of the cost model. The public cost is the price
of leasing resources from a public provider including
bandwidth and storage (Eq. 5). We ignored overheads
incurred by workflow management systems as they are
strongly dependent on the particular technology for
workflow management in use, and fairly negligible as
compared with the overall execution time of multiple
workflows in such systems. The revenue (Eq. 6) from
private or public resources depends on the number of
private and public instances acquired over their time
intervals multiplied by their corresponding prices, in
addition to the cost of network bandwidth in a private
and a public cloud.

profit(∆t) = revtotal(∆t)− costtotal(∆t) (4)

costtotal(∆t) = costprv(∆t) + costpub(∆t) (5)

revtotal(∆t) = revprv(∆t) + revpub(∆t) (6)

5 MPHC, THE SCHEDULER ALGORITHM

In this study, our approach is the extension of
our previous research [16]. Previously, we introduced
the ”Multiterminal-Cut for Privacy in Hybrid Clouds
(MPHC)” algorithm in order to schedule workflows on
HCs built with a single scheduling policy. In this article,
our method is composed of two main modules: 1) privacy
preserving module to satisfy required privacy levels for all
tasks/data, and 2) scheduling module to acquire eligible
resources for executing tasks before their deadlines. We
developed two policies in the privacy preserving module
(Multiterminal-Cut and BLP), and three policies in the
scheduling module (MPHC-P1, MPHC-P2, and MPHC-
P3). The output of the privacy preserving module is a
list of sub-DAGs, which is the input for the scheduling
module. Alg. 1 represents the main procedures of our
proposed algorithm in this work. All modules, including
their policies, are detailed in the following subsections.

Algorithm 1 Main Scheduler
1: procedure MAINSCHEDULER(G(N,E), D)
2: subDAGs← PrivacyModule(PrivacyPolicy)
3: Initialize available computation resources
4: compute EST (ni), EFT (ni) and LFT (ni) for all
ni

5: SchedulingModule(subDAGs, SchedulingPolicy)
6: end procedure

Step 2 of Alg. 1 invokes the privacy preserving module
to enforce privacy policies, and produces the input for
the scheduling module. The generated sub-DAGs are
then used in Step 5 to produce the final allocation
of tasks as complied with scheduling policies for HC
instances.

5.1 Privacy Preserving Module

Here, two alternative policies are used to preserve pri-
vacy of tasks/data in workflows: 1) Multiterminal-Cut,
and 2) Bell-LaPadula (BLP). In both policies, a workflow
is partitioned into a number of sub-DAGs such that in
each sub-DAG, tasks’ privacy tags are labeled in range of
one of these groups listed as; (τn1 and τn2), (τn1 and τn3)
or (τn1). In our previous studies, we limited the privacy
model to three levels and used only the Multiterminal-
Cut approach to preserve privacy. Because this privacy
model does not always cover all workflows’ privacy
requirements –such as when the privacy of the input
data for a task is higher (τn3) than a task itself (τn1 or
τn2)–, we made a realistic assumption that input data
of a task can not have a higher privacy requirement
than the task itself; i.e. it must have the same or lower
privacy level than its relevant tasks. In this study, we use
Bell-LaPadula (BLP) as a second alternative to preserve
privacy and enhances the privacy model of our previous
works. The BLP is a multi-level access control model
which is extended and adopted to preserve privacy in
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workflows [11]. Multiterminal-Cut results in only one
valid deployment option (only one list of sub-DAGs),
whereas BLP delivers several deployment options, es-
pecially for large-sized workflows (several lists of sub-
DAGs). For this reason, although it is desirable to apply
a heuristic in BLP to limit the number of valid deploy-
ments [39], we did not target it in this work because it
is beyond the scope of our work in this paper. In the
next two subsections, each privacy method is clarified
in detail.

5.1.1 Multiterminal-Cut Method
The Multiterminal-Cut algorithm applies an isolating cut
heuristic for a workflow considering some of its nodes
as terminals: for each terminal node ni, it computes a
minimum cost cut to separate it from the remaining
terminals and produces the union of the k−1 lightest cuts
as output [35]. As a result of applying the Multiterminal-
Cut, a workflow is partitioned into k numbers such
that each sub-DAG contains one of the terminal nodes
(k = 3 in this study). Nodes with similar privacy
levels are first contracted (Node-Contraction Alg. 2), and
then considered as a terminal. We assume all tasks that
require specific private data are scheduled on the same
resources.

Algorithm 2 Node-Contraction Algorithm [35]
1: procedure NODECONTRACTION(G(N,E), ni and nj)
2: Create new node nq
3: Let nruntime

q = nruntime
i + nruntime

j

4: if there is an edge between (eiu ← (ni, nu)) OR
(eju ← (nj , nu)) then

5: create a new edge (equ ← (nq, nu))
6: Let weight(equ) = weight(eiu) + weight(eju)
7: end if
8: if there is an edge between (eui ← (nu, ni)) OR

(euj ← (nu, nj)) then
9: create a new edge (euq ← (nu, nq))

10: Let weight(euq) = weight(eui) + weight(euj)
11: end if
12: end procedure

Node-Contraction algorithm (Alg. 2) is composed of
two steps; it recursively invokes the basic node contrac-
tion algorithm. During the first step, every node with
privacy tag of τn1 (private) or τn2 (semi-private), and
only one node with τn3 (public) in the input DAG is
contracted with all nodes that are directly connected to
produce a single ”super node”. The second step is to
contract all super nodes with the same privacy level into
a larger super node, similar to the first step. Through
such basic node contraction methods, two connected
nodes are replaced by a new node; the weight of the
new super node is calculated as the total weight of all
its contracted nodes. Edges connecting to the contracted
nodes are also replaced by new edges; their costs are
assigned accordingly. After contracting all mentioned

nodes, there will be only one super node for each privacy
level (τn1, τn2, and τn3) in a DAG. Upon applying the
Multiterminal-Cut, the new constructed DAG is parti-
tioned into k = 3 sub-DAGs. Each sub-DAG contains
a super node, while the total weight of all cut edges is
minimized. Finally, for each sub-DAG all the contracted
nodes are extracted to their original format and as a
result each sub-DAG contains nodes with similar privacy
tags. We should keep in mind that nodes with a public
privacy tag (τn1) can be scattered in all sub-DAGs since
there is no limitation for their resource allocation.

Algorithm 3 PrivacyModule(multiway-Cut)
1: procedure SCHEDULER(G(N,E))
2: Let terminalList be a new empty list
3: terminalList← nodeContraction()
4: sub−DAGList← multiWayCut(terminalList)
5: return the subDAGs
6: end procedure

The Multiterminal-Cut problem is proved to be MAX
SNP-hard, even for small numbers such as k = 3, and
many heuristics are already designed to solve it [40],
[41]. Here, we use the model from [35] that is based on
[40]. The outcome of Alg. 3 is one list of three sub-DAGs
which becomes the input of the scheduler module.

5.1.2 BLP Method
The BLP model executes tasks on HCs by using prede-
fined rules for deploying task and data. According to
the BLP rules, all data and tasks must be deployed on
HC instances with greater or equal privacy levels. The
model in [42] automatically calculates all valid/feasible
deployments of a workflow. Here, we have:

1) ni−j : the network connecting platform i to platform
j

2) di,x−j,y : the data sent from service i port x to
service j port y

3) l(z): the security location of z
4) c(z): the clearance of z (the max l at which z may

operate).
Then for each task ni in the DAG, we add the following
inequalities: The security level of the resource si on
which the task is deployed must be greater than or equal
to that of task ni (Eq. 7).

l(si) ≥ l(ni) (7)

For each edge (data connection) di,x−j,y in the DAG, we
add the following inequalities: The security level of the
resource on which the service transmitting the data is
deployed must be greater than or equal to that of the
data (Eq. 8).

l(si) ≥ l(di,x−j,y) (8)

The security level of the resource on which the service
receiving the data is deployed must be greater than or
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equal to that of the data (Eq. 9).

l(sj) ≥ l(di,x−j,y) (9)

The security level of the network across which the data
is transmitted must be greater than or equal to that of
the data (Eq. 10).

l(ni−j) ≥ l(di,x−j,y) (10)

Additionally to satisfy the clearance, for each task ni and
each edge (data connection) di,x−j,y in the DAG, we add
the following inequality:

c(ni) ≥ l(ni) (11)

where c(ni) represents the clearance of a task.

c(ni) ≥ l(di,x−j,y) (12)

is the Bell-LaPadula ”no read up” rule.

l(di,x−j,y) ≥ l(ni) (13)

is the Bell-LaPadula ”no write down” rule.
Applying all the rules above to a workflow, results

in a list of valid deployment options where each de-
ployment includes a list of sub-DAGs with individual
privacy levels in the range of τn1, τn2, and τn3. Steps of
computing the valid deployment options for a workflow
using above inequalities are described in [42]. All the
valid deployments build an individual input for the
scheduling module.

5.2 Scheduling Module
The second essential section of our algorithm is the
scheduling module; it assigns tasks of a workflow to
instances in a HC without violating any task’s privacy
while meeting the workflow’s deadline. To this end, we
propose three policies; 1) MPHC-P1, 2) MPHC-P2, and
3) MPHC-P3. All policies implement an approximate
schedule for tasks on a HC. All policies employ critical
path (CP) and partial critical path (PCP) of sub-DAGs
to produce the final schedule. PCP is defined according
to two notions of assigned node and critical parent. An
assigned node is a node that is already scheduled on a
resource; a critical parent of a node ni is an unassigned
parent, np, with the latest data arrival time to ni. PCP is
defined as the critical parent (np) of ni and the partial
critical path of np if it has any unassigned parent. Details
of these policies are described as follows:

5.2.1 MPHC-P1 (Single Path Policy)
The first scheduling policy is MPHC-P1; it takes a list
of sub-DAGs from privacy preserving module and the
main DAG with its deadline as inputs. In step 6 of Alg.
4, the partial critical path for each unassigned task is
computed in each sub-DAG. The entire path is scheduled
on the cheapest resource instance that can finish all its
tasks before their latest finish time expires (step 7). An
instance is suitable to execute a path when (1) the privacy

level of the given path can be mapped to the selected
resource, (2) the path can be scheduled on an already
leased instance such that all tasks of the path are finished
before their latest finish times, and (3) there are enough
free slots in previously leased instances to execute all
tasks of the given path before their latest finish times
expires. If none of the conditions are met, a new instance
from the cheapest applicable resource is launched –with
regard to the privacy privilege of the path– to execute
all its tasks before their latest finish time expires (Alg.
5).

Steps 6, 7, and 8 are repeated until all the tasks in the
DAG are scheduled. Selecting the PCP in each sub-DAG
instead of the main DAG leads to valuable advantages.
First, there is no violation of privacy agreement because
all tasks in a path are allocated on permitted instances.
Second, because the length of a PCP in each sub-DAG is
expected to be shorter –and usually is– than the PCP in
the main DAG in most cases, the overall execution cost
of workflows tends to be much lower.

5.2.2 MPHC-P2 (All Path Rank1)

The next scheduling policy, MPHC-P2, uses PCP Rank-
ing; its details are shown in Alg. 6. Like before, inputs
are: 1) the list of sub-DAGs from privacy preserving
module, 2) the main DAG, and 3) the deadline.

The critical path (CP) and all PCPs of each sub-DAG
are derived in step 6 of Alg. 6, and queued regarding
their ranks in step 9. We rank all the retrieved PCs and
PCPs using the path’s sub-deadline. psd is the difference
between the latest finish time of the last task LFT (nk),
and the earliest start time of the first task EST (n1) in
the path p = {n1, n2, ..., nk}. The rank of a PCP is equal
to the sub-deadline of the last task in that PCP (Eq. 14)
[2].

psd = LFT (nk)− EST (n1)

subdeadline(ni) =
EFT (ni)− EST (n1)

EFT (nk)− EST (n1)
× psd

PCPRank = subdeadline(nk) (14)

Algorithm 4 SchedulingModule(MPHC-P1)
1: procedure MPH-PI( sub-DAGs List, G(T,E), D)
2: add nentry and nexit to G
3: compute EST (ni), EFT (ni) and LFT (ni) for all
ni

4: for all Sub-DAGs do
5: while unscheduled tasks exist do
6: path← Find the PCP
7: SchedulePath (path)
8: Mark all tasks in the PCP as scheduled
9: end while

10: end for
11: end procedure
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Algorithm 5 SchedulePath
1: procedure SCHEDULEPATH(path)
2: for all ins in the InstanceList do
3: if ins is not allowed then
4: continue
5: end if
6: if ins is feasible then
7: save the ins if its cost is the minimum
8: end if
9: end for

10: if any ins was found then
11: map all tasks in the path to that ins
12: exit
13: end if
14: for all res in the ResourceList do
15: find the best res to schedule the path
16: end for
17: end procedure

Algorithm 6 All Path Rank 1 (MPHC-P2)
1: procedure MPH-PII( sub-DAGs List, G(T,E), D)
2: add nentry and nexit to G
3: compute all the EST (ni), EFT (ni) and LFT (ni)
4: for all sub-DAGs do
5: add nentry and nexit to each sub-DAG
6: path← Find the PCPs/CPs
7: pLevel← the privacy level of the sub-DAG
8: Deadline Distribution of path
9: rank(path)

10: end for
11: for all path in the queue do
12: SchedulePath(path)
13: end for
14: calculation()
15: end procedure

In step 12 each path is de-queued to be scheduled on
the cheapest resource instance that can finish all tasks in
the path before their latest finish times expires as also
described in Alg. 5.

5.2.3 MPHC-P3 (All Path Rank2)
The only difference between this scheduling policy and
MPHC-P2 is its ranking method. The CPs and PCPs are
ranked based on the upward rank (HEFT [33]) of each
task in a path. The rank of a PCP is the sum of all its
tasks’ upward rank (Eq. 15).

rank(nexit) = MET (nexit)

rank(ni) = MET (ni) + max
nj∈n′

isparents
{rank(nj) + TT (eij)}

PCPRank =
∑

allni∈DAG

rank(ni) (15)

where MET (ni) is the Minimum Execution Time of
task ni on the HC’s resource, nj is one of the ni’s parents,

and TT (eji) is the data transfer time between nj and ni.
Each PCP is de-queued and scheduled on the cheapest
resource instance that can finish all tasks in the path
before their latest finish times using Alg. 5.

6 EVALUATION EXPERIMENT

Our experimental setup is presented in this section.
We compare MPHC-P1, MPHC-P2, and MPHC-P3 with
another well-known algorithm, IC-PCPD2 [2], in this
field. With the help of its original designers, we carefully
modified IC-PCPD2 to preserve privacy, and thus it
becomes a perfect match for a comparison.

6.1 Experimental Workflows
We selected two real-world workflow sample sets to
gauge the efficiency of our MPHC’s policies. The first
set is from two real applications with actual privacy
tags; medical research conducted in Newcastle Univer-
sity (Fig. 3) and a disease susceptibility workflow (Fig.
2). The second set is downloaded from the Pegasus
Workflow Repository [43]. This set consists of hundreds
of Montage, Epigenomics, LIGO, and Cybershake work-
flows, all available in DAX format (Directed Acyclic
Graph in XML). Because privacy tags do not inherently
exist in Pegasus workflows, we improvised and ran-
domly –in a uniform manner– distributed them among
their nodes.

6.2 Competitive Algorithm
The IC-PCPD2 algorithm [2] is a two-phase algorithm: 1)
Deadline Distribution, and 2) Planning. In the deadline
distribution phase, the overall deadline of the workflow
is distributed over individual tasks, and in the plan-
ning phase each task is scheduled on an instance of
a computation service according to its assigned sub-
deadline. The deadline distribution phase tries to assign
sub-deadlines to all unassigned parents of its input node,
using PCP notion. The actual scheduling is carried out
by the planning procedure which schedules each task on
the cheapest instance that can execute the task before its
sub-deadline. The sub-deadline of the entry task should
be zero and the sub-deadline of the exit task is equal to
the workflow’s deadline in this algorithm .We modified
the second phase to acquire only eligible HC instances
by mapping tasks to authorized resources considering
their privacy tag.

6.3 Experimental Setup
To estimate the effectiveness of our approach, we con-
ducted a series of experiments on an Intel (R)-i7, 3.4GHz
processors with 8G of RAM. We assumed a HC that
offers different computation services (Table 2) which is
inspired by Amazon EC2 pricing models [37]. Using
VMware-vShpere [44], we built four clusters with 10
physical Intel Xeon servers. Each cluster had 100 VMs.
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TABLE 2
Resources with hourly pricing model

ID Price($ per hour in USD) CPU(MIPS) Privacy Tag
1 18.0 95 τs2
2 12.8 80 τs2
3 15.0 70 τs1
4 10.5 70 τs3
5 30.0 100 τs1
6 25.0 100 τs3

We divided VMs of the cluster into three categories
considering the three privacy levels as shown in Table1.
The average bandwidth between public-to-private and
private-to-private VMs is set to 20Mbps (10Mbps upload
and 10Mbps download) (similar to Amazon EC2 Stan-
dard) and 100Mbps, respectively.

6.4 Experimental Parameters

We considered the following parameters to create sce-
narios; experiments were run for each workflow sample
under these metrics.

1) DAG Size: The size of real-world workflows
(Montage, Epigenomics, LIGO, and Cybershake)
are between 100-600. For the Healthcare workflow,
the number of patients varies between 1 and 550;
because each patient’s workflow consists of 8 com-
puting nodes in Fig. 3 and 14 nodes in Fig. 2, the
DAG size ranged from 8 to 4400 and 14 to 7700
nodes for each healthcare workflow, respectively.

2) Deadline Factor: To assign a deadline to each
workflow, we used a hypothetical scenario to cal-
culate the fastest possible execution time of a work-
flow using the fastest computation service of a HC.
All data transmission times are considered to be
zero in that machine since it is negligible compared
to the transmission time between two machines.
The total running time (TotalRunningT ime) of this
schedule is considered as the lower bound for the
running time of that workflow. Finally, to set a
deadline for a workflow, we defined the dead-
line factor α (in range of 1 to 5) and used it to
set the deadline of a workflow (Eq. 16). We be-
lieve/hypothesize that α = 1 may lead to infeasible
solutions since in the real world not all the fastest
machines are available most of the times.

Deadline Factor = α

Deadline = α× TotalRunningT ime (16)

3) Private Instance Limitation (PIL) Factor: To run
the experiments according to our scenario, we set
a limitation (PIL factor) for the number of available
private instances τs2 and τs3 to schedule work-
flows. To set the maximum number of private
instances, for each workflow, we run both algo-
rithms (MPHC-P1-3 and IC-PCPD2) without any

resource restriction when α = 2; the number of
required VMs is called TotalInsNo. We defined
three limitation factors β, β1, and β2 where β1 is
the total number of available instances with τs2
privacy tag, β2 is the total number of available
instances with τs3 privacy tag and β = β1 + β2.
We ranged β from 0.3 to 1 to calculate the Number
of Available Private Instances (NAPI) in the HC.

PIL Factor = β

NAPI = β × TotalInsNo (17)

4) Billing Cycle: The billing cycle of most commercial
cloud providers is based on the pay-as-you-go
model. To study the effect of billing cycle to the
overall quality of scheduling, we also evaluated
the performance of MPHC-P1-3 and IC-PCPD2 for
various billing time intervals (60 and 5 minutes).

5) Total Cost: We used Eq. 5 to measure the cost
of running workflows with various deadlines and
PIL factors. Since a large number of workflows
with different attributes is used in this study, it is
important to normalize the total cost of each work-
flow execution for better comparison [2]. To this
end, we first calculate the ”cheapest schedule” as
scheduling all workflow tasks on a single instance
of the cheapest computation service, according to
their precedence constraints. Then, we can define
the Normalized Cost (NC) of a workflow execution
as follows Eq. 18:

NC =
Total Scheduling Cost

Cheapest Scheduling Cost
(18)

7 RESULTS AND DISCUSSION

In this section, we present results of our augmented
MPHC-P1-3 algorithm with its variations including de-
tailed discussions.

7.1 Deadline Factor
Fig. 5 presents the cost of scheduling workflows with
MPHC-P1-3 and IC-PCPD2 for DAGs with 300 nodes
when PIL = 0.5 and the billing cycle is 60 minutes. For
small deadline factors (tight deadlines) MPHC-P1 and
IC-PCPD2 are the unprofitable option, whereas MPHC-
P2 and MPHC-P3 are the less expensive policies for all
workflows ( for α < 3). In Montage, MPHC-P3 is the
best scheduler for various deadline factors. When there
is less time limitation (loose deadlines), MPHC-P1 is a
suitable scheduling policy for LIGO.

Fig. 6 shows the normalized cost of scheduling large
workflows for all algorithms with the billing cycle of five
minutes. The overall results are similar to the previous
experiment except that the value of NC is decreased
as expected. Because Epigenomics has tasks with long
execution time, the value of the time interval doesn’t
have a considerable impact on NC and it is not decreased
significantly. However, for Montage and CyberShake



JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 11

0

20

40

60

80

1.7 2.5 3.3 4.1 4.9

N
C

 (
$

)

Deadline Factor

MPHC-P1 MPHC-P2

MPHC-P3  IC-PCPD2

(a) Montage

0

15

30

45

60

1.7 2.5 3.3 4.1 4.9

N
C

 (
$

)

Deadline Factor

MPHC-P1 MPHC-P2

MPHC-P3 IC-PCPD2

(b) CyberShake

0.5

1.0

1.5

1.7 2.5 3.3 4.1 4.9

N
C

 (
$

)

Deadline Factor

MPHC-P1 MPHC-P2

MPHC-P3 IC-PCPD2

(c) Epigenomics

0

2

4

6

1.7 2.5 3.3 4.1 4.9

N
C

 (
$

)

Deadline Factor

MPHC-P1 MPHC-P2

MPHC-P3 IC-PCPD2

(d) LIGO

Fig. 5. Scheduling polices comparison with time interval equal to 60 min

workflows, tasks can efficiently utilize a larger fraction
of short intervals due to the small execution times of
their tasks. Therefore, the value of NC is considerably
decreased. This is also the case for the LIGO workflow
where the NC is decreased by about 50%.

MPHC-P1, P2, and P3 share the same path scheduling
approach which means a series of dependent tasks are
all scheduled on a single resource/VM; this is opposite
to IC-PCPD2 where tasks are individually scheduled on
resources. Therefore, in loose deadline scenarios, where
time is not pressured, the modified IC-PCPD2 is more
beneficial, since all tasks are individually scheduled on
private/cheapest instances.

7.2 BLP VS Multiterminal-Cut
As mentioned, BLP is our alternative privacy preserv-
ing policy. We compare BLP and Multiterminal-Cut by
scheduling our Medical Data Analysis workflow (Fig.
3) under MPHC-P2. In this experiment, the BLP policy
results in 18 valid deployment options as shown in Table
3. The workflow Fig. 3 has 8 tasks {N1, N2, ..., N8} and
in each deployment, calculated by BLP, tasks can be
assigned to a resource with the selected privacy tag. For
example in deployment option 1, task N1 can be assigned
to a resource with privacy τs3, task N2 is mapped to
a resource with privacy tag τs3, N3 to a resource with
privacy tag τs3, N4 to a resource with privacy tag τs2,
N5 to a resource with privacy tag τs3, N6 to a resource
with privacy tag τs3, N7 to a resource with privacy tag
τs1, and N8 to a resource with privacy tag τs1.

Despite the limitation in Multiterminal-Cut, it presents
a lower scheduling cost when compared with the BLP
method in Fig. 8; mainly because it considers edges
weights while partitioning workflows. However, the
scheduling cost of Run-17 and 14 of BLP is close to
that of Multiterminal-Cut; this makes it a more favorable
alternative, in case of difficulty in making tasks and their
data privacy aligned for Multiterminal-Cut.

7.3 PIL Factor
The PIL factor should be taken into account to design
an efficient scheduling broker using MPHC’s variation.
Experiments are run on workflows with 500 nodes with
deadline factor of α = 2. As shown in Fig. 7, the cost

TABLE 3
Valid Deployment Options for the Healthcare Data

Analysis workflow

Dep N1 N2 N3 N4 N5 N6 N7 N8

1 τs3 τs3 τs3 τs2 τs3 τs3 τs1 τs1
2 τs3 τs3 τs3 τs2 τs3 τs3 τs1 τs2
3 τs3 τs3 τs3 τs2 τs3 τs3 τs1 τs3
4 τs3 τs3 τs3 τs2 τs3 τs3 τs2 τs1
5 τs3 τs3 τs3 τs2 τs3 τs3 τs2 τs2
6 τs3 τs3 τs3 τs2 τs3 τs3 τs2 τs3
7 τs3 τs3 τs3 τs2 τs3 τs3 τs3 τs1
8 τs3 τs3 τs3 τs2 τs3 τs3 τs3 τs2
9 τs3 τs3 τs3 τs2 τs3 τs3 τs3 τs3
10 τs3 τs3 τs3 τs3 τs3 τs3 τs1 τs1
11 τs3 τs3 τs3 τs3 τs3 τs3 τs1 τs2
12 τs3 τs3 τs3 τs3 τs3 τs3 τs1 τs3
13 τs3 τs3 τs3 τs3 τs3 τs3 τs2 τs1
14 τs3 τs3 τs3 τs3 τs3 τs3 τs2 τs2
15 τs3 τs3 τs3 τs3 τs3 τs3 τs2 τs3
16 τs3 τs3 τs3 τs3 τs3 τs3 τs3 τs1
17 τs3 τs3 τs3 τs3 τs3 τs3 τs3 τs2
18 τs3 τs3 τs3 τs3 τs3 τs3 τs3 τs3

varies based on the cloud provider’s policy. Apart from
with LIGO, both MPHC-P2 and MPHC-P3 present a
behavior that is independent of the number of private
instances for the workflows. The exception is MPHC-P1,
which is highly dependent on the number of available
private instances.

7.4 Healthcare Workflows
We also run experiments for two healthcare workflows
described in section 2 (Fig. 2 and Fig. 3). All three
policies have the same behavior as for the other scientific
workflows. Fig. 9 and Fig. 10 present the scheduling
policies under various deadline factors for these two
workflows. As we expected, MPHC-P2 and P3 indicate
the most profitable policy among the rest policies in tide
deadlines.

7.5 Privacy VS Time
We run an experiment to study the influence of preserv-
ing privacy on the total running time of a workflow.
Although, deadline is one of the constraints of the
problem and all our three suggested policies finished
the workflow execution before the requested deadline,
this experiment determines the fasted of four algorithms.
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Fig. 6. Scheduling polices comparison with time interval equal to 5 min
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Fig. 7. Scheduling polices comparison regarding PIL with time interval equal to 60 min for 500 tasks
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Fig. 8. Comparing the BLP VS Multiterminal-Cut

As it is presented in Table 4, MPHC-P1, P2, and P3
partition the workflow which leads to increase the data
transfer time between different cloud instances. How-
ever, IC-PCPD2 assigns tasks individually to the eligible
instances, therefore, it finishes the scheduling slightly
faster than the other three policies.

TABLE 4
Impact of preserving privacy on the execution time

Policy 2 2.2 2.4 2.6 2.8 3 3.2 3.4
MPHC-P1 263 558 884 1236 1618 2034 2482 2961
MPHC-P2 195 406 652 946 1298 1705 2153 2632
MPHC-P3 196 406 639 903 1202 1528 1887 2279
IC-PCPD2 181 365 557 754 953 1154 1360 1570

7.6 Workflow Structure
Workflow structure has to be considered to obtain the
optimal cost when scheduling workflows using MPHC-

P1-3 policies. There are two factors in the workflow
structure that have a direct impact on the scheduling
cost. First is the number of private tasks in the workflow.
To see the effect of the number of private tasks on the
scheduling cost, we used the CyberShake workflow with
300 nodes under PIL Factor = 0.3. As Fig. 11 presents,
increasing the number of private tasks in a workflow
leads to a reduction in cost. This is due to the fact
that private instances are set to have lower cost in our
scenario. The second factor is the placement of tasks with
equal privacy level in the workflow. If tasks with the
same privacy level are linear (tasks have parent/child
dependency), it commonly leads to longer PCPs in each
sub-DAG. In contrast, when tasks with the same level
of privacy are aligned parallel (tasks are siblings) there
are more, but shorter, PCPs in each sub-DAG. As shown
previously, MPHC-P1/2/3 policies use Multiterminal-
Cut to partition the workflow regarding to privacy level
of tasks. In a sub-DAG, a longer length PCP results
in a length that is approximately equal to the length
of the critical path in the main DAG. This causes a
higher scheduling cost in scenarios where the workflow
deadlines are tight. Therefore, structure of a workflow
should be taken into account to acquire the optimal
efficiency for time-critical scenarios, using MPHC-P2 and
MPHC-P3 policies.

8 CONCLUSION

The classical problem of resource provisioning for work-
flow tasks steps into a new era with the introduction
of federated clouds which combine private, community,
and public clouds. This leads to more concerns about
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satisfying the Service Level Agreements (SLAs) between
clients and service providers. For example, the exposure
of sensitive data and tasks in public clouds becomes
a crucial barrier in workflow scheduling when several
workflow tasks ought to be executed in off-premise
cloud services in order to meet the desired deadline.
Our objective in this study was to design and imple-
ment a workflow scheduling broker to minimize overall
execution cost of workflows in HCs while satisfying
concerns about their privacy and deadline. We contribute
to this field by introducing MPHC algorithm includ-
ing three policies (MPHC-P1/P2/P3) to minimize the
workflow’s execution cost under both task/data privacy
and deadline constraints. We evaluate MPHC-P1/P2/P3
through comparing it with IC-PCPD2 as one of the well-
known algorithms in this field. Results were promising
and showed efficiency of our algorithm, MPHC, even in
very time-pressured scenarios (deadline factor less than
3). For those time-pressured scenarios, we recommend
MPHC-P2 and MPHC-P3 scheduling policies since they
were successful in reducing the cost between 10-20%.
Whereas, for loose deadline scenarios, using modified
IC-PCPD2 is more beneficial. However, all these assump-
tions are highly dependent on the workflow structure. In
future work, we will therefore further explore the impact
of workflow structure on selecting an efficient policy to
schedule workflows on heterogeneous environments.
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