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Shortest Paths to Obstacles for a Polygonal Dubins Car

Paolo Robuffo Giordano and Marilena Vendittelli

Abstract—In this paper, we characterize the time-optimal trajectories
leading a Dubins car in collision with the obstacles in its workspace. Due
to the constant velocity constraint characterizing the Dubins car model,
these trajectories form a sufficient set of shortest paths between any robot
configuration and the obstacles in the environment. Based on these paths, we
define and give the algorithm for computing a distance function that takes
into account the nonholonomic constraints and captures the nonsymmetric
nature of the system. The developments presented here assume that the
obstacles and the robot are polygons although the methodology can be
applied to different shapes.

Index Terms—Dubins car, Pontryagin’s maximum principle, shortest
paths.

I. INTRODUCTION

In his pioneering work [1], Dubins determined the continuously
differentiable curves of minimal length between any two points in the
plane with assigned initial and final tangent and subject to curvature
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constraints. These curves are time-optimal trajectories for a wheeled
mobile robot with unitary speed and bounded steering velocity. For this
reason, a vehicle with constant driving velocity is known in the literature
as the Dubins car. The interest arisen by this system is due to both the
theoretical challenges that it provides and its practical relevance in
modeling the kinematics of road vehicles, aircrafts cruising at constant
altitude, or sea vessels.

The difficulty of planning for a wheeled mobile robot derives from
the pure rolling constraint of the wheels that prevents the vehicle to
move instantaneously toward certain directions. As a consequence, not
all the paths in the configuration space are feasible for this robot, and
the Euclidean metric is not appropriate for determining the distance to
obstacles populating the robot environment. In a previous work [2], we
have defined and showed how to compute a distance between a point-
wise robot and the obstacles in its environment by taking into account
the nonholonomic constraints acting on the vehicle. In this paper, we
consider both the nonholonomic constraint and the shape of the robot.
Specifically, we define and compute a distance in the robot configura-
tion space that takes into account the nonholonomic constraints of the
vehicle. The computation does not require the explicit representation
of the configuration space obstacles and is applicable to robots and
obstacles that can be modeled as planar polygons. This distance func-
tion is particularly relevant in the context of motion planners relying
on obstacle distance computation, like skeletonization, potential field
methods, and even sampling-based motion planners. See, e.g., [3] for an
interesting discussion on the use of the obstacle distance information
in planning algorithms. In particular, the correct metric information
provided by the distance developed in this paper can improve the ef-
ficiency of sampling-based methods: by computing the distance to the
obstacles in the environment, it is possible to adjust the resolution at
which configurations along local paths are checked for collision, in the
line of [4]. This avoids the difficult resolution tuning step and provides
an exact solution to the collision check test for local paths.

Our work relies on Dubins’ results but adopts the optimal control
approach proposed in [5] and [6]. In particular, the study of transver-
sality conditions allows selecting a sufficient family of time-optimal
trajectories whose length will determine the distance to the obstacles.
A preliminary version of this paper has been presented in [7]. Here,
we present a revised work extended with detailed proofs and formal
equations for distance computation. The paper is organized as follows.
In Section II, we summarize the basic results on time-optimal trajec-
tories for the Dubins car. Due to the constant velocity constraint, these
trajectories also minimize the path length. This is exactly the property
that we exploit in defining the distance function in Section III where
we also give the necessary conditions satisfied by the shortest paths
bringing the robot in collision with obstacles. The distance function is
based on the length of the shortest paths belonging to a sufficient fam-
ily. In Section IV, we show how to reduce the cardinality of this set of
paths to lower the distance computation complexity, and in Section V,
we provide the formal system of equations needed for implementation.
These are used in Section VI to obtain the isodistance curves on the zy
plane for two robots with different shapes.

II. BACKGROUND MATERIAL

The kinematic model of the Dubins car considered in this paper is

E(t) = FEH), ut)) = g1 (E(1) + g2 (£(1))u(t) ()

where £ € R? x 8! denotes the configuration of the vehicle, given by
the position (z,,y, ) of a reference point P, chosen as the mid point
of the rear wheels’ axle, and by the orientation # of the vehicle w.r.t.
the abscissa axis of a fixed reference frame. The drift and the input

1552-3098/$26.00 © 2009 IEEE
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vector fields are, respectively, given by g; (£) = (cos#,sin6,0)T and
g2(£) = (0,0,1)T. In this model, the module of the driving velocity
is assumed, without loss of generality (w.l.o.g.), to be 1 and the steer-
ing velocity u(t) is such that |u(¢)| < 1. The paths in the family ob-
tained by Dubins in [1] are time-optimal solutions of system (1). Later,
Sussmann and Tang [5] and Boissonnat et al. [6] obtained the same
result by adopting an optimal control point of view. Exploiting this ap-
proach, we determined [2] the shortest paths between any given robot
configuration and the obstacles populating its workspace both for the
Reeds and Shepp car and for the Dubins car. In particular, we defined
the distance between a point-wise robot and the polygonal obstacles in
the environment as the length of the shortest path between the robot and
the obstacles. Due to the one-to-one correspondence between the paths
in the configuration space and the corresponding paths in the plane,
this also represents a distance in configuration space. Recently [8], we
have removed the hypothesis of point robot (i.e., we take into account
the shape of the robot in determining the distance to the obstacles) for
a Reeds and Shepp car. In this paper, we also extend the result in [8] to
the Dubins car. In particular, using transversality conditions on the final
state of the robot, complemented with continuity arguments, we show
that, in this case, the search of the optimal solution can be restricted
to a set of six paths. Our study is based on the results reported in the
following section.

A. Shortest Paths Between Configurations

This section summarizes the results presented in [5], [6], and [9],
leading to a synthesis of the shortest paths for a Dubins car. In ac-
cordance with the notation proposed in [5], we will use C' and S to
denote, respectively, an arc of circle of minimal radius and a straight
line segment. To specify the direction of motion along the path, letters
L and R will denote, respectively, a counterclockwise or clockwise
sense of rotation of the driving velocity vector 7", while S will indicate
motion along a straight segment. Subscripts are positive real numbers
giving the length of each elementary path composing an optimal path
and they will be referred to as path parameters (a, b, e). For example,
a path of type C'SC' may be specified as L, Sy R,, i.e., forward left
turn of length a, straight motion of length b, and forward right turn of
length e. The starting configuration of each path is assumed, w.l.0.g.,
to be the configuration space origin (0, 0, 0)7.

Considering system (1), we want to minimize the time to travel
from & = £(t;) to & = &(t;). For system (1), this is equivalent to
minimizing the path length. The Hamiltonian [10] is

H = (,f) = ¢ cos0 + ¢y sin + dyu
where the costate 1 satisfies the adjoint equation

OH

_ 7( dgl de
23

for almost all . Minimization of the Hamiltonian gives necessary con-
ditions for a trajectory to be optimal. If a constraint on the final state
X(&;) = 0 of dimension o is present, it is possible to derive a set of
transversality conditions ¢; = M7 (,where M = 9x/0¢; isaoy x 3
matrix and ¢ is an auxiliary vector of dimension o .

Results from [5] and [6], based on the Pontryagin maximum princi-
ple complemented by geometric arguments, allow to restrict the search
of time-optimal paths between {; and & to a sufficient set of paths
consisting in concatenations of arcs of circle of minimum radius (C')
or line segments (.5). The line segments and the points of inflection lie

on a line D, defined by the equation

Dy : ths = 1y, — o, +1P3(ty) =0 (3)
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where v, and 1), are constants and the ratio 1), /1, gives the direction
of Dy, (see, e.g., [6, Lemma 7]).

The sufficient set of optimal paths can be partitioned into two
families

D C.CyC,, 0<a<b, m < b < 2w, 0<e<b, min{a, e} <b—7

amc,s,C.,  0<a<2r, 0<e<2r, b>0 &

where

1) family (I) includes two types: LRL and RLR;

2) family (II) includes four types: LSL, LSR, RSL, and RSR.

These paths induce a partition of the configuration space into a finite
number of cells, each corresponding to a path type optimal for linking
a point in the cell to the origin [9]. Every Dubins path smoothly maps
the parameter space into the robot configuration space C, i.e., for each
path p;, one can define a function W; : R® — C associating the final
configuration in C to the parameters (a, b, ¢)

Z, Xi(a, b, e)
Yr = Wi (a7 b7 6) = Y;'(CL, b7 6) (5)
0 ©;(a, b, €)

where X;, Y;, ©; are smooth [11]. This property will be used in
Section IV for reducing the family of candidate optimal paths.

III. DISTANCE FUNCTION

In deriving the distance, we take the following assumptions.

1) The robot R is a Dubins car with kinematic model (1).

2) The robot moves in a planar workspace )V populated by a finite
number m of static obstacles O; (j = 1,...,m).

3) R(&), the region occupied by the robot at configuration £, and
the obstacles O; are compact subsets of WV. In particular, they
are polygons.

Note that assumption 2) is very common in motion planning for
nonholonomic robots. The compactness property required by assump-
tion 3) is necessary for guaranteeing the existence of the distance to
be defined. Finally, the methodology used in this paper can also be
applied to nonpolygonal shapes but the developments described herein
are valid only for robots and obstacles with polygonal shape.

Given these assumptions, we solve the following problem.

Problem 1: Determine the length d of the shortest path p* from a
given configuration §; to a configuration &; (called optimal contact
configuration) such that the boundary of R(&;) is in contact with the
boundary of any of the O;’s.

Lemma 1: The search of the path p* solving Problem 1 can be
restricted to the families of Dubins optimal paths (4).

Proof: Assume that a solution p* to Problem 1 has been found that
does not belong to the families (4). Then, its length d is necessarily
greater or equal to the length of the corresponding shortest path in (4)
from §; to &;. If this was not true, it would contradict the fact that
families (4) provide a sufficient set of optimal paths for the Dubins car,
i.e., they contain the shortest path between any two given configurations
(thus, including &; and £;). Since we are only interested in the length
d of the path solving Problem 1, not in its particular shape, the search
can be restricted to the families (4). [ |

Note that the set of all possible contact configurations CO can be
constructed by “sliding” the robot along the boundaries of the obstacles
and by letting the orientation € varying in the interval [—7, 7. Finding
a solution to Problem 1 corresponds to minimizing the length of the
paths in families (4) over the set CO encoding the constraint that the
final configuration &; should be in contact with any of the obstacles in
the environment. By virtue of assumption 3), the set CO is compact.
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Fig. 1. Partitioning the distance computation.

On the other hand, the paths in families (4) induce a partition of the
configuration space into a finite number of domains. In each domain,
the length of the path from any point £ to the origin is a continuous
function of ¢ [12]. Hence, a candidate solution to Problem 1 exists
inside each region of the partition such that the intersection with CO is
not empty.! The necessary conditions to be satisfied by paths in each
region, obtained through the application of transversality conditions,
allow to determine the length of the candidate optimal path in each
domain. The solution to Problem 1 is then obtained by minimizing the
length of the path over the partition.

The one-to-one correspondence between paths in configuration
space and the corresponding paths in the plane allows to choose the
length d of p* as the distance between the robot and the obstacles. Due
to the nonsymmetric nature of system (1), the length of the shortest
paths induces a quasi-metric because the symmetry property is not
verified. Symmetry can always be recovered by properly defining the
distance, even though the use of a nonsymmetric distance function in
planning collision-free motion for the Dubins car would naturally take
into account the nonsymmetric nature of this system. The implication
of the presence of discontinuities in the distance function is, however,
beyond the scope of this paper.

In a polygonal environment, Problem 1 can be solved considering
the three subproblems of optimally bringing in contact (see Fig. 1):

(i) arobot vertex g; with an obstacle vertex o;;
(ii) arobot vertex ¢; with the line v; through an obstacle;
(iii) the line w; through a robot edge with an obstacle vertex o;.

Once solved these subtasks, the shortest path to an obstacle is found
by iterating the three steps over all the robot/obstacle vertex/edge com-
binations and by choosing the minimum among the obtained path
lengths. Problems (i)—(iii) can be associated to three functions

1. LVV.R* SR
(gi, 0;) = LV (qi, 0))
2. LVE.R* SR
(thj)_)LVE(qlﬁvj)
3. LFV.R* >R

(wi, 0;) = LV (wi, o))

ITo recover the correct structure of configuration space submanifold for CO,
it is sufficient to identify the configurations (z,,y,, —m) and (z,, y,, 7).
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where LYV, LVE | and L*" are specified in the following sections.
The distance d is defined as

d():R® =R

() = min{ min LYY min LY#  min L*V } (6)
2] ¥ 2]

In the next sections, we will detail the procedure adopted to solve
each specific subproblem. Following the idea in [11], we associate a
contact manifold to each subproblem, expressing the constraint that the
final state of the robot should be such that the corresponding type of
contact (i.e., V'V, VE, or EV') will occur between the robot and the ob-
stacle. In addition, a transversality condition will express the constraint
that the contact should occur in minimum time. These constraints will
provide a system of three nonlinear equations in the three unknowns
(a,b,e). The search for the optimal path solving Problem 1 can be
limited to family (II), as shown in Section IV.

In the following, we will denote by p a specific Dubins path and by
OP the sufficient set of optimal paths (4).

A. Vertex—Vertex Distance

Let pr € OP and (ay, by, e;,) be the associated path parameters;
we define the function

VV,, : R - R?

(gi, 05) — (a, bi, ex) )

where V'V, (¢;, 0;) is the map solving problem (i) with the path py,.
The function LYY (g;, 0;) is then defined as
LYV (q;, 0;) = min L, (VV,, (g, 0;)) (8)
pr €OP
where L, is the length of pj, in terms of the parameters (ay,, by, ey ).

Remarks: When solving for each p;, three scenarios may arise:

1) the solution does not exist, i.e., at least one path parameter is

complex;

2) the solution exists but it is not valid, i.e., at least one path param-

eter is outside its range of validity;

3) avalid solution exists.

In the first two cases, p;, is discarded.

With reference to Fig. 1, let P be the robot reference point and
(li, ¢;) be the pair representing the length of the segment Pg; and
the angle between the vectors P‘q; and 7. The cartesian coordinates
(¢, » @, ) of the robot vertex g; are given by

{ @, +1;cos(0+ ¢;) = qi,
Y +1isin(0 4+ ¢i) = g, -

®

Denoted by (o;, , 05, ) the cartesian coordinates of the target vertex o;
of the obstacle, the 1-D contact manifold is defined as

Céjv (f[f‘rz Yr, 0) = {(xrv Yr, 9)' qi = Oj}

and can be represented by the following equation:

Iy x, —0j, +1;cos(0 + ¢; 0
xvy (@, yr, 0) = ( ’ . )>— ( ) an
Yr — 05, +lisin(f + &;) 0

10)

Equation (11) describes a vertical helix centered on o; and will be used
for finding the solution path, i.e., for determining the path parameters
(ax, b, er,) associated to py. The additional constraint, necessary to
make the problem “square” (three parameters and three equations), is
derived from transversality conditions, as shown later.
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Lemma 2: If a path p € OP is optimal for problem (i), then the line
D, associated to p passes through the point o;.

Proof: The constraint on the robot final state X’{,’IV (&) =0 can be
used to derive the transversality condition (necessary for optimality)
¥y = MT(, where

v D (&) (1 0

=l sin(0(ty) + ¢:) )
&y 0 1

licos(0(ts) + ¢:)

and ¢ = ({1 (»)T. We then get the system
1 =G
Py = (o

Y3 (tp) = —1isin(0(ty) + ¢i )¢ + 1 cos(8(ty) + ¢i)Ca-
By substituting ¥; and v, in the third equation, we obtain

V3(ty) = =l sin(0(ty) + ¢i)vr + L cos(0(ty) + di ). (12)
From the definition (3) of 3, we get ¥3(ty) = —¥105, + Y205, .
Thus, the line D, has equation

Y3 =Yy (y7' - 0,7';,) — 1y (ﬂfr - 0,7'1) =0 (13)

which implies our thesis. |

B. Vertex—Edge Distance

In this section, we will show how to solve problem (ii). In this case,
the contact manifold is 2-D. Two additional constraints will be derived
from transversality conditions. Since we assume that the target edge of
the obstacle is an unbounded line, there could be solutions returning a
contact point outside the edge boundaries; in this case, the solution is
discarded.

Analogously to the previous section, the function

VE, (): R* - R®

(Q’i7 Uj) s ((],]‘»7 bk7 (ik)

describes the map that solves the problem (ii) for a path p;, € OP
returning the three path parameters and—as a byproduct—the contact
point on the edge. The LV* () function can be expressed as
LY (q;, v;) = min L, (VE,, (g, v;)). (14)
pi €OP
The remarks stated for (8) also hold in this case.
Let y = m;x + n; be the equation of the target edge v;; using
(9), the contact manifold Cy/; (z,, v,, 9) = {(z+, yr, 0)| ¢; € v;} is
described by

XIVJE (xm Yrs 0)

=y, —m;x, —n; —l;m;jcos(§ + ¢;) +1; sin(0 + ¢;) = 0. (15)
Equation (15) represents a 2-D surface whose projection on the plane
xy, for a given 6, is a line parallel to v;.

Lemma 3: If a path in OP is optimal for the problem (ii), then:

1) the line D, is perpendicular to the line v;;

2) the contact point lies at the intersection of D, and v;.

Proof: The constraint £; € Cy/,,, expressed as x{/,, (£;) = 0, yields
gy = MT( where M = (9x\/,; (§7)) /¢ is given by

M= (—m; 1 l;m;sin(0(t;)+ &)+ 1icos((ty) + ¢:)).
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Thus, we get the system

P = —m;(
Py = ¢
VY3 (ty) = (Limy sin(0(t) + ¢i) + 1 cos(0(ty) + ¢i))¢

from which we get the following relations:

¥a__1 (16)

Py my;

P3(ty) = =l sin(0(ts) 4+ @i )1 + 1 cos(8(ty) + ¢i)be. (17)

Point 1) is proved by (16); by using (3), (9), and (17), we can compute
the constant 93 (tg) = —th1 ¢, (t;) + 12q;, (ty) that yields

Vs (t) = iy — a, (t7))) — V2 (2 —qi, (ty)) =0

which implies that the point ¢; at the end of the path must lie on the line
Dy ; thus, combining with the contact condition between g; (¢, ) and the
target line v;, we prove point 2). |

(18)

C. Edge—Vertex Distance

The approach adopted to solve problem (iii) is analogous to the
method outlined in the last section: we assume an unbounded robot
edge and we discard any solution yielding a contact point outside the
edge boundaries (¢;, g;+1). Defining

EV, (): R' - R®
(wm Oj) - (ak7 by, ek)
as the map solving problem (iii) for py., the LZV () function is

EV . P — j . .
L™ (wi, 05) p?gélp Ly, (EV,, (w;, 05)).

19)

Let (g;, gi+1) be two adjacent robot vertices. Using (9), the line w; in
Fig. 1 can be expressed as y = m; (0)x + n; (x,, y,, 0), where

m;(0) = tan(6 + 6y, )
ni(&) = @, —mi(0)q:,

0y, = arctan li sin(¢1) —

! li cos(¢;) —

and ¢, is the angle between w; and the robot heading direction .
Denoting by 0; = (0;, , 0, ) the target point, the contact manifold

liy1 Sin(¢i+1)
liv1 COS(¢¢+1)

C;jjv (xru Yr 0) = {(mrv Yrs 0)| 0 € wi} (20)
can be represented as
Xy (&) = 0j, —mi(0)o;, —n;(€) 2D

and describes, as 6 varies, a 2-D surface whose projection on the plane
is made of lines rotating at a fixed distance from o, .

Lemma 4: If a path in OP is optimal for problem (iii), then:

1) the line Dy must be perpendicular to the edge w; att = ty;

2) the contact point lies at the intersection of D, and w; .

Proof: The constraint £, € CJ,, , expressed as %, (£;) = 0, yields
the transversality conditions ¢y = M T'¢, where

_ OXy (&)
o0&y

=[sy —cp (=05, +yr(tr))ss + (—oj, + . (t;))cs]

M
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with s; = sin(0(t;) + 6y, ) and ¢; = cos(0(ty) + 6y, ). Hence, we
get the system

1 = s1¢
e = —¢4(
V3(ty) = ((—oj, +ur(ts))sy + (—o0j, +x:(tr))er)C
which yields
1 1
= T ) 22
Us(ty) =iy (tr) —05,) —¥o(2,(ty) —05,).  (23)

Equation (22) proves point 1) of the lemma; from (23), we have
3 (tg) = =105, + 120j, , which yields

Y3(t) = U1 (y, (t) —05,) — Ya(2:(t) —05,) = 0.

This relation, together with the contact constraint between o; and the
line w;, proves point 2). [ ]

Remark: For the EV case, condition (23) on the final value v (¢;)
is formally different from the corresponding conditions in the VV and
VE cases [see (12) and (17)]. That form can be recovered as follows:
assume that the EV problem has a valid solution, and let g. : {l., ¢.}
be the resulting contact point on the edge w;. Then, by exploiting (9)
and the fact that, by construction, g. = o; at t = ty, we can rewrite
(23) as

Py (ty) = —l.sin((ty) + ¢ )1 + 1 cos(8(ts) + Pc )1ho

which is formally identical to (12) and (17).

Note that conditions (12), (17), and (25) depend linearly on the
parameters /; and [. that tend to 0 when the robot shape tends to
a point. Thus, these conditions smoothly degenerate in the unique
condition ;3 (t;) = 0 given in [13] for a point robot.

24

(25)

IV. FAMILY REDUCTION

In this section, we show that a path C'C'C' in family (I) is never opti-
mal. The proof takes advantage of the continuity of the path parameters
(a, b, ) w.r.t. the parameter I; of the robot. Some preliminary results
are needed.

Lemma 5: For any robot/obstacle vertex/edge g; /o;, w; /v;:

1) if L* = LYF (¢;, v;) is the optimal solution of problem (ii) and

Py the associated contact point, then L* = LYV (¢;, P);
2) if L* = LV (w;, o;) is the optimal solution of problem (iii) and
P the associated contact point, then L* = LYV (P, o).

Proof: See [8, Lemma 4]. [ ]

Lemma 6: 1, and 1), are smooth functions of the Dubins path
parameters (a, b, ).

Proof: Given a Dubins path p, the associated line D, passes through
all the inflection points and all the points on the straight segment S (if
present in p). Let F' be any of these points, and p|z the subpath of p
that goes from the origin to F. Since p|r is still a Dubins path [5], the
coordinates of F' are smooth functions of (a, b, €) via the maps (5).
From Lemma 2, we also know that line Dy must pass through the target
point o;. Hence, slope of D is ¢, /¢y = (F, —0;,)/(F: — 0;, ), or
equivalently, 1, = (Fy, —o0;,)v, ¥1 = (Fy — 0, )v for any v # 0,
which proves the thesis. [ |

Theorem 1: A path CCC' in family (I) is not optimal for solving
problems (i)—(iii).

Proof: Lemma 5 allows to focus only on the vertex—vertex distance
LVV, since the other two functions can always be reduced to this case.
The equations to be solved for computing the LV distance are given
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Fig.2. Path C, C}y C} that ends on the line Dy.

by the 2-D contact condition (11) and the necessary condition (13) for
any pair (z,, y, ) such that the robot reference point lies on the line Dy .
By direct inspection, these equations are smooth w.r.t. (I;, ¢;, 0;) and
w.r.t. the triplet (z,, y,, 0), which, in turn, is a smooth function of the
Dubins parameters (a, b, e) due to the maps W in (5). In particular, the
Dubins parameters appear either algebraically (when relative to straight
segments) or as arguments of trigonometric functions (when relative
to arcs of circle); the change of variable o = tan(/3/2) applied to
each trigonometric function can then transform the original conditions
into a set of three polynomial equations in the unknowns (a, b, ¢), with
coefficients being smooth functions of the quantities (I;, ¢;, 0, ). Atthis
point, we exploit the well-known fact that the roots of a polynomial
depend continuously on its coefficients [14]. Hence, the roots (a, b, €)
will be continuous functions of the polynomial coefficients, which, in
turn, are smooth functions of (;, ¢;, 0;).

From [15], we know that when [; = 0 (point-wise robot), the optimal
paths must satisfy the condition 93 (t;) = 0, i.e., the car must stop
exactly on the line Dy. A path C'C'C meets this condition only if it is of
type C, C, Cy, as depicted in Fig. 2. The continuity of the parameters
(a, b, e) w.r.t. I; implies that a path C'C'C must converge continuously
toward C,C, C, when [; — 0. The authors in [5] proved that a path
C,C,Cy is never optimal. Thus, by continuity, a path CCC' is not
optimal for solving problems (i)—(iii). | |

Note that Theorem 1 does not completely exclude family (I) from the
set of candidate paths, since all subpaths of type {C,C;,, C,C., C}}
are still valid candidates for the distance computation. However, for
our goals, these subpaths can also be thought as degenerate cases of a
path C'SC in family (IT) when the segment S (and possibly an arc C) is
not present. In other words, the formal system of equations needed to
determine a subpath C'C' does not depend on its parent family, so that
any subinstance of family (I) can be actually treated as an equivalent
subinstance of family (II). Still, when solving problems (i)—(iii), a
distinction between full C'SC paths and subinstances C'C' is necessary
because the line D, behaves differently in these two cases. This fact,
and its implications, will be addressed in the next section.

V. PATH LENGTH COMPUTATION

In this section, we give the formal expression of a square system of
equations in the three unknowns (a, b, ) to be solved for computing
the length L of the shortest path for each of the three contact types (i.e.,
VV, VE, and EV) defined in Section III (i.e., the three subproblems
in which we have decomposed the problem of distance computation).
Once determined the path parameters (ay., by, ey ) for a candidate path
D, the associated length L, is computed as L, = a; + b + ¢;.

Due to Theorem 1, a path CCC' is never optimal for bringing in
contact the robot with the obstacles in the environment. The search
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of the shortest path to collision can therefore be restricted to the set
OP* = OF¢, 5,0, UOPc, ¢, , where:

l) OpCaSan = {L,LS[,Le7 LquRe, RaSbLe, RGS[,RE} is the
set of paths belonging to family (II) for which D coincides with
the segment S or, if S is not present, Dy is still tangent to the
path at the inflection point;

2) OP¢,c, = {L.Ry, R, Ly} is the set of (degenerate) paths be-
longing to family (II) for which the segment .S is not present, and
Dy is not tangent to the path at the inflection point. Note that this
set also includes all the degenerate cases of family (I) (see end
of the previous section).

This distinction cannot be avoided since the different properties of
the slope of D, give rise to different systems of equations for the
paths in the two sets. Therefore, in implementing the algorithm for the
distance computation, a total of six cases (the cardinality of OP*) must
be considered.

The following facts are used to determine the systems of equations
to be solved:

1) for every pr € OP*, the robot configuration along py, is associ-

ated to a smooth map (z,, y,, 0)T = W;.(a, b, €) [see (5)];

2) for every path p, € OP*, the robot configuration at the end of
the arc C,, computed via (5), is (X (a), Yi(a), O4(a)) =
(sin(a), £1 F cos(a), +a), where the sign + (—) is associated
to left (right) turn;

3) the orientation of the robot at the end of apathp;, € OF¢, s, ¢, is
0(t;) = +ai, * ey, whileforapathp, € OP¢, ¢, ,itisf(t;) =

:I:ak. + bk;
4) for a path p;, € OP¢, s, ¢, , the slope of D is
Y2 _ +tan(a). (26)
1

Case 1-A: V‘fm (Qi7 Oj), VS OPCa S, Ce

The contact constraint (11) and the necessary condition (13), combined
with (26), lead to the following system of three equations in the three
unknowns (a, b, e):

{Xigv (Wk (CL, bv 6)) =0

o _ (27)
cos(a)(Yi(a) —oj,) Fsin(a)(Xi(a) —0;,) = 0.

For the sake of illustration, consider the following situation: a robot
with a vertex ¢;, represented by the pair (I;, ¢;) [Fig. 3(b)], must reach
the point o; along an L, S L. path [Fig. 3(a)]. In this case, system (27)
takes the expression

bcos(a) +sin(a +e) +1; cos(a + e+ ¢;) = o,
1+ bsin(a) — cos(a + e) + I sin(a + e + ¢;) = oj,
0j, sin(a) + (1 — 0, ) cos(a) — 1 = 0.

(28)

The last equation is of the type Asin(a)+ Bcos(a) + C = 0 and
admits the two solutions
—-CAFB
—-CB+ A

B2+A2_02

BY + A2 —C?’ 29)

a = arctan

If both solutions are not valid, e.g., they are outside the validity range,
or result in complex numbers, the path can be discarded. By solving
the first two equations in (28) for b, one gets

licos(a+ e+ ¢;) +sin(a+e) — o,
B cos(a)

1 +1;sin(a + e+ ¢;) —cos(a +e) — o5,
B sin(a)

b=
(30)
b=

1189

(@ (b)
Fig. 3. Example of the V'V computation for an L, S L. path.
2
y
15¢
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Fig. 4. Distance between the robot vertex ¢ and the point o is the length of the

robot shortest path bringing the vertex ¢ in o.

which yields
l; cos(¢;) sin(e) + (I; sin(¢; ) — 1) cos(e)
+0;, sin(a) + (1 — 0;, ) cos(a) = 0.

This is an equation of the form A sin(e) + B cos(e) + C' = 0 and can
be solved for e as in (29). Finally, the parameter b is obtained from
the two (equivalent) equations in (30), by selecting the nonsingular
one according to the value of a. In principle, system (28) can have
four admissible solutions, i.e., the path parameters are in the range
of validity of LSL paths as given in (4). The solution is found by
comparing the length of the candidate paths. It is easy to verify that
similar developments also allow to solve system (27) for the other types
of paths belonging to family (II).

As an example, Fig. 4 shows the optimal path for a robot with a vertex
¢ in(l;, ¢;) = (0.4, —m/4) tothe pointo; = (2, 1). The shortest path
type is L, Sy L., with (a, b, ¢) = (0.5236, 0.8802, 0.4886) and total
length L = 1.8924.

Case 1-B: V'V, (gi,0;), pr € OP¢, ¢,
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Fig. 5. Shortest path bringing the robot vertex ¢ in o is of the type R, L;
belonging to the set of paths OP¢ ¢ for which Dy is not tangent to the path at
the inflection point. The actual tangent Dy is also shown to emphasize this fact.

In this case, condition (13) is not informative because (26) does
not hold. However, the two equations (11) of the contact constraint
X%y (Wi (a, b, 0)) = 0 are sufficient to make the problem square (two
parameters for two equations). For illustration, consider the same situ-
ation of Fig. 3, but along a path R, L, . Conditions (11) become

{ 2sin(a) 4 l; cos(a — b — ¢;) —sin(a — b) = o,

2cos(a) —1 —I;sin(a — b — ¢;) —cos(a —b) = o; ©h

v

The change of variables o = tan(a/2) and 8 = tan(b/2) transforms
(31) in an algebraic system that yields the following second-order
equation for o

(21, 5in(9,) + 0%, + 8+ 07, + 6o, —12)a” 80,0+ 0.

+ o?y + 2l sin(¢;) — 20;, — 17 = 0. (32)

Hence, a = 2 arctan(«) can be determined by solving (32). As before,
in general, this results in two distinct solutions, i.e., the two roots of
(32). Having determined a, value of b can be obtained by solving one
of the two equations in (31), which, again, can be put in the form
Asin(b) + Bcos(b) + C = 0. As in the previous case, system (31)
may have up to four different solutions, and the final one is found by
comparing the resulting path lengths.

Fig. 5 depicts the shortest path for a robot with a vertex ¢; in
(l;, ¢;) = (0.4, —m/4) to the point o; = (1, —0.5). In this case, the
shortest path is of type R, L;, with (a, b) = (0.444, 0.334) and total
length L = 0.7785. As expected, line Dy, which passes through the
inflection point and o;, is not tangent to the path—the actual tangent
Dy is reported in the plot for the reader’s convenience.

Case 2-A: VE, (q;,v;), pr € OF¢,s,c.

In this case, the contact constraint is given by (15) while the necessary
conditions given by Lemma 3 are expressed by (16) and (18). By com-
bining these equations together with (26), we can write the following
system of three equations in the three unknowns (a, b, €):

XZJF (Wk (a7 b, 6)) =0
+m; sin(a) + cos(a) =0

cos(a)(Yi(a) - gj, (a,b, €))) F sin(a)(Xi (a) — qj, (a,b,€)) =0
(33)
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which can be solved similarly to the previous cases.

Case 2-B: VE,, (¢;,v;), px € OPc,c,

Like in case 1-A, the condition ) /1¢); = *tan(a) is not valid, but
only the two unknowns (a, b) have to be determined. By plugging (16)
into (18), and by using the contact constraint (15), we get the following
system of two equations in the unknowns (a, b):

{ X%/JE (Wk (a7 b, 0)) =0

—m;(Yi(a) = g5, (a, b, 0))) — (Xi(a) — g, (a, b, 0))) =0
(34

which can be solved similarly to the previous cases.

Case 3-A: EV,,, (w;,0,), pr € OF¢,s,c.,

The contact conditions (21), the necessary conditions of Lemma 4, ex-

pressed by (22) and (24), together with (26), allow writing the following

system of three equations in the three unknowns (a, b, €):

X%V (Wk (CL7 b, 6)) =0
+sin(a) sin(0(ty (+6o,) + cos(a) cos(6(ts) + 6p,) =0
cos(a)(Yi(a) — 0;,) Fsin(a)(X;(a) —0j,) =0

(35)

which can be solved following the approach outlined in the VV cases.
Case 3-B: EV),, (w;,0;), pr € OP¢, ¢,

Condition (26) does not hold. Nevertheless, the two unknowns (a, b)
can be determined by plugging (22) into (24), and combining with the
contact constraint (21), to obtain the square system

{ng (sz(a7 b,0))=0 B 36)
—s;(Yr(a) —0j,) +cp(Xi(a) —0;,) =0

where s; = sin(0(ty) + 6y, ) and ¢; = cos(6(ts) + 6o, ). The solu-
tion of system (36) can be found as in the other cases.

Recalling the definition of the distance (6) and the definitions (8),
(14), and (19), it is easy to show that for a robot with m vertices moving
in an environment populated by polygonal obstacles with n vertices,
the complexity of the distance computation is O(3 - m - n - 6) where
3 accounts for the three subproblems to be solved to determine the
distance and 6 is the number of candidate shortest paths providing the
value of the distance function.

VI. ISODISTANCE CURVES

This last section presents the isodistance curves for a robot at the
origin of the configuration space. We computed the nonholonomic
distance to the points in the zy plane, and assigned the same gray-scale
level to those points sharing the same distance value. In order to obtain a
wavefront effect, a modulus operation resets the gray-scale level when
the distance is greater than a predetermined threshold.

Fig. 6(a) shows the result for a point robot. The small arrow at the
origin of the xy reference frame represents the robot configuration.
In this case, the distance encodes only the nonholonomic constraint
and the nonsymmetric nature of the system since the robot is a point.
Operativley, this means that the nonholonomic distance is computed
by considering only the VV distance between the robot reference point
and the points in the plane. The difference with the Euclidean distance
is therefore easy to visualize in Fig. 6(b): the dashed circle of radius 2,
superimposed to the level curves between 0 and 2 of the nonholonomic
distance, encloses points at a Euclidean distance smaller than 2 from
the origin of the xy plane. Clearly, using the Euclidean distance points
“behind” the robot would appear erroneously nearer than they actually
are (i.e., considering the system kinematics). To give an idea of the
error induced by the use of the Euclidean distance, consider that the
nonholonomic distance of the point (—2,0) on the x-axis is 6.0689, i.e.,
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L —

(a) (b)

Fig. 6. (a) Isodistance curves on the xy plane for a point robot. (b) (Dashed)
Circle of radius 2, enclosing points at a Euclidean distance smaller than 2 from
the origin, and the level curves of the nonholonomic distance for values between
0and 2.

q3 S, T

q4

(a) (b)

Fig. 7. Level curves for a robot with an irregular shape.

approximately three times further than what indicated by the Euclidean
distance.

Fig. 7 illustrates the result for a robot with an irregular shape. Note
the deformation of the level curves, w.r.t. the previous case, induced by
the shape of the robot.

VII. CONCLUSION

We have presented an analytical method to compute a distance to
polygonal obstacles for a Dubins car that takes into account the non-
holonomic constraints and the nonsymmetry of the system. By extend-
ing the Dubins’ work, we computed the shortest paths from a robot
configuration to manifolds (the C-obstacle), rather than to points, in
configuration space. The length of these paths represents a distance in
configuration space but its computation does not require the explicit
representation of the configuration space obstacles. In particular, using
optimal control tools complemented by continuity arguments, we re-
duce the distance computation problem to that of finding the solution
of a set of algebraic equations. Due to the generality of the adopted
methodology, the presented developments can also be extended to more
general planning problems, like, e.g., optimally reaching a given path,
or applied to second-order models of vehicles. This last case, how-
ever, is expected to be quite complex since even the characterization
of the optimal paths in the absence of obstacles for these systems is,
in general, incomplete [12]. We are working on the integration of the
developed distance function in planning methods based on artificial
potentials. Future work includes the investigation of the use of this
function in collision checking for sampling-based planners, in the line
of [4], and in path smoothing.
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