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Shape Tracking and Feedback Control of Cardiac
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Abstract—Cardiac electrophysiology is an effective treatment for
atrial fibrillation, in which a long, steerable catheter is inserted into
the heart chamber to conduct radio frequency ablation. Magnetic
resonance imaging (MRI) can provide enhanced intraoperative
monitoring of the ablation progress as well as the localization of
catheter position. However, accurate and real-time tracking of the
catheter shape and its efficient manipulation under MRI remains
challenging. In this article, we designed a shape tracking system
that integrates a multicore fiber Bragg grating (FBG) fiber and
tracking coils with a standard cardiac catheter. Both the shape and
positional tracking of the bendable section could be achieved. A
learning-based modeling method is developed for cardiac catheters,
which uses FBG-reconstructed three-dimensional curvatures for
model initialization. The proposed modeling method was imple-
mented on an MRI-guided robotic platform to achieve feedback
control of a cardiac catheter. The shape tracking performance was
experimentally verified, demonstrating 2.33° average error for each
sensing segment and 1.53 mm positional accuracy at the catheter
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tip. The feedback control performance was tested by autonomous
targeting and path following (average deviation of 0.62 mm) tasks.
The overall performance of the integrated robotic system was val-
idated by a pulmonary vein isolation simulator with ex-vivo tissue
ablation, which employed a left atrial phantom with pulsatile liquid
flow. Catheter tracking and feedback control tests were conducted
in an MRI scanner, demonstrating the capability of the proposed
system under MRI.

Index Terms—Autonomous control, cardiac catheter, learning-
based modeling, magnetic resonance imaging (MRI) guided
catheterization, shape sensing.

I. INTRODUCTION

CARDIAC electrophysiology (EP) is an effective treatment
for atrial fibrillation. Electroanatomical mapping (EAM)

and radio frequency (RF) ablation are two key procedures re-
peated in EP. The procedures require precise maneuvering of
thin (∼Ø2.7 mm), long (∼1.2 m) and flexible catheters inside the
heart chamber to measure electrical signals and deliver ablation
energy. Magnetic resonance imaging (MRI) is a powerful imag-
ing modality that has gained traction for guiding EP procedures
[1], accredited to its superior high-contrast images of cardiovas-
cular soft tissue and absence of harmful ionizing radiation. It
can be used to form a detailed three-dimensional (3-D) cardiac
roadmap, visualize physiological changes of cardiac tissues, and
assess the ablation lesion formation intraoperatively [2], [3].
MR-based tracking [4], [5] could provide instrument localiza-
tion under the same coordinate frame as imaging, avoiding any
image registration that poses spatial error usually. Commercial
MRI-guided catheterization systems (e.g., Imricor, ClearTrace,
St. Jude Medical) have adopted active tracking coils for the
positional feedback of catheter tip [3], [6], [7]. However, the
sole use of discrete positional tracking coils could not pro-
vide precise information of the catheter morphology for either
visualization or motion control. Although the catheter shape
could be visualized by MRI [8], the prolonged time for image
reconstruction would cause significant tracking delay. Accurate
intraoperative (intra-op) shape tracking of catheters under MRI
remains challenging.
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Optical fiber-based sensors using fiber Bragg gratings (FBGs)
have attracted interest in measuring the morphological deforma-
tion of flexible surgical instruments. It can achieve real-time
shape estimation with high sampling rates (>100 Hz) with
thin, submillimeter diameters footprints. FBGs have excellent
multiplexing capabilities, where many sensing points can be
employed along with a fiber without increasing its size [9].
The use of multicore fibers with FBGs can further increase the
sensor density and enable shape estimation of the fiber itself
[10]. The flexibility of optical fiber also has minimal effect on the
structural stiffness of the instrument, allowing it to be integrated
with delicate devices, such as needles [11] and catheters. These
distinctive advantages have prompted the use of FBGs in many
applications, including navigation of medical instruments [12],
[13], shape estimation and control of steerable interventional
needles [14], [15], as well as force sensing to localize tissue
hard-inclusions [16]. Researchers have attempted to integrate
FBG optical fibers with catheters to achieve triaxial force sens-
ing of catheter-tip-tissue interaction [17], demonstrating high
sensing accuracy with miniaturized integration dimensions. Ad-
ditionally, due to the inherent electromagnetic (EM) immunity
optical fibers possess [18], FBG fibers are entirely compatible
with MRI and have been demonstrated with MR safe/conditional
instruments [19], [20].

Despite the increasing use of FBG for shape sensing, few
studies have applied it to enhance the closed-loop control perfor-
mance of surgical continuum manipulators [21], [22]. In the car-
diac EP procedure, complicated and repeated tasks introduce dif-
ficulties to manual operation of catheters, even for experienced
operators. It is expected that fast and accurate robot-assisted
catheter positioning could significantly reduce operation times
and difficulty when compared to manual operation [23], [24].
Previous studies have investigated various modeling/control
methods to improve the accuracy and effectiveness of robotic
catheter systems [25]–[27]. However, most of these catheters
were custom-made with their known or deterministic structural
parameters that enable precise modeling. For a standard cardiac
catheter, its mechanical characteristics will vary due to man-
ufacturing tolerances, inducing uncertainties in modeling and
control. It creates strong incentive for utilizing shape sensing
in robotic catheter control to achieve dexterous and precise
manipulation, especially under MRI guidance.

In this article, we aim to develop a shape tracking method
to provide both positional and morphological sensing of flexible
cardiac catheter. To achieve accurate and effective feedback con-
trol, shape information obtained from the FBGs is used for the
characterization of catheter kinematics as well as real-time au-
tonomous control. The contributions are summarized as follows:

1) Design and implementation of a shape tracking system
integrating a multicore FBG fiber and tracking coils with
a standard cardiac catheter. Both shape and positional
tracking of the bendable section could be achieved.

2) Development of a learning-based modeling method for
cardiac catheters, which uses FBG-reconstructed 3-D cur-
vatures for model initialization. The proposed modeling
method was implemented on an MRI-guided robotic plat-
form to achieve feedback control of a cardiac catheter.

3) Experimental validations of the shape tracking system and
control algorithm. The overall robot control performance
was demonstrated by targeting and path following tasks.
An autonomous pulmonary vein isolation (PVI) task was
conducted with ex-vivo tissue ablation inside a left atrial
(LA) phantom with pulsatile liquid flow. Catheter tracking
and feedback control tests were conducted in an MRI scan-
ner, demonstrating the capability of the proposed system
under MRI.

II. SHAPE TRACKING WITH FBG SENSORS

A. Shape Sensing With Multicore FBG Fiber

FBGs are sensors inscribed directly into optical fibers for
measuring local, 1-D strain. Multiple FBGs can be inscribed
along a single fiber to obtain strain sensing points without ad-
ditional input or output connections. In our previous work [28],
we designed a sensor capable of reconstructing its surface shape
by embedding a single-core FBG fiber in a flexible substrate.
However, for flexible and thin surgical instruments that are
designed to access deep regions in the body, e.g., biopsy needles
and cardiac catheters, a fiber with only a single core of FBGs is
insufficient for reconstructing its 3-D curvature. Alternatively,
multiple single-core fibers could be grouped [29] for colocated
strain measurements. However, this would come at the cost of
sensor size and ease of fabrication. A more reliable approach was
to adopt a fiber fabricated with multiple optical cores (multicore
fiber) and FBGs [10]. It allowed shape sensing of the fiber
geometry itself while maintaining a thin cross-sectional size.

A quasi-continuous-grating multicore fiber (FBGS Interna-
tional) with optical frequency domain reflectometry (OFDR)
interrogation (RTS125+, Sensuron) is used for shape sensing of
the cardiac catheter. The fiber is 12 m long with a diameter of
Ø0.2 mm. As in Fig. 1(b), seven cores run along the length of
fiber, with one core centered around by other six cores equally
spaced at 60° intervals. Shape sensing is achieved by measuring
off-axis strain from the FBGs sensors located within the fiber
cross section. Strain measurements could be obtained at the
distal 1-m tip of the fiber with a spatial resolution of 3.17 mm.
Note that the adopted multicore fiber features gratings with high
spatial density; therefore, quasi-continuous strain measurement
can be achieved [30], [31]. An OFDR-based system was used for
the strain measurement, since it can provide a higher density of
strain measurements along the short length of the catheter bend-
ing section. By contrast, the typical wavelength division mul-
tiplexing based fiber systems have discretely placed FBGs that
are divided by bare fiber segments, with spacing between each
FBG (spatial resolution) typically limited to around 10 mm [32].

There are two common approaches toward multicore fiber
shape reconstruction from strain data: 1) Adopting the piecewise
constant curvature (PCC) model with the assumption of circular
bending shape for each segment of FBG. The overall fiber shape
can be constructed by accumulating the sum of discrete curva-
tures and corresponding bending directions, which are measured
and calculated from a set of sensors at a particular cross section of
the fiber [33]. 2) Utilizing the Frenet–Serret formulas to describe
3-D curves, which can take account of the torsion effect [34].
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Fig. 1. Diagram showing the architecture of shape sensing for robotic catheter system. (a) Catheter distal bending section integrating a multicore FBG fiber (12
m long) and the tracking marker for shape tracking. (b) Inner structure of distal bending section, with multicore FBG fiber put throughout the water channel. (c)
Handle of cardiac catheter, where the FBG fiber is fixed at the water channel entrance. (d) Real-time shape reconstruction can be achieved by continuously acquiring
the strain data from FBGs. The 3-D curvature of the catheter bending section can then be feedback to the robotic catheter platform for autonomous control.

To optimize the reconstruction speed and sensing perfor-
mance, the PCC-based approach is used in accredit to its faster
convergence with respect to (w.r.t.) sensing segment length
and superior noise handling ability [35]. For 3-D curvature
reconstruction, at least three cores are needed to estimate the
two-degree-of-freedom (2-DoF) section bending along the fiber
cross section. More fiber cores could be employed to improve
reconstruction accuracy and reduce overall sensing noise.

B. Fusing and Calibration of Shape and Positional Feedback

For shorter and more rigid instruments like biopsy needles,
MR-based positional tracking markers can be located at a fixed
base of the instrument to provide a reliable reference frame.
However, this approach is not suitable for long (∼1.2 m) and
flexible cardiac catheters, since its handle would be placed far
from the MR imaging volume. In order to monitor the 3-D
curvature of a standard cardiac catheter, as well as its tip position,
the coordinate frame of the fiber’s reconstructed curvature has
to be coregistered with MR images. Note that the 3-D curvature
reconstruction error can also be accumulated much along with
the increasing sensing length.

To this end, we incorporate only the distal section of a mul-
ticore fiber to cover and feedback the catheter distal bending
section with a length of 63.4 mm. For strain sensing of ith
fiber core, the relationship between strain εi, curvature κ, and
directional angle (ϕ+ ηi) from the neutral bending plane is de-
scribed by the equation: εi = −κri sin(ϕ+ ηi) + e [21], where
ri is the distance of the ith core to the fiber center axis; ϕ and
ηi are angles defined in the cross-sectional plane, respectively,
which indicate the angle from the neutral bending plane to the

first core, and the angle between the first core and the ith core
(η1 = 0);e is the stretching-related strain offset in the fiber. In
the equation, εi could be obtained from the sensor reading,
whereas ri and ηi are from the geometric configuration of fiber
cores. When the geometry of the fiber cores is fixed, ηi could be
obtained with ϕ remaining unknown. To calculate the unknown
variables κ, ϕ, and e, at least three equations are needed, i.e.,
i = 1, 2, 3. Therefore, three cores are theoretically sufficient for
shape reconstruction. And the seven-core FBG fiber provides
redundancy for the measurement. The six cores around the center
could be divided into two groups, each containing three cores to
reconstruct the shape. Thus, the shape reconstruction accuracy
could be improved by taking the average of the two shapes.
In our test, the FBG fiber was placed within the water channel
(Ø1 mm) inside an EP catheter (Thermocool, Biosense Webster
Inc.) [see Fig. 1(a) and (c)], which has an outer diameter of
8-Fr (∼Ø2.67 mm). The water irrigation function would not be
affected as the fiber diameter (Ø0.2 mm) is negligible relative to
that of the water channel (Ø1 mm). Alternatively, the fiber could
be integrated into the wire channel [see Fig. 1(b)] of the catheter
in the future manufacture. To minimize the noise induced by
fiber tip contact, the fiber was offset approximately 2 mm from
the distal end and fixed at the water channel entrance to prevent
sliding [see Fig. 1(c)].

Although the fiber can be used to reconstruct its 3-D
curvature, the origin and orientation of the reconstructed shape
are not defined within the robot or MRI coordinate system. In
addition, as the fiber was fixed at the catheter handle, the catheter
rolling could not be measured by the shape reconstruction.
Therefore, we propose the use of real-time MR-based positional
tracking coils that are integrated into the catheter to provide this
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Fig. 2. Diagram illustrating the shape tracking method by fusing the 3-D
curvature from FBG and positional sensing from the tracking coil.

information (see Figs. 2 and 16). Three coils located closely
before the active bending section are expected to provide 6-DoF
information in the MR imaging coordinate, and also map it to
the catheter model. In our lab-based experimental validations,
EM trackers and field generator (NDI Aurora) could be used
as a comparable proxy for the MR-based tracking system.
Preliminary validation of the MR tracking coils distributed
along a catheter has been conducted and introduced in Sections
II-C and V-G. The final output of the FBG-based shape tracking
includes the curvatures and positions at each FBG segment along
the sensing region, as well as the catheter tip position. For the
learning-based PCC model, the curvatures and positions from
the shape tracking are used to collect the training dataset to ini-
tialize the model parameters (see Section III-B). During the robot
control, the shape tracking is used to locate the catheter tip and
provide feedback data to control the catheter (see Section III-C).

Sensor calibration could be performed with the catheter bend-
able section placed in free space. The catheter was actuated
to steer in opposite bending directions, whereas the FBG-
reconstructed positions along the catheter bendable section were
collected. The bending plane was generated by fitting through
least squares of the normal distances, which we define as Pm.
Similarly, the bending plane generated by FBG-reconstructed
points can be obtained as Pw. The transformation to align Pw to
Pm is then calculated via point-by-point optimization. For the
tracking under MRI, as the tracking markers and FBG optic fiber
are fixed on the catheter with known geometric relationship, the
base position and orientation of FBG-reconstructed shape could
be determined via matching the tracking markers’ positions
in MR images. In this way, the FBG-reconstructed shape can
be registered with the MR tracking coordinates, thereby in the
same MR image domain containing EAM. For the registration
between the robotic frame and MR image frame, it will undergo
the similar procedure.

Fig. 3. (a) MR image revealing the MR tracking markers and the reconstructed
3-D positions from the 1-D projection pulse sequence. (b) 1-D projection of the
three tracking markers along the orthogonal axes. Three RF signal peaks can be
found in each projection.

C. Toward Shape Tracking Under MRI

MR tracking markers [36] can be used for 3-D localization of
catheters under MRI. Active coil wired to the receiver system
could realize a tracking resolution as high as 0.6×0.6×0.6
mm3 [37]. MR-guided active tracking for cardiac EP has been
demonstrated in RF ablation human trials, where active markers
enabled real-time tracking and overlay of EP catheters on MR
images [8]. Additionally, wireless multilayer markers [38]–[40]
have potential to further simplify integration with catheters.
Fabricated with amplifying circuits, MR tracking markers can
provide high-contrast MR signal against anatomical surround-
ings, thus allowing positional localization in the MR image
coordinate [see Fig. 3(a)]. The use of 1-D projection pulse
sequence [41] allows acquisition of the marker positional signal
along each axis, enabling fast localization up to 30 Hz. With
an MRI real-time control interface, RTHawk (Heartvista), the
raw scanning data can also be streamed out at low latency
(<20 ms). The 1-D projection signals of three markers attached
longitudinally and at different separations along a catheter body
can be seen in Fig. 3(b). The peaks along each coordinate could
be easily detected, and further back-projected to 3-D marker
positions by matching the geometry constraints, e.g., distances
between each marker pair. An arc was fitted to pass through
the three markers and approximate the 3-D catheter shape [see
Fig. 3(a)]. Benefiting from the small size and high accuracy
(∼0.48 mm), three markers could be mounted on the catheter
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in three separated circumferential directions in the future appli-
cations. The catheter orientation and rotation could be obtained
by calculating the pose of cross-sectional triangle formed by the
markers.

Compared to active coils that allow individual signal acquisi-
tion, wireless marker localization using 1-D projection sequence
can produce singularities when peak overlap occurs on any of the
axes. In this case, 2-D imaging interleaved with 1-D projection
scans could be an alternative that allows detection of singu-
larities and reconfirming of marker coordinates. However, this
would come at the expense of sampling rate. The corresponding
experiment with 2-D imaging was conducted in Section V-G.

III. MODELING AND CONTROL OF CARDIAC CATHETER

A. Modeling of Catheters

We implemented the FBG shape tracking system on our
previously developed MR safe catheter robot [42] (see Fig. 6),
which is capable of teleoperating under intra-op MRI. The robot
was designed to accommodate standard cardiac EP catheters.
Detailed design and configurations of this robotic platform
are introduced in Section IV-A. The steerable catheter can be
regarded as a typical robotic continuum manipulator after being
integrated into the actuation platform. To achieve accurate and
effective autonomous control of catheters, particularly commer-
cial ones, a reliable model is needed to provide precise motion
mapping from the robotic actuator to the catheter tip.

Regarding modeling of the continuum manipulator, a com-
mon approach was to consider each of its bending sections as a
constant-curvature arc [43]. The forward and inverse kinematic
models can then be derived [44]. There are other more complex
modeling approaches using beam theory [45] or Cosserat rod
theory [46], mimicking a more realistic deflection but requir-
ing longer computation time. However, for commercial cardiac
catheters, the mechanical characteristics can vary due to man-
ufacturing tolerances, which are difficult to be modeled using
fixed parameters. It is also time-consuming and impractical to
characterize the parameters of each cardiac catheter before use.

In view of this, we developed a modeling approach based on
the assumption of PCC. The bendable distal shaft is modeled
as a combination of n piecewise circular arcs, with curvatures
represented by κi, i = 1, 2, …, n. The distal section is assumed
to deform in a plane determined by the two tendons. Regarding
the base of the bendable section as the origin, we define the
arc length s from the origin to a point on the bendable section,
the angle between axis Z and tangent to the curve at that point
as θ(s) (see Fig. 4). The arc length of each segment is li, i =
1, 2, …, n. Without considering the rotation DoF, the catheter
would bend in a fixed plane (x–z plane as in Fig. 4) w.r.t. the
robot coordinate. According to Hasanzadeh and Janabi-Sharifi
[27], the position of each point along the bendable section can
be determined by

{
x (s) =

∫ s

0 sin θ (ζ) dζ
z (s) =

∫ s

0 cos θ (ζ) dζ
(1)

Fig. 4. Configuration of the catheter approximated by several curve segments.
The curvature of the ith segment can be represented by κi. A straight section
is added at the distal end on top of the PCC segments, which is the rigid tip of
catheter.

where the angle θi(s) on the ith segment is

θi (s) = κis+
i−1∑
j=1

lj (κj − κi) (2)

where κ0=0 at the origin. The position (xp, zp) of bendable sec-
tion end on the bending plane without rotation can be calculated
based on (1) as ⎧⎪⎪⎨

⎪⎪⎩
xp =

n∑
i=1

∫ bi
ai

sin θi (ζ) dζ

zp =
n∑

i=1

∫ bi
ai

cos θi (ζ) dζ
(3)

where the lower and upper limits of integration are, respectively

ai =

i−1∑
j=0

lj and bi =
i∑

j=0

lj , i = 1, 2, . . . , n. (4)

Substituting (2) into (3) and defining l0 = 0, the final expres-
sion of position (xp, zp) can be obtained.

The constant length of distal straight tip is defined as d0,
and the insertion distance and rotation angle of end-effector as
d and α, respectively. Thus, the spatial position p = (x, y, z)
of catheter end-effector in a coordinate as in Fig. 4 could be
represented as ⎧⎨

⎩
x = (xp + d0 sin θn) cosα
y = (xp + d0 sin θn) sinα
z = zp + d0 cos θn + d

. (5)

The catheter deformation is determined by the relative posi-
tion of two tendons. Here, we represent the distance between
two tendons as ΔR. The tendons are pulled and pushed by the
knob on the catheter handle, whose radius is represented by rcam
and steering angle by φ (i.e., the rotation angle of steering knob
[47]). A relationship based on the representation of tip bending
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angle θn can be obtained as

θn =
n∑

i=1

κili =
2 · rcam sinφ

ΔR
=

ΔL

ΔR
(6)

where the axial displacement difference between the two tendons
is ΔL.

To this end, the mapping between configuration and task
spaces is derived [48], i.e., the relationship between catheter
tip position and bending curvatures κi, i = 1, 2, …, n. However,
for the bending DoF of robotic catheter, the mapping between
actuation space and configuration space is still unknown, that is,
the relationship between knob rotationφ and bending curvatures
κi, i = 1, 2, …, n. We aim to find the mapping from φ to
each κi, as well as resolve the unmodeled characteristics by
a learning-based method. Therefore, the kinematics between
actuation and task spaces could be established.

B. System Characterization With a Learning-Based Method

As described in Section III-A, the forward model would be
established only in the condition that all the segment curvatures
or their ratios are available. We define the curvature ratio as

kc =
[
kc1 kc2 · · · kcn

]T
,

n∑
i=1

kci = 1. (7)

In the PCC model, ΔL from (6) could also be divided into n
elements and represented as a vector in the following form:

Δl =
[
Δl1 Δl2 · · · Δln

]T
,ΔL =

n∑
i=1

Δli (8)

where Δl is proportional to the curvature ratio kc. A learning-
based method is adopted to obtain the curvature ratio among all
the segments.

Aforementioned in Section II-A, the multicore FBG fiber can
reconstruct the curves by approximately consecutive points. The
3-D positions and the radii between adjacent points can both be
obtained, represented byps

j , j=1, 2, …, M and rsj , j=1, 2, …, M
– 1, respectively, where M is the total number of effective points
in the reconstruction. Positions and radii at time step k are ps

j(k)
and rsj (k), respectively. Corresponding to the segmentation in
PCC model, each segment’s curvature κi(k), i = 1, 2, …, n (see
Section III-A) can be obtained as the reciprocal of the average
radius. The knob steering angle at time step k is φ(k), which
drives the catheter tendon displacement. The curvatures from
FBG shape reconstruction can be regarded as ground truth, and
used to train the mapping between the steering angle φ(k) and
the curvature ratio kc.

Besides the multisegment curvatures, we also consider the
hysteresis resulting from friction and/or tendon looseness. The
backlash will appear particularly when changing bending direc-
tion (i.e., steering direction of the knob). Differences between
the analytical model and actual bending performance can be
compensated by imposing additional input compensator lc to
the ΔL during the robot manipulation.

Therefore, the actual relative position after the learning-based
compensation can be calculated by

Δl = kc · (ΔL+ lc) . (9)

The parameters to be trained are kc in (7) and lc, correspond-
ing to the specific knob steering angle φ.

Training: In the pretraining procedure, the radii rsj , j = 1, 2,
…, M – 1 at each time step has to be collected, as well as the
motor’s position q(t) that is correlated to the knob steering angle
φ(t). To cover the whole bending workspace, the knob is rotated
with a predefined actuation sequence

Q =
[
q (1) q (2) · · · q (N)

]
(10)

where N is the sampling number. A value s(t) is introduced to
represent the actuation direction change between current and
previous steps, which can be derived as

s (t)= sign (q (t)− q (t− 1)) , t = 1, 2, . . . , N (11)

where the function sign(·) is to differentiate positive and negative
values. The sequence of curvatures could be obtained as

C =
[
c (1) c (2) · · · c (N)

]
(12)

wherec(t) = [ c1(t) c2(t) · · · cn(t) ]T and ci(t) is the curvature
of the ith segment in accord with Section III-B. The curvature
ratio in (7) could be obtained by normalizing c(t).

The parameter lc could be derived based on the tip bending
angle θn, which is independent of Δl and could be calculated
from ΔL. For each actuation input, the actual tip bending angle
θA can be obtained from the FBGs, whereas the predicted tip
bending angle θP can be calculated from the forward PCC
model. Thus, a compensation-related parameter fc is available
for training

fc = exp (ΔR · (θA − θp)) . (13)

The input of training data is

U =
[
u (1) u (2) · · · u (N)

]
(14)

where

u (t) =
[
q (t) s (t)

]T
, t = 1, 2, . . . , N. (15)

The output of training data is

O =
[
o (1) o (2) · · · o (N)

]
(16)

where

o (t) =
[
kc(t)

T fc (t)
]T

, t = 1, 2, . . . , N. (17)

Using the feedforward neural network in the deep learning
toolbox of MATLAB, with U as input and O as output, we can
train a mapping as

o (t) = f (u (t)) , t = 1, 2, . . . , N. (18)

This feedforward neural network has one hidden layer with
60 neurons. The input data was separated into three groups for
training, validation and test, with a ratio of 0.8: 0.1: 0.1. The
network used log-sigmoid transfer function for hidden layers and
linear transfer function for output layer. Bayesian regularization
backpropagation was used as the network training function.
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Fig. 5. Control architecture of the autonomous ablation procedure. Parameters (curvature ratio kc and input compensator lc) of the PCC model (yellow texts)
could be automatically initialized and tuned by a learning-based algorithm, which enables accurate positional control of the catheter end-effector. The tip position
and 3-D curvature of catheter could be obtained in real time from the FBG-based shape tracking method (blue texts). RF ablation (red texts) would be triggered
when the catheter tip reaches the target and contacts tissue.

Prediction: During robot motion, the curvature ratio kc(k)
among different segments and the compensation-related lc(k)
at the kth step can be calculated by

[kc (k) , fc (k)] = f (q (k) , s (k)) , k = 1, 2, . . . . (19)

The enhanced estimation of relative positions between two
tendons Δl can be calculated by (8), where lc(k) can be derived
as

lc (k) = ln (fc (k)) . (20)

The predicted kc and lc would link up φ and κi, i = 1, 2,
…, n, completing the mapping between actuation and configu-
ration spaces of bending DoF. Combined with (5), the complete
forward kinematics is available for robotic control

ṗ = J
[
α̇ φ̇ ḋ

]T
(21)

where J is the Jacobian matrix, which can be calculated by

J =

⎡
⎢⎣

∂x
∂α

∂x
∂φ

∂x
∂d

∂y
∂α

∂y
∂φ

∂y
∂d

∂z
∂α

∂z
∂φ

∂z
∂d

⎤
⎥⎦ (22)

based on the forward kinematic expression in (5). In the learning-
based model, the no-solution case of inverse kinematics due
to zero curvature is resolved by manually adding a sufficiently
small value into the curvature (e.g., 10–6 mm–1), which could
ensure the continuous iteration of the control loop.

C. Autonomous Motion Control and Ablation

For the task of autonomous ablation, targets in the model
coordinates {C} are predefined around the pulmonary vein
ostium in the phantom. The real-time tip position pw could be
provided by the shape tracking system in the world coordinates
{W }. pc and pw are transformed using the rotation matrix Rc

w

and translation vector calculated by registration approach.
During each targeting cycle, the target could be appointed

either automatically in sequence or selected by the operator.
The error between current tip position pc and desired position
p∗ would be calculated and normalized with constant step size as

Δpc. The feedback controller will normalize the desired motion
with proper step size. The inverse kinematic controller calculates
the actuation change corresponding to the desired tip movement,
which is represented byΔp∗ , using the updated Jacobian matrix.
The robot actuation is derived by multiplying the Jacobian
matrix and Δpc. A tolerance distance from the catheter tip
would be set for each target. The ablation process would be
automatically triggered by simultaneously satisfying the two
conditions: 1) tissue contact is detected with an appropriate
impedance for ablation (e.g., < 200 Ω [49]); 2) targeting error
is within the tolerance distance. During the ablation process, the
robot would keep still for RF ablation on the tissue. The control
block diagram in Fig. 5 shows the key processing components
including the kinematic control and autonomous ablation.

IV. EXPERIMENTAL SETUP

A. MR Safe Robotic Catheter Platform

The proposed shape sensing method and control algorithms
are implemented, and then evaluated on an MR safe robotic
catheter system [42], [50] (see Fig. 6), which is capable of
teleoperating the catheter inside MRI scanner bore. The robot
features a master-slave hydraulic transmission system in order
to provide high-accuracy and low-latency actuation. The master
units are driven by electric motors located in the control room.
Actuation from master units can be transmitted to the slave
units through 10-m-long hydraulic pipelines. The robot can
manipulate a standard EP catheter (Thermocool Bi-Directional
Catheter, Biosense Webster Inc.) in three DoFs, namely bending,
insertion, and rotation. Motion ranges of each DoF are summa-
rized in Table I. The catheter has a length of 115 mm and outer
diameter of 8-Fr (∼Ø2.67 mm). For other standard EP catheters
with different lengths, a similar manipulation performance is
expected, since their bending segments will only be maneuvered
after the transseptal puncture.

The robotic system is upgraded from the previous prototype
[42], incorporating our previously designed three-cylinder actu-
ation units [51] for rotation and insertion DoFs of the catheter.
It enables a large motion range for catheter advancement (340
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Fig. 6. MR safe robotic catheter platform providing the 3-DoF manipulation
(bending, rotation, and insertion) of standard cardiac EP catheter.

TABLE I
SPECIFICATION OF THE ROBOTIC CATHETER PLATFORM

mm) and rotation (±360°), as well as high-fidelity catheter
manipulation. Such improved robotic actuation performance
would enable feedback control implementation for effective
autonomous catheter manipulation, thereby delicate cardiac EP
tasks, such as EAM and RF ablation.

B. LA Phantom With Pulsatile Flow and Ex-Vivo Tissue

To perform a simulated PVI task, an LA phantom model was
designed based on patient-specific imaging data [see Fig. 7(a)].
The phantom was molded by silicone [52] in attempt to mimic
the LA tissues consisting of myocardium and endocardium. A
semirigid sheath was fixed at the puncture on phantom wall,
simulating a path along the femoral vein, inferior vena cava,
right atrium to left atrium. Pulsatile liquid flow can be generated
by a water pump through pipelines to the LA phantom. The flow
direction is indicated by the arrows in Fig. 7(a), which follows
the LA blood flow from pulmonary veins to left ventricle. The
LA pressure and resultant motion during EP procedure could
be simulated by controlling the magnitude and frequency of
pulsatile flow, which could be gated with the patient-specific
electrocardiogram (ECG) signal. Fig. 7(b) shows the simulated
liquid pressure compared to the human ECG and LA pressure
[53], [54]. Fig. 7(c) shows the simulated pressure curves at fast
and slow pulsatile rates. The rates could be adjusted within the

Fig. 7. (a) LA phantom filled with liquid, of which the pulsatile flow was
generated by a hydraulic pump. A slice of swine tissue was attached on the
inner surface at target ablation area. (b) Simulated liquid pressure compared to
the human ECG and LA pressure. (c) Simulated pressures in LA phantom with
fast and slow rates. The pulsatile rate could be adjusted within the range.

range, covering the common patient heartbeat rate during EP
procedure.

To conduct the ex-vivo tissue ablation, a slice of swine tissue
with 3 mm thickness was attached on the phantom inner surface
around pulmonary veins. In EP procedure, a neutral electrode
is usually attached on patient’s body to form a close electric
circuit with catheter and RF generator, in order to monitor
tissue resistance and conduct RF ablation. In this setup with
LA phantom, the ex-vivo tissue was linked to a neutral electrode
through electrical wires, which was connected to an RF gener-
ator (Biosense Webster Stockert 70). The control program was
gated with the generator to automatically trigger the RF ablation
when the catheter tip reached the target range and contacted the
tissue.

V. PERFORMANCE EVALUATION

A. Shape Sensing Performance of the Multicore FBG

To validate the FBG shape sensing performance when in-
tegrated with the cardiac catheter, a fixed curvature test was
conducted on the two symmetric bending curvature templates,
as shown in Fig. 8(a). The templates were 3-D printed with fixed
curvature grooves of 2.7 mm width, which is approximately
equal to the outer diameter of EP catheter. The bending angles
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Fig. 8. (a) Bending curvature templates used to evaluate the shape sensing
performance of the multicore FBG fiber. Eight curvatures are included at each
bending direction, with an absolute value from 0° to 105°. (b) Reconstruction
catheter shapes compared with the ground truth curves. The starting positions
are all aligned at (0,0). (c) Bending angle errors along the shape sensing section.

of the curved section are from 0° to 105° on each side. The length
of the constant-curvature arc section is 55 mm. The integration of
FBG and cardiac catheter followed the method in Section II-A.
The shape of 63.4 mm distal catheter section was reconstructed
by three cores in the fiber, with each core containing 21 FBG
segments. The catheter was placed into the template grooves for
measuring its 3-D curvature. For each measurement, the location
of first FBG segment was aligned to the start position of the
constant-curvature arcs. The reconstructed 3-D curvature was
obtained by taking average of 100 consecutive data captures for
the entire sensing section.

The reconstructed catheter shapes are plotted in Fig. 8(b), with
the position of first FBG section set as the origin (0,0). Curves
for the ground truths are also plotted, following the same shape
of corresponding grooves. The overall average angular error of
all FBG sensors is 2.33°. And the average tip bending angle is
2.35° for all curvatures. Fig. 8(c) illustrates the average errors of
the tip bending angle in different groups of predefined bending
angle. Other than the sensor error of FBGs, the misalignment

between the reconstructed shape and ground truth could be
partially attributed to the large gap between the FBG fiber (Ø0.2
mm) and the water channel (Ø1 mm). In future manufacture, the
fiber could be put through a sheath with slightly larger diameter
to minimize such interspace, thus to improve the overall sensing
accuracy. The sheath could also be integrated into the wire
channel of catheter for to free up the water channel for irrigation
function.

As for the shape reconstruction error induced by temperature
change, it would appear if a set of FBGs at the fiber’s cross sec-
tion experienced measurable differences in temperature. How-
ever, for the seven-core FBG fiber with close proximity of each
core, any local temperature changes on the fiber during surgery
would produce a negligible temperature gradient across a fiber
cross section [55], particularly if the fiber is protected within
the catheter channel. For extreme cases with large temperature
variation, the center (unstrained) core of the multicore fiber
could be used for temperature compensation [56]. From our
observations, the shape reconstruction accuracy was not affected
even when the catheter was placed into water with differing
temperatures (∼25 °C and ∼37 °C).

B. Shape Tracking Under Active Bending

The shape tracking performance was further evaluated with
active catheter manipulation. The integration method of FBG
fiber with the catheter remained the same as in Section V-A.
A 6-DoF EM positional sensor (Ø0.8×9 mm, NDI Medical
Aurora) was attached to the catheter at the location of first
FBG sensor. Before data collection, the coordinate frames of
the reconstructed shape and EM tracking system were aligned
following the procedure in Section II-B. During the test, the
cardiac catheter was actuated by the robotic platform for bending
in two directions. The shape and positional data of the catheter
were recorded under seven knob steering angles, which are
summarized in the table in Fig. 9(a). For each input angle,
the 3-D curvature for ground truth is represented by 25 evenly
distributed points, which were captured along the catheter by an
EM tracking probe (NDI Medical Aurora).

The diagrams in Fig. 9(a) depict shapes of the catheter bending
section under seven knob steering angles, which were periodi-
cally repeated for five cycles. For each input, the mean recon-
structed catheter shape is represented by a red curve, whereas
the error band is overlaid as a red shaded area. To account
for the rigid section of the catheter tip and obtain the catheter
tip position, a 14 mm straight section was added to the distal
end of the reconstructed 3-D curvature based on the orientation
of the last FBG segment. The root-mean-square error and the
standard deviation of the FBG-reconstructed tip position for the
five measurements are summarized in the table in Fig. 9(a).

Simulated shapes deduced by the learning-based model in
Section III-B are also overlaid in the diagram, predicting similar
shapes and positions to the measured results. The side view of the
shape tracking curves is plotted in Fig. 9(a), indicating that the
catheter used for the experiment has a nearly planar bending be-
havior. The reconstructed shapes from FBG fiber are consistent
with the real shape, implying there is no significant twist between
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Fig. 9. (a) Top and side views of catheter shapes obtained from FBG shape
sensing (red curves: mean curvature, red shaded area: error band), EM tracking
system (black), as well as model prediction (green). The catheter was actuated
by the robotic platform with seven knob steering angles, which were also used
for model input. (b) Spatial differences along the shape sensing section by
comparing the curves from FBGs and the EM tracking system.

the FBG fiber and the catheter. The spatial positional errors of
shape tracking for the bending section are shown in Fig. 9(b).
The average positional error of 21 FBG sensing segments is 0.63
mm, and 1.53 mm at the tip. The largest tip error is 2.27 mm
for A7, which is within the tolerance of targeting error (∼5 mm
[57]) in EP procedures.

C. Learning-Based PCC Versus Constant Curvature (CC)

The proposed learning-based PCC model was compared to
the conventional CC model by simulation. The CC model refers
to a spatial arc with a constant curvature along the whole
structure. The difference between CC and PCC is whether the
arc is segmented as multiple sections in constant curvatures.
The structure-related parameters of the two models (e.g., length,
diameter) were set to be identical. In the PCC model, we divided
the bendable section into three segments (i.e., n = 3 in Section
III-A) for ease of calculation and analysis. The knob steering
angles φ in a range of –20° to 20° were input to both models. For
the proposed learning-based PCC model, the actuation direction
s(t) is also considered as an input, as introduced in (11).

Fig. 10. (a) Simulated catheter bending curves by the CC model and the
learning-based PCC model with five knob steering angles (A1–A5). (b), (c)
Diagrams showing the curvature and tip bending angle variation trends for
CC model and learning-based PCC model. The learning-based PCC model can
predict the actuation hysteresis with including the actuation direction.

Fig. 10(a) illustrates the simulated catheter planar curves with
five inputs of knob steering angle, A1–A5. For the learning-
based PCC model, each knob angle could generate two curves
in two actuation directions, namely positive (+) and negative
(–). The variation trends of curvature and tip bending angle are
depicted in Fig. 10(b) and (c), respectively, w.r.t. the knob steer-
ing angles. The CC model exhibits a linear increase with a larger
magnitude in both cases. As for the learning-based PCC model, a
nonlinear relation between the knob input and curvatures of three
segments could be predicted, as well as the tip bending angle.
These predictions conform with the observed bending behavior
of commercial cardiac catheters, which could be attributed to the
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tendon-sheath friction, manufacturing tolerance, and nonideal
material conditions.

The learning-based PCC model could also reveal the bending
hysteresis of catheter by involving the actuation directions. As
illustrated in Fig. 10(c), the tip bending angle would follow the
solid (/dashed) curve when the knob steering angle is increasing
(/decreasing), corresponding to the + (/–) actuation direction.
The flat sections horizontally connect the two curves in op-
posite actuation directions, which represent the hysteresis of
the catheter manipulation. The hysteresis could be predicted for
every knob input within the actuation range. During the robot
control, if the actuation direction changes, the model-predicted
output will be horizontally transited to another curve directly,
without staying in the hysteresis section. Thus, from the inverse
model, a new knob steering angle could be obtained and given
to the robot, which contains the hysteresis compensation value.
Note that such compensation is relatively small for motors’ ac-
tuation, which could complete the transition without any delay.
In this way, Jacobian calculation will not be affected by the
hysteresis sections, as the Jacobian matrix will only be deduced
based on the inverse model represented by the two curves.

D. Autonomous Targeting

An autonomous targeting experiment was carried out by
implementing the proposed shape tracking and learning-based
modeling on the robotic platform. Five targets [T1–T5 in
Fig. 11(a)], which are in a volume of 78.4×75.7×46.3
mm3, were chosen within the workspace of catheter tip. The
EP catheter passed through a polytetrafluoroethylene (PTFE)
pipeline with 0.8 m length and 4 mm inner diameter, which
started at the robotic platform and ended before the catheter
bendable section. The catheter’s bending section could move
freely in the workspace. The PTFE pipeline simulated a path
along the vessel to heart chamber. During the task, the catheter
was automatically manipulated by the robotic platform to reach
the targets in a sequence from T1 to T5. The tip position and
catheter shape were recorded and fed back by the proposed shape
tracking method. The pretrained catheter model introduced in
Section V-C was used to control the robot.

The footprint of catheter tip during autonomous targeting is
shown in Fig. 11(a), with the trajectories represented by different
colors. The red curves with dots indicate the reconstructed
catheter shape and position when its tip reached the targets. The
deviations from the tip to targeting points during the five stages
are illustrated in Fig. 11(b). The average duration toward each
target is 16.9 s, with the maximum duration of 25.8 s (T3). The
longer duration toward T3 could be attributed to the larger target-
ing distance (85.8 mm), as the tip maximum speed was limited
in the control algorithm to ensure a safe catheter manipulation.
The results indicate a fast and efficient autonomous targeting
performance of the robotic system incorporating with the shape
tracking and control systems.

E. Path Following

To further investigate the overall feedback control perfor-
mance of the robotic catheter system, a path following task was

Fig. 11. (a) Diagrams showing the catheter tip trajectory toward the five targets
during the autonomous targeting. The reconstructed catheter shape and position
were plotted for the instances when the tip reached the targets. (b) Deviation
from the tip to the targets during the five stages.

conducted. The static reference path was predefined in the shape
of a sideways figure eight (“�”), which has a dimension of
60×30 mm2. The learning-based PCC model was implemented
on the robot. The catheter tip was autonomously controlled to
trace the reference path periodically, with the duration of each
loop set to 60 s.

The diagram in Fig. 12(a) depicts the tip footprint recorded by
the shape tracking system over five cycles. The deviation from
the tip to the reference curve is indicated by the warm color
gradient. Fig. 12(b) illustrates the corresponding tip deviation
over the five tracing cycles. A mean value of deviation, 0.62 mm,
could be found throughout the trajectory after the approaching
stage. Most segments of the trajectory tracking are smooth and
closed along with the reference curve. Several sections of the
tip footprint have greater deviations (max. 2.34 mm), which
is mainly due to the backlash and nonlinearity of the catheter
manipulation and robotic actuation. The reconstructed curves
of the catheter are also overlaid on the diagrams as red curves
with dots, representing the instantaneous shape and position of
the bending section at 12, 24, 36, 48, and 50 s during the first
cycle. A close tracing between the tip footprint and reference
curve could be clearly observed in Fig. 12(c), together with the
reconstructed catheter shapes in various bending curvatures.
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Fig. 12. (a) Catheter tip footprint in five cycles under autonomous path following using the learning-based PCC model. Greater the catheter tip deviation from the
reference curve, warmer the color of its tip footprint. The reconstructed catheter shapes and positions were obtained from the proposed shape tracking approach.
(b) Deviation from the tip to the reference curve during five cycles. The catheter is controlled to quickly trace the path during the approaching stage. (c) Top view
showing the catheter bending shapes at the five instances.

As a comparison, an analytical PCC model was implemented
on the robot for a path following task. All the initial parameters
of the analytical PCC model and controller remained the same
as the proposed model, with the only difference being in the
modeling method and absence of the training process. The
bending ratios of the three segments were set by constant values,
which were obtained by taking average of all the ratios in the
training dataset. The footprint recorded by shape tracking system
over five cycles is shown in Fig. 13(a). The deviation from
tip to reference curve is illustrated in Fig. 13(b), which has an
average value of 1.07 mm and a maximum value of 4.27 mm.
The average deviations of the two approaches are compared in
Fig. 13(c). It can be seen that the path controlled by the analytical
PCC model has a larger deviation, which could be attributed to
the overestimation of bending by the model. In contrast, the
learning-based PCC model could reflect the catheter configura-
tion characteristics more precisely, thus offering a more accurate
mapping between the robotic actuation and the tip motion.

F. Ex-Vivo Tissue Ablation With Pulsatile Flow

A simulated PVI task with ex-vivo tissue ablation was con-
ducted to assess the overall performance of the shape tracking
and controller involving external load and tissue interaction. The
experiment was performed inside the LA phantom with pulsatile
liquid flow. During the task, the catheter was manipulated by the

robot to reach the predefined ablation targets on the phantom
[see Fig. 14(a)]. A 2-mm tolerance was set for each target. The
ablation process was automatically triggered by an RF generator
(Biosense Webster Stockert 70) when the catheter tip reached
the target region and had tissue contact with impedance<200Ω,
as introduced in Section IV-C. After conducting ablation at each
target point, the robot was reset to the initial position for another
targeting process. This reset aimed to separate the catheter tip
with the ablated tissue, as well as avoid the collision with the
phantom wall during the next targeting.

As shown in Fig. 14(a), the red spheres represent the pre-
defined ablation targets, which have a total number of 15 and
are in a volume of 20.9×23.0×11.1 mm3. These targets form a
yellow line corresponding to the circumferential lesion targeted
path nearby the pulmonary vein ostia. The footprint (blue line)
indicates the targeting motions toward the lesions. In total, 12
out of the 15 (80.0%) lesion targets were successfully reached
by the catheter tip to conduct RF ablation. For the unsuccessful
cases, the catheter was blocked by the tissue on the targeting
path. Fig. 13(b) shows the actual lesion points on the ex-vivo
tissue. The average time taken to complete the targeting process
was 7.76 s, with the average traveling distance of 43.4 mm. The
results demonstrate the proposed sensing and feedback control
methods enable autonomous RF ablation even in a more dynamic
environment with pulsatile liquid flow. In Fig. 14(a), the red
curves with dots indicate the reconstructed catheter shape and
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Fig. 13. (a) Catheter tip footprint under autonomous control using the analyt-
ical PCC model with fixed bending ratio. Large deviations can be found at the
segments with red color. The average footprint of learning-based PCC (dotted
gray curve) is overlaid for comparison. (b) Tip deviations from the reference
curve. Slow and delayed retracements can be observed at several segments due
to inaccurate estimation of the kinematic mapping provided by the analytical
PCC model. (c) Average deviations of learning-based PCC and analytical PCC
with fixed ratio.

position when the tip reached three of the targets. Other than
providing feedback control for the robotic system, the catheter
shape tracking can also offer informative visual feedback of
the current catheter shape and tip targeting orientation. This
additional information could help surgeons keep track of the
targeting progress and evaluate the ablation result, thus improv-
ing the treatment safety and effectiveness.

G. Tracking and Control Under MRI

To demonstrate the capability of the proposed system under
MRI, critical system components were examined by two tests:
catheter tracking test and feedback control test. The experiments
were conducted in a 1.5 T MRI scanner (SIGNA, GE Health-
care, USA). The setup of the robotic system was illustrated in
Fig. 15(a). The slave part of the robot was placed near the MRI
scanner bore and connected to the master part through 10-m-long

Fig. 14. Results of the PVI task conducted in the LA phantom model. A
standard EP catheter was autonomously controlled to reach a series of targets
around the pulmonary vein ostium. (a) Front view showing the catheter tip
footprint, the targeted ablation points, and the desired lesion path (yellow). The
footprint (blue line) indicates the selective tip trajectories toward the targets. (b)
Tissue with ablated points (yellow circle).

hydraulic pipelines, which were put through the waveguide in-
between the MRI and control rooms. The robotic platform could
telemanipulate an MRI compatible cardiac catheter (spec.),
which integrated the 12-m-long FBG optic fiber inside the
catheter water channel. The optic fiber was channelled through
the waveguide as well and connected to the FBG interrogator in
control room. Wireless MR tracking coils [38] were attached on
the distal bending section of the catheter [see Fig. 15(b)]. The
bending section was immersed in water, which could simulate
the environment around the catheters in body for MR imaging.
The tracking markers were scanned inside an MRI head coil.
For the feedback control test, a rigid LA phantom (material)
was placed inside the container, with an MR tracking marker
attached on the inner surface of the phantom and acted as the
target [see Fig. 15(b)].

A catheter tracking test was conducted to validate the 3-D
localization using MR tracking markers as well as the fast motion
tracking with MR pulse sequence. Such tracking sequence can
be interleaved with 2-D anatomical imaging sequence during
the EP procedure [58]. Three wireless tracking markers were
adopted with continuously performing 2-D imaging during
catheter movement. The MR tracking markers are intended to
replace the EM tracking markers used in lab-based validations
for catheter localization (see Fig. 9). The markers can produce
high contrast in comparison to their anatomical surroundings
[see Fig. 16(a)] even under low flip-angle excitation, allowing
data acquisition with high frequency. Gradient echo sequences,
which have the parameters TR/TE = 3.9/1.168 ms, flip angle =
1°, slice thickness = 30 mm, were applied to enable fast 2-D
imaging (0.2 s). The slice could cover the three markers and
enable 2-D projection imaging [see Fig. 16(a)]. Fig. 16(b) shows
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Fig. 15. (a) Setup of the robotic system in MRI room. Pipelines and the FBG
fiber were channeled through the waveguide in between the MRI room and
control room. (b) MR-compatible EP catheter mounted with three MR tracking
markers. Another marker was attached on the inner side of the LA phantom,
simulating the lesion target in MR images.

the time series maximum intensity projection along the y-axis
in a period of 30 s, with a sampling frequency of 5 Hz. In the
MR images, the signals of markers had high contrast against the
background, which could be automatically detected to provide
real-time positional feedback in the MR image coordinate di-
rectly [see Fig. 16(c)]. Orthogonal 2-D projection imaging could
be further interleaved to achieve 3-D localization of the three
markers. However, it should be noted that only the high-contrast
signal of tracking markers could be extracted from the images. It
is infeasible to continuously extract the catheter location or entire
shape from this 2-D image data. On the other hand, the electrode
at EP catheter tip can introduce significant (negative) image
artifact, which hinders the tracking of tip location from MR
imaging. Similarly, MR tracking markers cannot be mounted on
the catheter tip due to its artifact.

A feedback control test was carried out to demonstrate the
feasibility of the proposed shape tracking method under MRI,
using tracking markers and FBG optic fiber. A prescan was taken
before the robotic operation to localize the target as well as the
MR tracking markets on catheter. The catheter shape obtained
by FBG fiber could be registered into the MRI coordinate by
matching with the three tracking markers continuously. Through
the synergy use of FBGs and the coils, we can achieve accu-
rate shape tracking of catheter in the MRI coordinate. In this
way, the catheter tip position in bending direction could be
acquired by the FBG fiber in real time, which was used for
feedback control of the catheter. During the task, the catheter
was automatically manipulated by the robotic platform toward
the target. A 3-D MRI scan was performed after the targeting
progress, as demonstrated in Fig. 17(a). A virtual catheter, with

Fig. 16. (a) Three MR markers ( 1©– 3©) tracked using 2-D projection se-
quence. (b) Projection of signals to the y-axis showing the continuous tracking
of the three markers at update rate of 5 Hz. (c) Variations of their corresponding
y-axis positions over time.

its shape reconstructed by FBGs, was augmented in the image
by matching the signals of MR tracking markers. The footprint
of the catheter tip was illustrated in Fig. 17(b), which was
generated by combining the shape from FBGs and the robot
input in insertion direction. A 3-D volumetric MR image in
Fig. 18 illustrates the high-contrast signals of MR tracking
markers together with the target. A catheter tip configuration
is overlaid in the imaging coordinate by registering the catheter
shape with the marker locations. Noted that 3-D localization
of the tracking markers and registration of catheter shape in
real time are still challenging. Even for the clinical-purpose
MRI, the 3-D anatomical imaging is generated by fusing several
image clips in different heartbeat cycles, which would take a
long time [59]. In our future work, the raw scanning data can be
streamed out with an MRI real-time control interface, RTHawk
(Heartvista). Then, the shape from FBGs could be registered
with the MR tracking markers in real time, providing the shape
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Fig. 17. (a) Location of the three markers on the catheter revealed on MR
image slices, along with the lesion fiducial. The catheter configuration recon-
structed using FBGs could be registered with the tracked marker locations. (b)
Signals of MR tracking markers with FBG-reconstructed catheter shape overlaid.
(c) Footprint of the catheter tip plotted in MR image coordinates.

Fig. 18. 3-D volumetric MR image illustrating the high-contrast signals of
MR tracking markers together with the target. A catheter tip configuration (in
dark) is overlaid in the imaging coordinate by registering the catheter shape with
the marker locations.

tracking and feedback control under MRI guidance for validation
of the overall efficacy.

VI. CONCLUSION

In this article, we presented a shape tracking and feedback
control method for commercial cardiac catheters during MRI-
guided EP procedures. Information from multicore FBG fiber
and positional tracking coils was integrated to enable catheter
shape estimation under MRI, which was subsequently incor-
porated with an MR safe catheter robot system. A learning-
based modeling method was proposed for the cardiac catheter,
with the FBG shape tracking used for system characterization.
Comparing with conventional CC or analytical PCC models
for continuum robots, the proposed modeling method resolves
the modeling uncertainties from heuristic parameter tuning and
tendon backlash. The shape sensing using multicore FBG fiber
could achieve 2.33° average error for each sensing segment, and
1.53 mm positional accuracy for the catheter tip. Autonomous
targeting of five points within the robot workspace showed
effective convergence rates (average 16.9 s). Performance of
the proposed learning-based PCC and analytic PCC models was
compared in a path following task, where the average deviations
are 0.62 mm (max. deviation 2.34 mm) and 1.07 mm (max.
deviation 4.27 mm), respectively. A study with PVI simulator
and ex-vivo tissue ablation was conducted to show the over-
all performance of shape tracking and feedback controller. To
demonstrate the capability of the proposed system under MRI,
catheter tracking and feedback control tests were conducted in
an MRI scanner as well.

In our future work, preclinical animal trials will be conducted
to validate the robotic catheter system for MRI-guided EP pro-
cedure. RF ablation will be conducted on a live porcine or ovine
model with arrhythmia. The proposed shape tracking and con-
troller will be adapted to commercial MR-conditional systems
equipped with RF ablation system (e.g., ClearTrace, MRI Inter-
ventions, Inc., or Imricor Medical System). The necrosis created
by RF ablation, and its efficacy, will also be examined with
postmortem histology. It is anticipated that the robotic catheter
system would simplify the surgical workflow of MRI-guided EP
procedures. The proposed catheter shape tracking method would
provide sufficient feedback for visualization and robotic control
under MRI, potentially reducing workload of the surgeon as well
as postprocedural disease recurrence.

In addition, the proposed FBG-based shape tracking method
could be implemented on other MR safe/conditional continuum
manipulators for interventional procedures, such as urologic
surgery, ophthalmic surgery, and neurosurgery. The direct mea-
surement and reconstruction of shape and position for continuum
manipulators would reduce the computational cost of MRI,
enabling high-performance feedback control and interactive in-
strument manipulation. It is believed that both safety and overall
operational efficiency would be enhanced, with accurately and
intraoperatively updated morphological information of interven-
tional instruments.
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