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Shape Sensing of Flexible Robots Based
on Deep Learning

Xuan Thao Ha , Di Wu , Graduate Student Member, IEEE, Mouloud Ourak , Gianni Borghesan ,
Jenny Dankelman , Arianna Menciassi , Senior Member, IEEE, and Emmanuel Vander Poorten

Abstract—In this article, a deep learning method for the shape
sensing of continuum robots based on multicore fiber bragg grating
(FBG) fiber is introduced. The proposed method, based on an arti-
ficial neural network (ANN), differs from traditional approaches,
where accurate shape reconstruction requires a tedious character-
ization of many characteristic parameters. A further limitation of
traditional approaches is that they require either multiple fibers,
whose location relative to the centerline must be precisely known
(calibrated), or a single multicore fiber whose position typically
coincides with the neutral line. The proposed method addresses
this limitation and, thus, allows shape sensing based on a single
multicore fiber placed off-center. This helps in miniaturizing and
leaves the central channel available for other purposes. The pro-
posed approach was compared to a recent state-of-the-art model-
based shape sensing approach. A two-degree-of-freedom benchtop
fluidics-driven catheter system was built to validate the proposed
ANN. The proposed ANN-based shape sensing approach was eval-
uated on a 40-mm-long steerable continuum robot in both 3-D
free-space and 2-D constrained environments, yielding an average
shape sensing error of 0.24 and 0.49 mm, respectively. With these
results, the superiority of the proposed approach compared to the
recent model-based shape sensing method was demonstrated.

Index Terms—Bragg gratings, catheters, deep learning, neural
networks, optical fiber testing, shape measurement, surgical
instrument.
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I. INTRODUCTION

ADVANCES in surgical techniques have led to minimally
invasive surgery (MIS) that relies on smaller incisions

and typically offers less postsurgical pain and quicker recovery.
Continuum and soft robots can potentially improve MIS due
to their flexibility and miniature size. The application of flex-
ible/continuum robots in MIS allows access to hard-to-reach
parts of the human body and offers improved precision [1].
Many such robots for MIS have been developed in the past.
In applications where, e.g., flexible endoscopes or catheters are
used, surgeons or interventionalists require a good understand-
ing of the input–output behavior of these robots. Furthermore,
interventionalists wish to know in detail which space is occupied
by the robot, e.g., to judge the vicinity to critical structures or to
plan adequate motion commands. The real-time knowledge of
the robot’s shape would greatly facilitate this task. Different
methods have been proposed in the literature to model the
kinematic and dynamic behavior of soft and continuum robots.
However, accurate models are complex and computationally
intense [2], which limits their intraoperative use. Moreover,
models are designed for a specific instrument and may require
dedicated modeling efforts to characterize the input–output be-
havior and the distributed shape for each individual instrument.

Different sensing modalities based on imaging (e.g., fluo-
roscopy) [3], electromagnetic (EM) tracking system [4], electri-
cal impedance tomography (EIT) [5], or bending resistance [6]
have been proposed to acquire the shape of interventional de-
vices. Unfortunately, each sensor modality suffers from their
own drawbacks. Fluoroscopic systems have the downside of
emitting harmful radiation and providing only a 2-D view upon
the patient/instrument. Computed tomography scan is even more
harmful. EM systems do not offer uniform accuracy and are
sensitive to the presence of metallic material. These problems
complicate adoption in clinical practice. The use of EM and
EIT for shape sensing requires different coils or electrodes to be
integrated inside the structure. This can be cumbersome and
may increase the size while also complicating the design of
the robotic system. Gerboni et al. [6] integrated commercial
flex bending sensors in their soft robot. While these sensors are
appealing, they exhibit drift and hysteresis, which requires addi-
tional modeling and identification efforts to precisely compute
the bending.

In recent years, optical fibers with fiber bragg gratings (FBGs)
have become popular for shape sensing. Properties that make
FBG optical fibers particularly attractive for integration in
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continuum robots are their biocompatibility, compact size, light
weight, flexible nature, and safety, e.g., being free of the risk of
electrocution. Apart from the real-time knowledge of the shape,
FBG fibers can also be used advantageously to characterize
and control the behavior of soft and continuum robots. How-
ever, FBGs suffer from spectral distortion upon bending [7].
Another major challenge of FBG-based shape sensing is that
strain sensing through traditional FBGs cannot distinguish strain
caused by twist from strain caused by bending. Mode et al. [8]
proposed a method to sense the 3-D shape of a continuum robot
incorporating bending, twisting, and elongation. The method
proposed by Mode et al. is, however, only verified by simulation.
Further limitations to the overall estimation accuracy are due to
the uncertainty in sensor location during assembly.

A traditional FBG-based shape sensing method starts with
measuring the wavelength shift and follows by calculating the
strains at discrete locations where FBGs are inscribed. Finally,
a set of curvatures and angles of the bending plane at these
locations are estimated. The final shape of the robot is recon-
structed by integrating curvatures and bending plane variation
over the fiber length. For these traditional methods to work
several characteristic parameters need to be identified carefully,
such as strain sensitive coefficients, the different distances of the
outer cores to the central core, the angle of each core with respect
to a reference axis (referred to as x-axis in this article), and
the location of the grating. Typically, some values are provided
by the optical fiber’s manufacturer. However, there are three
elements to consider.

1) These parameters may vary due to the assembly process
and, thus, require a manual calibration. Also, as demon-
strated in [9], for good performance, one may have to
tackle the problem of “intrinsic twist”. Twist may be
induced during assembly when the fiber is integrated in
a flexible instrument. Also, this calls for a manual cal-
ibration as deviations from the true value will have an
immediate and significant impact on the shape sensing
performance.

2) Furthermore, to sense the shape of the continuum robot,
the optical fiber is normally inserted into the center channel
of the continuum robot to ensure that the shape of the
optical fiber follows the shape of the robot. As a result,
the center channel is occupied and, hence, unavailable
for other purposes. For some catheter designs, such as
nonassembly 3-D printed surgical devices [10], in which
a thin central beam serves as a continuous backbone of the
steering segment, it is infeasible to place a shape sensing
fiber centrally. In such a case, adding a central channel
would excessively increase the bending stiffness of the
design. Owing to the aforementioned reasons, methods,
where the constraint to place the shape sensing fiber
centrally is not needed and where the precise location of
the fiber, with respect to the centerline, could be char-
acterized in a more automatic fashion, would be highly
advantageous.

3) Liu et al. [11] and Farvardin et al. [12] used a traditional
FBG-based shape reconstruction method to estimate the
shape of a 35-mm-long continuum robot. In both works,

when the continuum robot moves in a constrained en-
vironment, an increment in the distal tip tracking error
is observed. However, shape reconstruction capability
should keep its quality independent of whether or not the
continuum robot establishes contact with the environment.

Deep learning, normally implemented based on artificial
neural networks (ANNs), has drawn attention in recent years.
Thanks to the ability of the ANNs to model complicated
nonlinear behavior, good prediction accuracies have been re-
ported [13]. Another strength of deep learning with respect to
traditional learning methods is that the former does not require
feature extraction procedures. Owing to its advantages, a data-
driven shape sensing method based on FBGs was proposed by
Sefati et al. [14] to solve some of the problems listed above.
Sefati et al. modeled a one-degree-of-freedom (DOF) continuum
robot introduced in [15] and [16] as a pseudo-rigid body. The
trained model was able to estimate the distal-end position of the
robot. The robot shape is reconstructed from the distal-end es-
timation by solving a optimization problem for the joint angles.
One limitation of Sefati’s method, which makes it difficult to
extend to multi-DOF robots, is that it involves a computationally
intensive optimization phase.

To address all aforementioned problems, a new data-driven
approach is proposed to estimate the 3-D (dimension) shape of a
two-DOF continuum robot from the measured wavelength shifts
of the FBGs. A distinguishing feature of the proposed approach
is that it allows data acquisition and training when the robot
moves in free-space. This is simple and fast, but it generalizes
well (as shown in this work) to more complex contact scenarios.
The main contributions of this article are as follows.

1) For comparison, a traditional model-based shape sensing
is extended for off-center fiber. A dedicated calibration
method to map the curvatures measured by an off-center
fiber to the centerline’s curvature is introduced.

2) A new data-driven ANN-based FBG shape sensing
method is introduced that estimates the curvature and the
angle of the bending plane directly from measured FBG
wavelength shifts, regardless of the fiber’s characteristic
parameters. The proposed approach makes it also possible
to get accurate shape sensing capability with a single
off-centered multicore fiber, supporting miniaturization
and allowing freeing up central channel for other uses.

3) Experiments that compare and validate both methods are
conducted; the transferability of the ANN-based shape
sensing method to contact situations is demonstrated. The
ANN is trained in a free-space scenario, hence requiring
limited training time/data; the model shows equally good
shape sensing capability when the robot contacts an un-
known environment.

The rest of this article is organized as follows. Section II
details the design of a two-DOF continuum robot and the ex-
perimental setup that was built to evaluate the proposed method.
Section III describes an extension of a traditional model-based
shape reconstruction method. Next, the proposed shape sensing
method based on a neural network is explained in Section IV.
Experimental results are shown in Section V comparing the
shape sensing accuracy of the two described approaches. Finally,
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Fig. 1. Two-DOF fluidics-driven catheter system for data acquisition and
algorithm validation: 1—distal catheter segment; 2—catheter segment clamp;
3—FBG fiber; 4—PAMs; 5—PAM clamp; 6—adjustable back plate; 7—EM
sensor connector; 8—protective Nitinol tube; 9—heat shrink.

Section VI concludes this article and sketches some directions
for future work.

II. EXPERIMENTAL SETUP

A. Purpose-Built Steerable Two-DOF Catheter Segment

In order to collect data for training and testing the proposed
shape sensing techniques, a dedicated two-DOF benchtop exper-
imental setup was built (see Fig. 1). Without loss of generality,
the setup features only the distal steerable segment of the en-
visioned active catheter. The two DOFs of the catheter’s distal
segment are actuated with four embedded pneumatic artificial
muscles (PAMs). The catheter is fabricated out of Nitinol using
metal laser cutting technology. Notches are made on the Nitinol
segment so that the distal portion becomes bendable while min-
imally affecting compression stiffness. Since this article aims at
efficiently solving the problem of shape sensing, the design of
the bendable Nitinol segment is not described here. However,
details on the design can be found in [17]. The length of the
flexible part (where the notches were cut) and the diameter of the
catheter are 40 and 6 mm, respectively. With a steerable length
of 40 mm, applications in minimally invasive orthopedic [14]
or ENT [18] could be envisioned. Four custom-made PAMs,
which are made up of bladders, uninflatable tubes, braids, and
ferrules, are used to actuate the catheter. The produced PAMs
have an initial diameter of 2.1 mm and a length of 129 mm in the
nonpressurized condition. The PAMs are connected off-center
to the tip of the catheter by steel wires. When pressure increases,
the PAM contracts and, thus, applies a bending moment on the
catheter tip. The other end of the PAM is fixed to a movable
plate, so that the pretension on the PAMs can be adjusted. The
four PAMs are configured at an angle of 90◦ in two antagonistic
pairs, such that a two-DOF spatial bending can be implemented.
In order to accurately control the input pressure, the pressure is
fed by an air supply, via a pneumatic triplet (Festo Corporation,
Esslingen, Germany), as shown in Fig. 2. The proportional valve
receives control signals from an analog output module NI-9263
(NI, Austin, TX, USA). An EM tracking sensor (six-DOF,
0.8 mm× 9 mm, Northern Digital Inc., Waterloo, ON, Canada)
is fixed to the center channel of the catheter distal tip to measure
the catheter tip pose.

Fig. 2. Control and actuation system for the two-DOF catheter system: A
two-DOF PAM-driven catheter segment is controlled by a set of four proportional
pneumatic valves, which receives command signals from a PC through a NI
CompactRIO system. The PAMs are attached off-center via four steel cables to
the catheter tip. When contracting, they apply a bending moment to the tip. The
resulting catheter tip pose is captured by an EM sensor. The FBG data and images
of catheter are gathered by an FBG interrogator and a camera, respectively. A
PC running ROS is used to gather sensor data.

B. Experimental Platform

To generate ground truth data for training a neural network
that encodes the shape of the steerable two-DOF catheter, an
experimental platform was built, as shown in Fig. 2. The setup
consists of three modules: an interrogator (FBG-Scan 804,
FBGS, Geel, Belgium) for measuring the wavelength of the
distributed FBG sensors, an EM tracking system, and a two-DOF
distal catheter system. To showcase that there is no need to
position a shape sensing sensor centrally, a 250-μm four-core
fiber consisting of 20 FBGs from FBGS (Geel, Belgium) is
placed outside the catheter. The fiber is fixed to the catheter
by means of heat shrink tubes (see Fig. 2). When the catheter
is at rest, the fiber is parallel to the neutral axis. During the
data collection process, the FBG data were measured by the
interrogator at a frequency of 200 Hz, while the EM sensor
poses were recorded at 40 Hz. The images from the camera
were streamed at 30 Hz. The recorded data were time-stamped
and preprocessed to synchronize the FBG data with the corre-
sponding EM sample using MATLAB (The MathWorks, Inc.,
Natick, MA, USA). All the experiments were carried out on a
computer with an Intel 2.1-GHz core i7 processor and 32 GB of
RAM, running Ubuntu 16.04. Each core contains five gratings
distributed 10 mm apart from each other. Note that each of the
20 FBG gratings has a different center wavelength. A planar
NDI Aurora EM system (Northern Digital Inc., Waterloo, ON,
Canada) was positioned below the steerable catheter and a
monocular Prosilica camera (Allied Vision Technology GmbH,
Stadtroda, Germany) was placed approximately 30 cm above
the setup. The camera faces downward to capture the 2-D shape
of the catheter in the camera’s image plane.

III. MODEL-BASED OFF-CENTER FIBER SHAPE

RECONSTRUCTION

A new approach is proposed in Section IV that takes the
wavelength shifts of four gratings at one given arc length or
cross section as input for an ANN and directly estimates the
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catheter’s curvature and angle of the bending plane, at this arc
length. The new approach is compared to an extension of a
more traditional model-based approach that is introduced in this
section. Within this work, to speed up the training process, we
exploit the property that during free-space motion, the catheter
tends to follow a constant curvature shape [19]. An experiment,
described in Section III-A, validates this constant curvature
assumption for free-space motion. From the constant curvature
property, a method to estimate the shape and the angle of the
bending plane from the pose of the EM sensor attached at the tip
is then presented in Section III-B. In fact, owing to the constant
curvature assumption, the measured curvature and the angle of
the bending plane should, in principle, are the same at each time
step for all gratings, at least during the generation of training
data. This knowledge is then used to speed up training. The
same constant curvature model will also be exploited as ground
truth when validating shape sensing in free-space movement.
The data collection for training and validation is described next
in Section III-C.

Note that, because the multicore fiber is not attached to the
catheter’s center channel, the computed set of curvatures will not
reflect the real catheter curvature and, hence, cannot be straight-
forwardly used in traditional model-based shape reconstruction
approaches. An additional calibration approach is presented in
Section III-D that estimates the pose of each grating relative
to the catheter’s central line. Based upon this information, the
curvature information can then be mapped to the centerline.
From this, the 3-D shape reconstruction method, described in
Section III-E, can be derived. Also note that, while the proposed
implementation can be considered a logic extension for anyone
crafted in the art of conventional shape reconstruction, the
authors are not aware of earlier attempts to implement such a
model-based approach with an off-center multicore fiber. Details
on the developed ANN follow in Section IV.

A. Constant Curvature Model Verification

To verify that the catheter follows the constant curvature
model when operating in free-space, the catheter was bent in a
plane that is parallel to the image plane of the monocular camera.
The camera was calibrated before the experiments to obtain the
camera’s intrinsic and extrinsic parameters using MATLAB’s
camera calibration toolbox [20]. The captured images are first
undistorted and processed to extract the shape of the catheter
in 2-D by color segmentation. Each image contour is evaluated
to find the contour that encloses the largest image area. The
largest contour is then considered as the catheter’s true contour.
The contour is then skeletonized by the algorithm proposed by
Lee et al. [21] to obtain the catheter’s backbone. Since in this
experiment the catheter moves in a plane that is parallel to the
image plane, the 3-D shape is reconstructed with a constant
and known camera depth distance. The obtained set of points
is then fitted with a constant curvature arc. During the experi-
ment, different pressure values from 0 to 3.5 bar were applied
to the PAMs, and the circle fitting errors were recorded. The
experimental results are visualized in Fig. 3. The average circle

Fig. 3. Result of constant curvature verification experiment. The threshold
images and the fitted circles can be seen in the inserts. The estimated curvature
and errors of circle approximations are shown in blue and red, respectively.

fitting error was calculated by averaging the distance between
sets of points belong to the skeleton and the approximated circle.
Average circle fitting errors of 0.061 mm with standard deviation
of 0.025 mm were recorded during the constant curvature model
verification experiment. This low circle fitting error supports the
argument to consider the free-space shape as a constant curvature
arc.

B. Shape and Bending Plane Angle Estimation From EM

During the ground truth generation process, the catheter is
bent in free-space, so the constant curvature model is valid.
From the constant curvature assumption, one expects that the
measured curvature and the angle of the bending plane of the
ground truth data are the same for all gratings. From the EM
sensor, attached at the tip, the catheter tip pose can be measured.
Knowing the length of the catheter and measuring the tip pose
when the catheter is positioned in a straight configuration, one
can also calculate the pose of the base of the steerable catheter
segment. Note that the base was conveniently kept fixed dur-
ing the experiment. Since the pressure values only affect the
steerable portion, while other parts of the catheter were fixed,
the base pose did not change during the ground truth generation
process. At each configuration, the tip position PTip, the tangent
vector of the tip EM sensor

−→
tTip, the base position PBase, and

the base tangent vector
−−→
tBase can then be used to compute the

ground truth curvature and the angle of the bending plane of
all points where the gratings are presented along the catheter’s
length. Since the constant curvature model is valid, using the
tip and the base pose together with the length l of the bendable
segment, as shown next, it is possible to calculate the radius r
and the center O of the circle that fits the catheter’s shape. The
distance between the tip and the base position is equal to the
chord length c. The angle between

−−→
OP Tip and

−−→
OPBase is defined

as α. The relations of these parameters are depicted in Fig. 4(a)
and given by

α = π − γ (1)

r =
c/2

sin(α2 )
(2)

Authorized licensed use limited to: TU Delft Library. Downloaded on May 01,2023 at 08:17:45 UTC from IEEE Xplore.  Restrictions apply. 



1584 IEEE TRANSACTIONS ON ROBOTICS, VOL. 39, NO. 2, APRIL 2023

Fig. 4. Example of curvature and angle of the bending plane calculation along
explanation of Section III-B. (a) Curvature calculation. (b) θ is the angle between
the zero-angle bending plane and the current bending plane.

TABLE I
MATHEMATICAL FUNCTIONS OF SPIRAL (SP) USED DURING TRAINING AND

VALIDATION PHASES. MATHEMATICAL FUNCTIONS OF LISSAJOUS (LI) OR

CIRCULAR (CI) TRAJECTORIES (TRAJ.) IN THE TESTING PHASE

where γ is the angle between
−→
tTip and

−−→
tBase. Finally, the curvature

can be obtained by

κ =
1

r
. (3)

Different pressure values were first applied to two antagonistic
PAMs to make the catheter bend in two opposite directions. The
method by Torr and Zisserman [22] was used to fit a plane to
all tip points. This plane is defined here as the so-called zero-
angle bending plane. The normal vector of a plane that fits the
catheter shape (which is named the current bending plane) is
defined by taking the cross product of

−−→
tBase and

−→
tTip. At each

configuration, the angle of the bending plane θ is determined
as the angle between the normal vectors of the zero angle and
the current bending plane. An example of the bending plane
angle calculation can be seen in Fig. 4(b). The blue lines show
the catheter shape during the process of deriving the zero-angle
bending plane, while the black line shows an arbitrary current
configuration of the catheter.

C. Data Collection

To create the training data, two antagonistic PAMs were
first pressurized sequentially to generate the zero-angle bending
plane, as described in Section III-B. The catheter was then
controlled to follow a 3-D spiral trajectory (described in Table I)
that broadly covers the work space of the steerable catheter
and that starts from the straight configuration. The training and
validation data comprise 5880 samples from zero-angle bending
plane and 22 858 samples from the spiral trajectory, leading to
a total of 28 738 data points. The maximum curvature that was
recorded during training was 19.3 m−1. The 70% of collected
datasets was used to train the ANN, while the rest 30% was used
to validate the ANN. This was a random split. It was conducted
using the “train_test_split” function in the “scikit-learn,” an
open-source machine learning library. The information on the
training data is summarized in Fig. 5.

The proposed approach was tested with EM ground truth and
image ground truth. Free-space test sets with EM ground truth
were created to verify the proposed approach by controlling
the catheter’s distal-tip to follow two circular and two Lis-
sajous trajectories. Note that the test trajectories are independent
datasets that have completely different patterns with respect to
the training set. By doing so, leakage from the training to the
test set is avoided ensuring a proper validation of the approach.
The mathematical functions of trajectories are summarized in
Table I. Since the catheter was controlled in free-space, the
constant curvature assumption together with tip and base poses
were used to generate the ground truth shape. However, as men-
tioned above, the constant curvature assumption is not valid in
a constrained environment. To test the performance of the ANN
in a constrained space, the ground truth shape of the catheter
was generated from camera images instead of using the catheter
tip and base poses. The catheter was bent in a plane that is
parallel to the camera both in free and constrained environments.
During constrained environment testing, obstacles were fixed at
different places along the catheter length. These obstacles caused
the catheter to deform into non-constant-curvature shapes.

D. Model-Based Off-Center Fiber Calibration

By using a conventional model-based approach, a set of
curvature κf and angle of the bending plane θ at discrete points
along the fiber where the FBGs are inscribed can be calculated
based on the fiber core’s geometry [23]. However, since the
multicore fiber is not placed on the central axis of the catheter, the
calculated curvature does not indicate the catheter’s curvature.
The relation of the calculated curvature κf and the catheter’s
curvature κ is given by

κ = g(κf ) =

⎛
⎝κf

−1 −
−−→
OO′

f · −−→OK

||−−→OK||

⎞
⎠

−1

(4)

whereO′
f is the projection ofOf (center of the fiber) on the bend-

ing direction vector
−−→
OK. The relative position of the multicore

fiber Of and the centerline of the catheter O is characterized by

the distance to the centerline df and the angle θf between
−−→
OOf

and the x-axis. A cross-sectional view of the multicore fiber and
the catheter tip is shown in Fig. 6.

An optimization problem is formulated to find df and θf by
minimizing the following objective cost function:

argmin
df ,θf

1

n×m

n∑
i=1

m∑
j=1

||g(κf i,j)− κgti || (5)

wherem is the number of points where FBGs are inscribed along
the optical fiber length,n is the number of samples in the training
data and κgti is the ground truth curvature that is generated from
EM poses. Two algorithms supported by MATLAB, namely,
trust-region reflective [24] and Levenberg–Marquardt [25], were
used to solve the optimization problem. The result of trust-region
reflective was chosen since it yields lower value for the objective
function (approximately 15%).
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Fig. 5. Training, validation, and testing procedure of the MLP. The MLP was trained and validated using data collected in free-space, while it was tested both in
free-space (introduced in Section V-A) and in a constrained space (introduced in Section V-B).

Fig. 6. Cross-sectional view of the catheter tip and the multicore FBG fiber,
where θ is the angle of the bending plane with respect to the x-axis, df is the
distance between the center of the catheter and the fiber’s central axis, and θf
is the angle between the x-axis and the center of the fiber Of .

E. Shape Reconstruction

As explained in the following, the discrete estimated curvature
of the catheter’s central axis and the angle of the bending plane
are interpolated. This ensures the continuity of the estimated
curvature and improves the shape reconstruction accuracy. The
catheter shape is represented as a space curve, which can be
described as a set of curvature κ(s) and torsion τ(s), where s
is the variable arc length. The torsion τ(s) is the rate of change
of angle of the bending plane with respect to the arc length.
Curvature and torsion profiles determine the evolution of the
tangent

−→
t , the normal−→n , and the binormal

−→
b unit vectors along

the length of the catheter. By solving the differential Frenet–
Serret formulas, the evolution of the TNB frame is obtained [26].
The Cartesian position of each point that belongs to the catheter
length C(s) follows then by integrating

C(s) =

∫ s

0

−→
t ds. (6)

In this article, (6) is solved by using the helical extension
method [27], as suggested in [9].

IV. ANN-BASED OFF-CENTER FIBER SHAPE

RECONSTRUCTION

A. Design of the ANN

In this article, a multilayer perceptron (MLP) is used to
auto-calibrate the shape sensing functionality of the robot. An
MLP is a class of feedforward ANNs that consists of an input
layer, several hidden layers, and an output layer [28]. Except for
the neurons in the input layer, each neuron adopts a nonlinear
activation function. These nonlinear activation functions turn the
MLP into a nonlinear perception, thus distinguishing itself from
linear approaches, such as linear regression. Thanks to a large
number of neurons and the possibility to make use of multiple
types of nonlinear activation functions, MLPs can model com-
plex nonlinear behavior [29]. The training of the MLP is based
on a supervised learning algorithm called backpropagation [30].
The training procedure requires sufficient data containing var-
ious patterns. The MLPs developed here relate the measured
wavelength shifts from FBGs directly to the curvature and angle
of the catheter’s bending plane without the explicit knowledge of
the correspondence between the fiber’s position and the catheter
centerline or explicit knowledge of the characteristic parameters
of the fiber. Note that the reason for using wavelength shifts Δλ,
instead of raw wavelengths values, is that the absolute value
of the wavelength itself could be influenced by environmental
factors such as temperature and humidity, which is less for the
case of wavelength shifts.

The length of the flexible part of the catheter segment is
40 mm. Since the distance between neighboring gratings is
10 mm, only five sets of curvature and angle of the bending plane
are needed to reconstruct the shape. Therefore, five MLPs, as
shown in Fig. 7, were employed. Here, rather than a large MLP
that takes five gratings together, five separate MLPs were trained.
This allows efficient training and helps the transferability of the
results to more general scenarios. Training can be done in free
space only (which is faster than training every possible contact
situation), but—as demonstrated in this article—still allows
learning the behavior/parameters of each separate grating. This
is found helpful to generalize to more general cases where the
shape deviates from a single constant curvature for all the five
gratings (as would be expected in free-space).
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Fig. 7. MLP for estimating curvature and angle of bending plane. The four
wavelength shifts Δλ from the four-core FBG fibers are entered into the input
layer of the proposed MLP. The output layer has three neurons. One neuron
predicts the curvature, while the other two predict the sine and the cosine of
the angle of the bending plane. Five of these MLPs are established for the five
gratings that are distributed over the entire length of the catheter segment.

TABLE II
HYPERPARAMETER TUNING OF MLP STRUCTURE

Each MLP automatically interprets the strains from the four
gratings of an individual location. Each MLP (see Fig. 7) consists
of five layers, i.e., one input layer, three hidden layers, and an
output layer. The input layer has four neurons, which receives the
wavelength shifts Δλ that are collected from a four-core FBG
fiber. The catheter was first placed in a straight configuration to
measure the unstrained Bragg wavelength λ0 of each grating.
The wavelength shifts were then calculated as

Δλ = λ − λ0 (7)

where λ is the strained Bragg wavelength.

B. Hyperparameter Tuning of the ANN

The first, second, and third hidden layers have 180, 360, and
90 neurons, respectively. The number of neurons in the different
hidden layers has been derived through a hyperparameter tuning
procedure that was conducted on the third set of gratings. As
shown in Table II, different numbers of hidden layers ranging
from one to four layers with different combinations of neurons
in each layer were tested. At each configuration, the MLP was

Fig. 8. Instead of directly estimating the angle of the bending plane, the
proposed MLP divides it into two outputs, i.e., the sine and cosine of the
angle of the bending plane. This approach transforms the discontinuous rotation
representation (left) into a continuous representation (right), thus facilitating the
fitting of the neural network.

trained for three times. An average of the validation losses of
the last 20% epochs (namely for 350 epochs, the average of
350× 20% = 70 validation loss values) was recorded as the
average validation losses, as shown in Table II. The standard
deviations among the three trials are also indicated, right after
the average validation losses in Table II, for better comparison.
By checking the result among multiple training sessions (in this
case 3) and by averaging also the validation losses over epochs,
the chance for an accidental outcome/error is reduced. Validation
loss, namely the summation of the mean squared error of the
three outputs with respect to their ground truth, is used during
the validation phase. After multiplying with a scale factor =
1 mm, the curvature output becomes unitless. Because the sine
and cosine of the bending angle are also unitless, the validation
loss, which is a summation of three unitless values, has no unit
and immediate physical meaning. The training time is listed
as well. Computations were done with a 4-GB NVIDIA Quadro
CUDA-capable GPU. The combination of 180-360-90 produced
the lowest average validation loss (0.0057); thus, this configura-
tion was chosen for the final MLP structure. The influence of the
batch size was also tested and is visible in the last row of Table II.
The best performance of 180-360-90 was based on a batch size
of 16. The results show that increasing the batch size to 32 does
not improve the performance (validation error rises from 0.057
to 0.063), while decreasing the batch size to 8 not only leads to
a larger validation error, but also significantly raises the training
time from 2.02 to 4.21 s per epoch.

A rectified linear unit (ReLU) is used as the activation function
and is added after each hidden layer. The output layer has three
neurons. One of the outputs is the curvature. The two other
neurons predict the sine and the cosine of the angle of the bending
plane. This allows circumventing the discontinuity of the angle
at 0 and 2π [see Fig. 8(a)] that is otherwise difficult to cope with
for an ANN [31]. The prediction results of the MLP are shown
in Fig. 9(a) for the case where the noncontinuous representation
has been used. As visible in Fig. 9, there are many haphazard
points distributed over the transition region [0, 2π]. The error
plot (in brown) in this region generates several peaks, where the
errors are significantly larger than the other regions. In this case,
the mean of absolute error (MAE) of the third set of gratings is
0.21 rad. If we reconfigure and train the ANN with its output to
the sine and cosine of the angle of the bending plane, the rotation

Authorized licensed use limited to: TU Delft Library. Downloaded on May 01,2023 at 08:17:45 UTC from IEEE Xplore.  Restrictions apply. 



HA et al.: SHAPE SENSING OF FLEXIBLE ROBOTS BASED ON DEEP LEARNING 1587

Fig. 9. Prediction of the angle of the bending plane of grating 3 using different
representation methods. (a) Noncontinuous representation: the MLP with the
noncontinuous representation generates large errors in the transition region
[0,2π]. (b) Continuous representation: MLP performs well in the transition
region and, thus, produces small errors.

is represented in a continuous fashion [see Fig. 8(b)]. This will
improve the learning efficiency of the MLP [see Fig. 9(b)]. The
MAE obtained in this case [results shown in Fig. 9(b)] is 0.13 rad,
which is 38.1% better than the noncontinuous representation.
The angle of the bending plane can be finally calculated by
wrapping the angle back to the interval of 0–2π via the operation:

θ = atan2

(
sinθ

cosθ

)
. (8)

To increase the learning efficacy, all the input and output
training data were normalized between [−1,1] following (9)

xnorm = (b− a)
x− xmin

xmax − xmin
+ a, a = −1, b = 1. (9)

The output normalization regulates the three outputs to the same
range; thus, the ANN learns the three outputs with equal efforts.
Here, a normalization is carried out instead of a standardization
because normalization is suitable for use when the distribution
of data does not follow a Gaussian distribution. In addition, the
ANN is an algorithm that does not assume/prerequire any type
of data distribution. Note that in (9), the variable x represents the
wavelength shift Δλ, curvature κ, and the sine and the cosine of
the angle of the bending plane: sin(θ) and cos(θ), respectively.

C. Feature Ablation Study of the ANN

Apart from hyperparameter tuning, a feature ablation study
was conducted to determine the contribution of each input

TABLE III
FEATURE ABLATION STUDY

Fig. 10. Results of the feature ablation study. The feature-ablation-ANN (with
three inputs) and the original ANN (with four inputs) trained for grating set 3
were evaluated on testing trajectories Lissajous (1). The feature-ablation-ANN
could achieve a comparable performance as the original ANN even if the
information from the central core is not provided.

feature to the overall performance of the ANN. Ablations were
carried out by removing one of the four inputs. This means that
the ANN used for the feature ablation study (hereinafter referred
to as “feature-ablation-ANN”) only has three inputs. Next, the
feature-ablation-ANN was retrained. To investigate the effect of
the ablation, the performance of the feature-ablation-ANN was
first evaluated on the validation set. The validation losses are
reported in Table III. It shows that removing the first core (central
core) leads to the lowest increase (14.0%) in validation loss.
Because the central core practically coincides with the fiber’s
neutral axis, it is not sensitive to bending strain. Therefore, it
provides less information to the ANN compared to other cores,
and removing it has not that large impact.

The feature-ablation-ANN (with central core removed) was
further validated on the test set. An ANN was trained for each
grating. Five feature-ablation-ANNs are applied to the four
testing trajectories (see Table II). The errors of curvature and
the angle of the bending plane generated by the feature-ablation-
ANN were compared to that of the original ANN. One group
of results tested on the trajectory Lissajous (1) is shown in
Fig. 10. The results show that the average curvature error of the
feature-ablation-ANN (0.56 m−1) is slightly smaller than the
original ANN (0.62 m−1). Their average errors of the angle of
the bending angle are comparable, namely 0.20 rad for feature-
ablation-ANN and 0.21 rad for the original ANN. This can be
explained by the fact that the central core provides redundant in-
formation. The ANN could achieve better performance when the
redundant input information is removed. However, it is expected
that the information from the central core could be beneficial in
more complex loading cases such as a longitudinal load and/or
a variable temperature. These disturbances have not been tested
at this point and remain the subject of further work. Based on
this consideration, this article continues with the original ANN.
Note that the aim of the hyperparameter tuning procedure of
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TABLE IV
HYPERPARAMETERS FOR THE MLP

Fig. 11. Loss trend (grating 3) presented as training loss (red) and validation
loss (blue) versus the number of epochs.

Section IV-B and the feature ablation study described here is
to find efficient combinations of hyperparameters and ANN
structures. The aim is not to find the optimal configuration for a
certain dataset, as this would not necessarily guarantee optimal
performance on other datasets.

D. Summary of Hyperparameter Study

The hyperparameters of each MLP are listed in Table IV. Hy-
perparameters, e.g., number of layers and number of neurons per
layer, were chosen through a thorough hyperparameter tuning
procedure (see Table III). Other hyperparameters, e.g., Adam
optimizer [14], training/validation ratio 30%/70% [32], [33], or
ReLu activation function [14], were selected based on previous
research or empirically. The network was implemented using
Python, and in particular PyTorch, an open-source machine
learning library. Ubuntu 20.04 was the operating system that
was used. Each MLP has been trained for 350 epochs until the
training and validation loss reached a plateau. The whole training
time was less than 25 minutes. The loss trend of one training
session was shown in Fig. 11. The training results indicate that
the MLP converged at the end of the training process. The
average inference time of the MLP for a single output is around
0.18 ms. Also considering that the MLP has a practical structure
among the ANNs, it is feasible for the users to train an MLP in
a short time. The users can employ the trained MLP to achieve
the calibration of the FBG as well as the reconstruction of the
robot shape real time.

V. RESULTS AND DISCUSSION

The MLP was first verified in free-space by reconstructing
the shape of the robot, while it was controlled to follow two
Lissajous and two circular trajectories. Subsequently, verifica-
tion in a constrained space took place. Here, the catheter was

brought into contact with an obstacle at different locations along
its length.

A. Free-Space Experiments With Ground-Truth-Generated EM

In the free-space experiment, with ground truth generated by
the EM, the catheter was commanded (in open loop) to roughly
follow the predefined trajectories, as shown in Table I. The
catheter bends with curvatures up to 15 m−1. Note that no effort
was done to follow the said trajectories closely (i.e., open-loop
control was implemented) as this article focuses on predicting
reliably the catheter shape, not on closely following a trajectory.
The ground truth of these experiments was generated using the
tip and base poses together with the constant curvature assump-
tion of the catheter. The error as a function of the arc length is
defined as the Euclidean distance between the reconstructed and
the ground truth data:

Edist = dmin(Sgt, Sest) (10)

where Sest is the reconstructed shape expressed as a set of k
points Sest = [s1s2. . .sk] and si∈{1,...,k} is the 3-D coordinate
of each point. The distance error Edist is the distance between
the ith point of the estimated shape Sest to the closest point on
the ground truth shape Sgt.

The blue lines, which are shown in the graphs in the first row
of Fig. 12(a)–(d), depict the estimated catheter shapes using the
ANN approach. The distance errors are shown in color-coded
map graphs in the second row of Fig. 12 in panels (e)–(h). The
histograms showing the mean and the max error are shown in
Fig. 12(i)–(f). The mean error for one shape is calculated by
averaging the Edist while the max error shows the largest value
in Edist at each time step. The free-space experimental results
with EM ground truth are shown in the first part of Table V. In
this table, the mean and max error for each shape at a single
time step using our proposed ANN approach and the traditional
model-based approach are reported with their standard devia-
tion. The overall max error that shows the largest error in each
experiment is also mentioned in Table V. One can observe that
the proposed approach can estimate the catheter shape with good
accuracy with an overall mean and max reconstruction error of
0.244 and 0.639 mm, respectively. The color-coded map graphs
[see Fig. 12(e)–(h)] show that the maximum error typically
appears at the tip of the catheter. This is logical as the errors are
integrated along the catheter length, and therefore, the maximum
error can be considered as the estimated tip error. The catheter
experienced different bending in the four different trajectories.
The largest mean error of 0.309 mm appears at the circular
trajectory (2) where the largest curvature also takes place. The
overall maximum errors of the two Lissajous trajectories were
1.080 and 1.009 mm, while the maximum errors of the two
circular trajectories were 1.773 and 1.795 mm.
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Fig. 12. Results of free-space shape sensing experiments with EM ground truth using ANN approach. (a), (e), and (i) Lissajous (1). (b), (f), and (j) Lissajous
(2). (c), (g), and (k) circular (1). (d), (h), and (i) circular (2). The catheter reconstructed shapes are presented by blue lines in the graphs displayed on the first row,
while the images on the second row show the color-coded Euclidean distance errors of each point along the catheter length. The images on the third row show the
histogram of the mean and max error for each trajectory.

TABLE V
EXPERIMENTAL RESULTS FOR ANN AND MODEL-BASED APPROACH IN FREE-SPACE, GROUND TRUTH GENERATED BY EM (FIRST FOUR ROWS), AND

CONSTRAINED ENVIRONMENT, GROUND TRUTH FROM CAMERA (LAST SEVEN ROWS)

Figure 13 shows the mean error over the time of Lissajous (1)
experiment together with the estimated angles of the bending
plane for each grating and the ground truth angles of the bending
plane. The mean error increases at the transition points of the
angle bending plane, while the catheter crosses the zero-angle
bending plane (marked with dash squares in Fig. 13). Note here
that the zero-angle bending plane is calibrated to be aligned with
the switching point of the two antagonistic muscles (see Fig. 6)
of the catheter. The large error at the transition point is due to
the fact that the low frequency of the EM sensing is not able
to capture fast dynamic movement of the catheter tip when it

crosses the switching points of the two antagonistic muscles.
The unavoidable nonlinearities (e.g., hysteresis and dead zone)
make the catheter tip movement more unpredictable. This can be
clearly seen in Fig. 9. Consequently, the quality of the training
data gathered at the transition point is worse. In turn, this leads to
lower accuracy, here seen as a larger error of the bending plane
angle around the zero-angle bending plane.

For comparison, the catheter shape was also reconstructed
with a conventional model-based shape sensing method intro-
duced in [23] with the calibration step described in Section III-D.
The mean and maximum reconstruction errors achieved by this
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Fig. 13. Estimated angles of the bending plane of each grating (blue), ground
truth angle of the bending plane (black), and mean error (orange) of Lissajous
(1) experiment are plotted over the time. The transition regions where there are
increases in mean error are marked with dashed square.

conventional method are 0.311 and 0.906 mm, respectively,
which are 21.5% and 29.5% larger than the results achieved
by the ANN-based method [see Fig. 14(h)].

B. Free-Space and Constrained Space Experiments With
Ground Truth Generated by the Camera

In the experiments with ground truth generated by the camera,
two antagonistic PAMs were actuated successively to make
the catheter bend in a plane parallel to the camera’s plane.
This allows us to use the camera as a source for ground truth
generation. To generate the constrained environment test sets,
rigid obstacles were fixed at various locations along the catheter
length, as shown in Fig. 14. During these experiments, the PAMs
were pressurized with a maximum value of 3.5 bar, which results
in the maximum recorded curvature of 20 m−1. Given the short
length of the bendable segment (approximately 40 mm) and
the large size of vessels where we are targeting at, the segment
would only assume to get into S-shaped configuration when an
intense contact appears at the tip. Such contact would need to
be maximally avoided. For these reasons, we did not include
S-shaped bending while evaluating our proposed approach.

By controlling the catheter to move in the image plane, the
camera was able to capture the entire shape of the catheter.
The images recorded by the camera were used to generate the
ground truth for the unconstrained and the constrained environ-
ment experiments since the presence of extrinsic disturbance
(obstacles) makes the catheter deform into shapes for which the
constant curvature assumption is no longer valid. The interaction
with an obstruction complicates the catheter shape segmentation
process. To address this issue, the heat shrink’s positions along
the catheter length were tracked rather than the centerline of
the entire catheter. Color segmentation was first applied to the
input image to identify the contours of the heat shrink. The heat
shrinks’ locations in the image frame P Img

m×2 (where m is the
number of heat shrink) were then determined by the center of
the recognized contours. Since the center points of the heat

shrinks were moving in a plane during the experiments, the
2-D positions of these points can be converted to 3-D positions
by adding a fixed z-value (i.e., z = 0). The 3-D positions of
the heat shrinks in the ground truth frame were defined as
PGT
m×3 = scale× [P Img

m×2 0m×1], where scale is a camera scale
factor calibrated by observing a known-size chess board. To
register the FBG shape reconstruction frame and the ground truth
frame, a spatial calibration step, as detailed in [23], was done
to find the correspondence between the measured shape and the
measured positions of the four heat shrinks. The catheter was
fixed at the base and was bent in two configurations symmetric
with respect to the straight configuration. The distance between
the first and second configurations of each corresponding point
at a given arc length along the reconstructed shape was mea-
sured. The travel distance of each point along the length of the
reconstructed shape was then compared to the travel distance of
each heat shrink to find the corresponding arc length of each heat
shrink. An example of this spatial calibration process is shown
in Fig. 15.

To localize the 3-D reconstructed shape in the ground truth
frame,m shape points in the FBG shape reconstruction frame to-
gether with their corresponding points in the ground truth frame
(PGT

m×3) are used to find a rigid transformation matrix at each
time step. In this article, a point-to-point registration method
proposed by Horn [34] was used. To compare the efficacy of the
ANN-based and the model-based approach, the mean and the
maximum distance between the four heat shrink points and their
corresponding points in the estimated shape in the ground truth
coordinate frame were calculated.

Figure 14(a) shows the estimated shape in the unconstrained
experiments, while Fig. 14(b)–(g) visualize the catheter shape
in the constrained environments. The experimental results of
the free-space and of the different contact location experiments,
with camera ground truth, are summarized in the second and
third parts of Table V. The quantitative shape reconstruction
results using the ANN and the model-based approach are shown
in Fig. 14(h). The mean, maximum value, and the standard
deviation of the shape reconstruction error are plotted in the con-
strained environment with EM ground truth, free environment,
and constrained environment with camera ground truth. It can be
observed that the proposed ANN approach yields a mean shape
deviation of 0.491 and 0.497 mm in the free and constrained
environment experiments with camera ground truth, respectively
[see Fig. 14(h)]. The traditional model-based approach shows
a similar consistent accuracy of approximately (0.568 mm) in
both free-space and constrained space experiments. In terms
of the maximum reconstruction error, the ANN improved the
performance over the traditional approach by 13.9% and 11.8%
in free-space and constrained space, respectively.

C. Discussion

Referring to Fig. 14(h), one can note that the maximum error
in the free-space experiment with EM ground truth is larger
than the maximum error of the experiments with camera ground
truth. This is due to the fact that the evaluation metrics in the
EM ground truth experiments (pointwise shape reconstruction
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Fig. 14. Results of constrained environment shape sensing experiments using the ANN approach. (a) Free-space. (b)–(g) Constrained space. The catheter
reconstructed shapes are presented by a green line, while the tracked makers are shown in red. The quantitative shape reconstruction results of the experiments
with EM ground truth and with camera ground truth using ANN and model-dependent approach are presented in (h).

Fig. 15. Spatial calibration step to find the correspondence between the heat
shrinks position and the 3-D reconstructed shape. Catheter was first bent in two
configurations as shown in (a). The heat shrink’s positions were then extracted
by image processing and transform to the ground truth coordinate frame, as
can be seen in (b). The 3-D shapes of the catheter in two configurations were
reconstructed in the FBG coordinate frame (c). The travel distance between
two configurations of each point along the catheter length was calculated and
compared to the travel distance of each heat shrink to find the correspondence
(d).

error over the entire length) are different from those used in
the camera ground truth experiment (shape reconstruction error
using four heat shrinks as reference points). Therefore, the error
between these two experiments represents two different metrics
and is not comparable. These experimental results reflect the
superiority of the proposed ANN approach compared to the
traditional model-based approach in all the three experiments. It
is worth to mention that, thanks to the fast response and the high-
frequency streaming rate of the FBGs, the shape reconstruction
algorithm runs at 200 Hz using MATLAB on a computer with
specifications mentioned in Section III-C.

Considering the average error and the maximum shape sens-
ing error, the authors believe, at their best knowledge, that this
method outperforms other results reported in the literature. In
addition, our method only requires data acquisition in free-space
to train the ANN, and the trained ANN can be generalized to
the constrained space as well. The ANN efficiently learns the

mapping from the wavelength shift Δλ to the curvature and
the angle of the bending plane. This mapping is, in fact, an
intrinsic property of the robot. Indeed, it is shown through these
experiments that this mapping does not depend on whether the
robot is in contact with obstacles or not. Hence, it can be said
that the ANN model trained in free-space is well transferable to
contact situations. Aside from the elegance and knowledge that
free-space training suffices, the training itself is, with 30-min
training in total, also very fast. One would expect this training
time to rise proportionally for longer sections, but training would
only be required once, e.g., right after the construction of the
catheter.

In addition, considering the concerns arising from the black-
box nature of deep learning (DL) methods, two precautions are
proposed in case the ANN fails.

1) The maximum curvature that can be achieved by the
flexible robot is identified before the interventions. If the
ANN prediction is greater than this threshold, or less than
zero, then the system should indicate to the clinicians that
the reconstructed shape is unreliable.

2) The traditional model-based approach that is used as a
comparison to the ANN will be used in parallel with the
ANN.

If the situation described in 1) occurs, or the difference be-
tween the model-based approach and the ANN is too large, or
if the ANN has no outputs at all, then the system switches to
the traditional model-based approach for shape reconstruction.
This mechanism takes advantage of the superior accuracy of the
ANN, but at the same time offers redundancy to mitigate the
risks when the ANN approach would fail during interventions.

VI. CONCLUSION

In this article, a new data-driven approach to sense the shape
of a multi-DOF catheter was presented. The newly presented
solution allows the optical fiber to be inserted in an off-center
channel while still ensuring a high shape sensing precision. To
prove the superiority of the proposed data-driven approach com-
pared to the traditional model-based approach, both methods
are implemented in this article. A method to map the curvature
measured by the fiber inserted to an off-center channel to the
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catheter’s curvature is also presented. This allows a fair com-
parison between the two approaches. The performance of the
proposed method was evaluated with different ground truths in
both free and constrained environments and yields promising
shape sensing accuracy. Using the proposed method, an average
shape sensing error of 0.24 and 0.49 mm was recorded in
free-space and constrained space experiments, respectively.

The training datasets were generated by the catheter tip and
base poses with constant curvature assumption. In the future,
other sensing modalities, such as multiview 3-D computer vision
method named shape reconstruction from silhouette [35], will be
considered for use in training data generation. The use of shape
reconstruction methods from silhouette will enable our method
to be also applied to different types of flexible instruments that do
not necessarily need to follow the constant curvature assumption
in free-space during training, as was done in this article.
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