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Abstract—This paper presents and compares algorithms for postfilter
combined acoustic echo cancellation and noise reduction for  s(k) +n(k) y(k) v ek) /! 5(k)
hands-free telephones. A structure is proposed, consisting of a T |(> @ H _
conventional acoustic echo canceler and a frequency domain d(k) f to the far
postfilter in the sending path of the hands-free system. The end speaker
postfilter applies the spectral weighting technique and attenuates d(k) IS
both the background noise and the residual echo which remains - echo canceller
after imperfect echo cancellation. T (k)

Two weighting rules for the postfilter are discussed. The firstis a
conventional one, known from noise reduction, which is extended from the far end speaker

to attenuate residual echo as well as noise. The second is a psychoa-

coustically motivated weighting rule. Both rules are evaluated and Fig. 1. System with echo cancelérand postfilterH . The postfilter is placed
compared by instrumental and auditive tests. They succeed about in the sending path to attenuate both, residual echo and noise.

equally well in attenuating the noise and the residual echo. In lis-

tening tests, however, the psychoacoustically motivated weighting

rule is mostly preferred since it leads to more natural near end to using a handset. For this reason, the reduction of background

speech and to less annoying residual noise. noise in the signal to be transmitted is highly desirable, espe-
Index Terms—Acoustic echo cancellation, noise reduction, post- cially when a low to medium bit rate speech codec is used for
filter, psychoacoustics, speech enhancement. transmission. These codecs are not transparent with respect to

background noise, and the speech quality may be significantly

l. INTRODUCTION degraded in the presence of strong background noise [1].

O VER THE last years, the development of telephones was
primarily directed by the demand for mobility and more
comfort, especially the desire for hands-free operation. A log- In this paper we propose a system for combined acoustic echo
ical continuation which at the same time constitutes a big ch&Rncellation and noise reduction, which consists of a conven-
lenge, is the integration of hands-free functionality into mobiléonal adaptive echo cancel€r and a second adaptive filter
phones. H in the sending path, as illustrated in Fig. 1. The purpose of
The main problem of hands-free telephony is #wustic this postfilteris to attenuate both, the residual echo remaining
echo at the near-end the loudspeaker signal is picked up by ta#er animperfect echo cancellatiandthe noise. Thanks to the
microphone and transmitted back to the far-end participant. T#econd filter, the demands on the echo canceler can be lowered,
acoustic echo is especially disturbing when large transmissiend, consequently, the order of the adaptive filtecan be re-
delays occur. Therefore, the very nature of the mobile phodeced. A filter of lower order has three distinctive advantages:
environment with its long transmission delays (e.g., the GSiticonverges faster, it is less sensitive to noise and interfering
system has a round trip delay of approximately 180 ms) makagar-end speech, and the computational complexity is reduced.
the cancellation of the acoustic echo a critical issue. Actually, adding the postfilter, the performance in terms of echo
Another problem arises when a hands-free telephone is usgtnuation can be increased while the total computational com-
in a noisy environment, for example, in a car. Even modergiexity of the system is reduced.
background noise levels can lead to very low signal-to-noise ra-The combination of an echo canceler with a residual echo and
tios (SNRs). Typically, the SNR is about 20 dB lower comparetbise reduction postfilter was originally proposed in [2]—[5].
Related structures have been described in other papers, see, e.g.,
Manuscript received June 29, 2000; revised March 15, 2002. The assoc[egla_[ld']’ and also in [15]-{17], where masking properties of the
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common disadvantage of many weighting rules for noise reduc-tries to identify the loudspeaker—room—microphone (LRM)
tion (e.g., “spectral subtraction” [18] or the Wiener rule [19]kystem and to produce an estimai(e&) of the echo. The es-
is that the result suffers from “musical noise,” i.e., randoml§imated echo is then subtracted from the microphone signal to
distributed, time-variant spectral peaks in the residual noisbtain the “echo-canceled” sign&lk)
spectrum [18], [20]. Some weighting rules, e.g., the “minimum N
mean-square error short-time spectral amplitude estimator” e(k) =y(k) — d(k) )
(MMSE-STSA) [21] and the “minimum mean-square error =s(k) +n(k) +d(k) — d(k). (1)
log-spectral amplitude estimator” (MMSE-LSA) [22] lead to ) . .
markedly reduced amount of musical noise. Yet, the residS’é’ define thee&dual_echd;(k) as the difference between the
noise usually loses much of its original characteristics and sf?rl?hOd(k) and the estimated echitk)
sounds to a certain extent unnatural. b(k) = d(k) — d(k). 2)

In [23], a psychoacoustically motivated weighting rule based
on simultaneous masking was proposed. The most importégeally, b(%) should be zero. Since this is rarely the case, we
property of this weighting rule is thahe background noise employ the postfilter to further suppress the echo.
characteristics are preservetke., the residual noissounddike Postfiltering is performed by frequency domain processing
the original noise at a lower power level. This is only partly duen a frame-by-frame basis. For the analysis, frame¥/afon-
to the psychoacoustic approach, but much more an effect of #eeutive samples are taken evérgamples /M is the overlap
uncompromising design objective of the weighting rule, whictatio). These are multiplied with, e.g., a Hamming window, zero
is to preserve a natural sounding background noise at a redupadded to a total length d¥, and then transformed into the

level. frequency domain with aiv-point discrete Fourier transform
Because of the positive results achieved with this weightif®FT). The result is denoted ‘M (Q2;), where) is the frame
rule, it is desirable to extend it to attenuate echoes as well. It iadex and®?; = 2x(i/N),z € {0, 1, 2, ..., N — 1}, are the

long been recognized [24] that simultaneous masking plays @iscrete frequency bins. This spectrum is then multiplied by real

important role during double talk (the far-end and the near-egdlued weighting coefficient& ™V (;) > 0

speakers are active at the same time), and that simultaneous 50N > >

masking effects can be actively exploited in the echo suppres- SYVQ) = HYW () BV (). 3)

sion algorithm [2], [4], [5]. The main purpose of this paper igy,, resultS™M (€,) is transformed back into the time domain

to descripe the psychqacoustically_motivated W_eighting rule fB an N-point ilziverse discrete Fourier transform, and the

the combnjed attenuation of the resm_iua_l acoustic echo and b:_:1 fiput signak(k) is then synthesized with the overlap-and-add

ground noise, and to present_extenswg instrumental and a.Ud't{ﬁgthod.

e o e aFor sl i th olaing w wil dregad h frme
|naex)\ whenever possible, and instead of the discrete frequency

coustic approach, and to compare them with the Convemio%%tationﬁ we will use the continuous frequeny
MMSE-LSA weighting rule. i quenty.

C. Organization of the Paper I1l. EcHO CANCELER AND THE RESIDUAL ECHO

The remainder of this paper is organized as follows. In sec-In this section, we discuss the properties of the residual echo
tion 11, we give a brief overview of the postfilter implementa?(k) when the echo cancelét is adapted by the NLMS algo-
tion. In Section I11, algorithms for estimating the power spectr&ithm [26] (for comprehensive bibliographies on acoustic echo
density (PSD) of the residual echo are outlined. The descrancellation, see [27]-{30]). We also discuss methods for esti-
tion is kept relatively short, as this part of the algorithm has dipating the power spectral density (PSD) of the residual echo.
ready been described in [12] and [25], but is still included bdhe PSD of the residual echo is required for the computation
cause it is a very important part of the system, independentajfthe postfilter. As the residual echo is a speech like signal and
the weighting rule chosen for the postfilter. thus time-variant, its PSD can only be estimated on a short term

In Section IV, a minimum mean square error (“conventionalpasis, which is in general not easy to accomplish in the presence
nonpsychoacoustically motivated) algorithm for residual ect noise and near-end speech.
and noise reduction is described, and in Section V, the psychoa-

coustically motivated weighting rule is derived. In Section VIA. Residual Echo in the Frequency Domain
the two algorithms are compared. Results from both, instru-a closer look at the residual echo in the frequency domain
mental evaluations and informal IIStenIng tests are d|SCUSSﬁ%VideS some valuable information about the performance of

Finally, Section VIl concludes the paper with a summary.  the echo canceler. We defing((2), D(2), and B(2) as the
discrete time Fourier transforms of the eel{&), the estimated

Il. SYSTEM OVERVIEW echod(k), and the residual echidk), respectively. Applying
The system for combined residual echo and noise reductibt¢se definitions, (2) corresponds to
is illustrated in Fig. 1. B(Q) = D(Q) — D(). (4)

z(k) denotes the far-end signal angk) the near-end micro-
phone signal, consisting of near-end spe€éh, near-end noise For each frequencs, this relation can be interpreted as an ad-
n(k), and the acoustic eché(k). The adaptive echo cancelerdition of complex vectors. This is illustrated in Fig. 2, where the
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ImA d(k) + b(k)
_ D(®) B(Q)
B(Y \w(ﬂ) & — | F(Q) —
d(k)
D) /() _ . . . .
D(Q) Fig. 3. Interpretation of the echo cancellation as a virtual system with transfer
function F(£2).
Re whereF'(€2) is the transfer function of the system. The relation

fa 2 domai t tation of the d2k@), the est is illustrated in Fig. 3. No restrictions are placed on the time

ig. 2. Frequency domain vector representation of the , the esti- : : -

mated echd((2), the residual ech®(£2), the phase erras(£2), and the phase domain equivalent t(F(Q)’ it may be noncausal ar_1d _complex.

deviationt(£2) for an arbitrary frequenc{. Note thatarg F'(2) is equal to the phase deviatiah(2).
Therefore, based on the previous conclusion #@&) = 0 in

. situations where the residual echo should be attenuated, we may
phase errorg(§2) = arg D({2) — arg D(£2) and thephase de- 5 6vimater((2) as a real valued function
viation(Q2) = arg B({2) — arg D(f2) are shown as well. The
magnitude errois defined as the differend&D(2)| — | D(£)]|. F(Q) €R. @)
Extensive simulations have been performed for several dif-
ferent scenarios in order to observe the distribution of the phase
error and phase deviation on a short-term basis. In short, the @b- Estimation of the Residual Echo PSD Using the Equivalent
servations can be summarized in two cases [12], [31], [48]. Transfer Function Method
1) The adaptive_filteC succeeds in approximati_ng the un- To attenuate the residual echo by means of a frequency do-
know_n room impulse response. A goc_)d gsnmate of t ain filter, we need an estimate of the power spectral density of
echo is obtained and the echo attenuation is generally s

ficient. In thi th itud : 1 e residual echo.
St T IS 0as8, The magnriice error 15 VETY STAN 83 1n [25], [12] a procedure to estimate the residual echo PSD

is the phase errop(£2). This leads to a phase @) p O \was presented. It is based on a relation betwién)
which might be totally different from the phase B{€2). . 4'the PSD of the microphone sigria), (€2), the PSD of the
Actually, 1/}.(9) may take any value betvye_en 0 m echo canceled sign&..(€2), and the PSD of the estimated echo
2) The adaptive filteC does not succeed in identifying thes'gnaIRm(Q) which are all PSDs of measurable signals
LRM system well enough due to interference (near—en& ddATE
speech or noise) or a changing LRM system. Only arough Ryy(Q) = Reo(Q) — Ryy(Q)
estimation of the echd(k) is achieved.—The simulation W=z (@) = R () £ B (8)
showed that in this case the residual echo is mainly due v “ dd
to the magnitude error. The echo canceler estimates thezquation (8) is derived by assuming statistical independence
phase of the echo quite well and thus the phase é(€} phetween the near-end speech, the noise, and the echo or the
is usually close to zero @r. Large phase errors are onlyresidual echo, and with($2) € R (see the Appendix). Equation
found at frequencies with a relatively weak echo, i.e., ifB) is only valid for#(2) # 1, which practically means that the
the case of insignificant excitation. As a consequence, gédho canceler must output some estimite) # 0.

frequencies of relevance(2) is close to zero and for  Having an estimaté’(2) for F(2), we might compute the
this situation we may choose the approximation residual echo as

~ 2
arg B(Q?) = arg D(2). (5) . F(Q R
R (@) = o (F()Q) Ryy(Q),  F@#1 (9

From these observations we can draw the conclusion that
whenever there is some residual echo which should be redusgHenever the echo canceler is sufficiently excited. Although this

the phase of the residual eclit{(2) and the phase of the echomethod avoids the estimation of cross power spectral densities it

D(Q) are close to each other. is numerically sensitive and might have a high variance. It can be
shown [32], however, that it is closely related to the coherence
B. Modeling the Echo Cancellation by an Equivalent method as outlined in the following.

Transfer Function
Estimation of the Residual Echo PSD Using the

In the time domain, the echo cancellation is performed b([gfoherence Function

subtracting the estimated ecd?]@k) from the microphone signal
y(k). Another way to treat the echo cancellation problem is Another method for estimating the residual echo was pro-
to define a linear system with the eckok) as input and the posed in [17] and [33]. This method is based on the coherence
residual eché(k) as output. If we call this systedi, in the fre-  function. In this case, the residual echo estimafg’ () is
guency domain we have given by

B(Q) = F(Q)D(R) (6) REQ) =T ()R (Q) (10)
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wherel’,..(2) is the magnitude squared coherence function band of thea posterioriSNR, also referring to both residual echo
tween the far-end signat(%k) and the echo-canceled micro-and noise

phone signak(k) E(Q)[?
R ()2 Voan($2) = ) 2
Fael) = 5 O R (11) e{iB@l*}+e{Iver}
R..(2) denotes the cross power spectral density between the |E(Q)|2

far-end signal and the echo-canceled microphone signal. Equa- (17)

tion (11) implicitly makes use of the magnitude squared transfer B (@) + ()

function between the far-end signglk) and the echo-canceledyhere R..(Q), Ry (), and R,,,,(2) are the power spectral
signale(k). The magnitude squared transfer function and thgansities of the speeck(k), the residual echd(k), and
power spectral density of the far-end signal can then be usedte noisen(k), respectively| E(2)|? denotes the magnitude
compute the power spectral density of the residual echo.  squared spectrum of the input signal to the postfilter.

As both the transfer function and the coherence method arero account for the different statistical properties of residual
subject to errors the minimum of both estimates results in a cadtho and noise when estimatifgv R; (), it was proposed
servative but also very stable estimate for the residual echo#10]-[12] and [25] to first estimate individual SNRs with re-
this study, we therefore use the minimum of both residual ecBgect to either the residual echo or the noise. These SNRs are

estimates as the final residual echo estimate, i.e., defined as
Ry(€2) = min (fzgf (@), }?.g?(sz)) . (12) ¢ Lision?
. 1S(2)] R,s()
Further analysis and improved estimation procedures for the SNR;(Q) = " Ru(©) (18)
residual echo power spectral density may be found in [32], [34]. € {|B(Q)| } b
2
IV. COMBINED REDUCTION OF RESIDUAL ECHO AND NOISE SNR(Q) = £ {'S(Q)| } _ R,5() (19)
The MMSE spectral amplitude estimators [21], [22] provide £ {|N(Q)|2} Bnn ()
spectral weighting rules with good performance and a low levghd
of “musical noise” [35]. They have therefore found widespread . |E(Q))? |E@Q))?
use in speech and audio signal enhancement applications. The v (§2) = T R(@) (20)
MMSE-STSA and the MMSE-LSA weighting rules were de- € {|B(Q)| }
veloped for noise reduction, but can be modified to attenuate B2 B
both, residual echo and noise as outlined below. In particular, v (Q) = B = |E(©)] . (21)
we will use the MMSE-LSA weighting rule [22], denoted by & {|N(Q)|2} Rn($2)
HLS4(Q), later on as a reference “conventional” (nonpsychoa-
coustic) weighting rule. They can then be combined &V R; ., and~;,,, (£2) with
The MMSE-LSA weighting rule minimizes the mean squared
error of the logarithmic magnitude of the estimated DFT coef- ¢ s Q) = 1 (22)
ficients with respect to the logarithmic magnitude of the clean o [SNR;(Q)]’1 +[SNR;, ()] !
speech DFT coefficients and
e 2 e _ 1
£ {(lg|S(Q)| - lg|S(Q)|) } . min. (13) Vo ($2) = PO @ (23)
With the definition The individuala priori SNRs of theXth signal frame can ad-
_ SNR;, () | vantageously be estimated with ttiecision directed approach
V() = ——<vrs 7oy NanlE) (14)
1+ SNR;,, () [21]
it can be written as s (A
: - SNE, (@) = (- )P (37 V@) - 1)
HESA(Q) = —SNRb+"(Q) exp 1/ S _ar). 2
SNR;, () +1 2 Joy T ‘5‘“*1)(91)‘
(15) + Ry 0<ap <1 (24)
The MMSE-LSA weighting rule for combined residual echo Ry (82)
and noise reduction thus is a function of ta@riori SNR, re- () e (V)
ferring to both residual echo and noise SNR, () =(1 —an)P (’Yn’ () - 1)
2 R 2
SN}, () = £SO} [s0D@y) N
b AT Yy 0S o, <1
e{iB@)P} +e{IN@)} TR an <1 (29)
Ros(2) (16) whereP(z) = (1/2) (|| + =), andey, and e, are smoothing

R () + Ron() factors. In order to compute the currenpriori SNR estimate,
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(24) and (25) combine a nonnegative instantaneous SNR e Y(f’f) D(Q)
mate with an SNR estimate derived from the pre\(ious fram {} {} R
Thea posterioriSNR estimates can be calculated directly fror ~——— Ry ()
the input spectruni’(£2) and estimates of the residual echo PSI [ et echo PSD
and the noise PSD of thith signal frame
EN @) N g b speca i1
M) = '| A(x>( I (26) N e ? :
Ry, () 5(5%)
N(O. 2 estimation of
. Z_(A)((?J ' 27) e 5 =0

. . . Fig. 4. Block diagram of a system for combined residual echo and noise
Having the individual SNRs, these can be combined accordirguction.

to (22) and (23) and then used for thE*> rule.

The main difficulty in trying to attenuate both, residual echo
and noise, is to balance the attenuation such that a constant
level of background noise remains. For example, when strongAuditory masking is a phenomenon where one signal, the
near-end noise is present, much of the residual echo will Beasker, can render other, weaker signals inaudible (masked),
masked by the noise (even after noise reduction) and henciéthey are close enough to the masker in frequency or time. The
low residual echo attenuation is sufficient. Too strong an attephenomenon of masking is widely exploited in audio coding to
uation would lead to unpleasant fluctuations in the remainirigduce the effects of quantization noise [37], [38].
background noise spectrum. On the other hand, if there is norhe masking properties of the ear may advantageously be
or only weak near-end noise, the attenuation should be mused in the field of speech enhancement, as well. Obviously,
stronger in order to render the echo inaudible. for a mix of speech and noise, only noise which is not already

Such balancing can be achieved by limiting the individuanasked by the speech needs to be reduced. Those noise compo-
SNR estimates before they are combined iﬁﬁRZﬁ)(Qi) nents which lie below thenasked thresholdre inaudible and

For limiting thea priori SNR estimate with respect to the nois can thus be left unchanged. As a result, the distortion of the

a constant threshold,, (typically around?,, = 0.15) is suffi- speech will be lower. ) )
cient [35] Such an approach has been proposed in several studies on

psychoacoustically motivated noise reduction: first, a prelimi-
nary spectral weighting is performed to obtain a rough estimate
of the speech spectrum, and from this preliminary spectrum the
o . . , masked threshold is estimated. Then, a conventional weighting
For thea priori SNR referring EoAt)he residual echo, a time ang};je s modified to attenuate the signal only at those frequencies
frequency dependent threshdﬂﬁ (€2;) is useful where the noise is not completely masked by the speech [15],
s (A S (A =00 [17], [39].
SNR, () = max <SNRb’ (), Tb( )(Qi)> . (29) Other studies have concentrated on estimating that part of
the noise which is audible in the presence of a masker, and on

The thresholdf})(A)(Qi) should be low when near-end noise i$€duCing it with minimal im_pact on the spee(_:h [401_[42]'
weak in order to allow for a strong attenuation of the residual In contrast to most previous noise reduction algorithms, the

echo; it should be high when the near-end noise is strong to p%qin goal of the a_Lpproach described in [23] s not a complgte
vent additional attenuation. Such an adaptive threshold is givé‘ﬁ':noval of the noise, but mstea_ld .to o_nly_ attenuate the agd|ble
for example, by hoise b){ a con;tant factor. .A dlstlngqlshlng feature of this gl-
gorithm is that it succeeds in preserving the background noise
21 (30) characteristics, whereas other algorithms introduce some kind
14 2R(A)(Q‘)/R(A)(Q‘) of artifacts such as musical noise. In this section, we describe
b AT e how this weighting rule can be extended to simultaneously at-
whereT;, (typically aroundZ; = 0.02) is constant. tenuate r_esidual echo and noise [16],.[31], [43],_ [48]. An_ im-
Having the combined SNR estimates available, we can Jgrtant difference compareq to the noise reductlon.case is that
any weighting rule defined as a function of these quantities igften a very strong attenuation of the residual echo is necessary
the attenuation of residual echo and noise. (45 dB echo attenuation during single talk and 30 dB during
A simplified block diagram of a postfilter for the combineddouble talk, according to [44]).
attenuation of residual echo and noise is shown in Fig. 4. The
block “spectral weighting” includes the procedures describedfh
this section. The noise PSD is estimated directly from the inputWe begin with definingattenuation factors;, and¢, for the
signal with the “minimum statistics” method [36], which trackgesidual echo and the noise, respectively. Both factors are in
the spectral minima over time and does not need a voice activitiye range between zero and one. Typical value2@ig(, =
detector. —35and201g ¢, = —15, respectively, depending on how well

V. A PSYCHOACOUSTICALLY MOTIVATED ALGORITHM

5, (A) 5, (A)
SNR V@) = max (SN V), 1.) . @8

N
TV () =

Attenuation Factors and Distortion Components
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the echo canceler works, on the required attenuation of resid8alving this second-order equation with the constraiff2) <
echo and noise, and on the tolerated near-end speech distortioeads to
We can express thaesiredoutput signal of the system as the

sum of the undistorted speech, the attenuated residual echo, Hiit?) = min <1, 1 R () + G Run(Q)
the attenuated noise Ry () + R (2)

S(0) = S@+GB@ T GND). @) Bl Run ) Rer(@) -G B )]
However, the actual output with the weighting coefficients (39)

H(Q)is
. SinceH (2) must not be negative, only the-"-solution in (39)
5(2) = H(Q) [5(2) + B() + N(Q)]. (32) s allowed.
The difference)(€2) between the desired and the actual signal To avoid a complex solution, the argument of the square
ie., the erroQ(Q2) = S(Q) — S( ), then is root must be greater than or equal to zero. This is in general
not guaranteed. However, as practical values(faand¢,, are
Q) = S([1 — HQ)] + B(Q) [¢, — H(Q)] much smaller than one, and assuming tI_%atT_(Q) is not too
small compared td?,,,.(2) and R, (€2) (which is the predomi-
+N(Q) G — H(R2)]. (33) nant situation), the negative term¢, — Cu]? Ryt () Rn ()
can be neglected in favor of the dominant, positive term
Lﬁ + R, ()| Rrr(2). With this simplification, (39) is
p%roxmated by

As near-end speectik), noisen(k), and residual echiy k) are
assumed to be mutually independent, the power spectral den
of () can be split into three components

Ryq(Q) = Ry, q, () + Ry, q, () + Ry, () (34) _E[’ND(Q) — 1min <17 \/R (RTT(Q)
bb

Q) + R, ()
where
Ryt () = (1= HEO)P Roo() (@) + St jgjg’;z()gv (40)
Ry, () = [G — HEQ)P Ru() (36) )

5 where “IND” stands forinaudible noise distortiorsince the
Ry, q, () = [Gn = HD]” Ryn (). (37) weighting rule is designed to leave the noise perceptually undis-
torted [23], [31], [48].
Note that if excess residual echo and excess noise are already
asked by the near-end speech, the first term is greater than one,
andH'NP(Q) = 1. Thus, in contrast to conventional weighting
Héjles the speech is not distorted.

Note also that if neither near-end speech nor a residual echo
is present, (40) can be reducedHd¥ P (Q) = ¢, V. Conse-
guently, the output signal of the postfilter equals the input signal
Bwltlphed by the constant factdy,. Itis thus guaranteed that the

All components are quadratic functionsi{<2). The first one,
R, 4.(Q), is the distortion of the speech and is minimized b(i%
H(©2) = 1, which means, of course, that the filter does n
suppress any signal. The second compon&pt,, (€2), is the
“noise distortion,” i.e., the power of the difference between t
desired and the actual noise. It is optimal whé(t2) =

the following, we will callR,, 4, (©2) the “excess noise.” Simi-
larily, R, 4, (£2) is the power of the difference between the de
sired and the actual residual echo, the residual echo distorti

It is minimized by choosing (2) = ¢, and we call it the “ex- result is free from musical noise and other artifacts.
cess residual echo.” The SuR,(12) i,s minimized for some = A block diagram of the system is shown in Fig. 5. The upper
HoPH Q) in min{Cp, G} < Hopt(qm <1 left part of the structure is identical to the one in Fig. 4. This

part of the system performspeliminary estimations’(?) of
B. Design Objective: Mask the Residual Echo and Noise the near-end speech. For this, a conventional weighting rule for
Distortions combined residual echo and noise reduction is used, for ex-
ample, the MMSE-LSA weighting rule with SNRs estimated

In [23], we argued that to achieve a perceived noise reductlgg described in Section IV. Fro{(£2), the masked threshold
equal to the noise attenuation factgy, one should chooseR () is estimated, and finally the weighting WiﬂiiIND(Q)
the weighting rule such that the excess noise is masked by @‘E)erformed. '

near-end speech. The same argumentation can also be used
here, but the design objective is now extended to mask both, the
residual echo and the excess noise. This goal is achigitad ~
minimum impact on the near-end spegstt?), when the sum  To evaluate théd /NP weighting rule, the echo canceler and
of the residual echo distortion and the noise distortion equahg frequency domain postfilter were implemented in C++ on a

VI. EVALUATION

the masked threshold, in the following denotedmy; (Q) general purpose computer. THE> weighting rule for com-
' bined residual echo and noise reduction, which was presented
R0, () + Ry 0, (QO)=Rrr(2) in Section 1V, is considered as a state-of-the-art “conventional”
& (38)  (nonpsychoacoustically motivated) weighting rule and serves as

[¢o— H(Q) Rus () +[Co— H(Q)]2 R ()= R (). a reference.
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Y(Q:) D(S) 400 coefficients. The filter coefficients of the room impulse
i J response were measured in a small car.

To identify the LRM system and to estimate the echo, an
echo canceler with filter lengttv. = 200 was used, i.e., with
5'(8%) only half the necessary number of coefficients to perfectly iden-
:>‘ i ng'f;;%;ﬁf‘;}ggszf tify G. The filter coefficients were adapted by the NLMS al-

gorithm with adaptive step-size control according to [45] and
— Ran (%) prewhitening filters to speed up the adaptation [46], [49]. Be-
E()

Ryp ()

estimation of
res. echo PSD

| Rrr (%)

cause of its low order and the variable step-size, the adaptive
filter converges fast and the adaptation is also very robust in
presence of noise and near-end speech.

For the noise reductiontests a set of eight phonetically
balanced speech sentences uttered by both, male and female
Fig. 5. Block diagram of the combined residual echo and noise reducti§iP€akers was used. Noise recorded in a car moving at about
system using the psychoacoustically motivated weighting rule. 100 km/h on a dry highway was added to the microphone signal

and its level adjusted such that the input signal-to-noise ratio

We considered three different operating modes in our evafifiéasured as the segmental SNMREGSVE;) was between
ation. —5dB and 30 dB.

. . . . For the single talk simulations, another set of eight sentences
* Noise Reduct_mrthe far-er_ld speaker_ is inactive(k) = was used. The level of the near-end noise was varied such that
g) sgghtgﬁdn:g:ghone signal consists of only near-engl, segmental echo-to-noise rat®KG SN RY) at the micro-
. SFi)ngIe Talkonlythéfar—end speaker is active butnear—enD one was between’ dB gnd 3(.) dB. .
) ' For the double talk simulations, a setup with near-end

noise may be present. . .
- Double Talk both, near-end and far-end speakers are S neech, near-end noise, and far-end speech was used. The input
; ! EGSNR? was between-5 dB and 30 dB and the amplitude
tive, near-end noise may be present. " . .
: of the far-end signal was adjusted such that the echo had the
The sampling rate was 8 kHz and the parameters of the spec-
. . ) . . same mean power as the near-end speech.
tral analysis/synthesis as defined in Section Il were as follows:
overlap lengthL, = 128, frame lengthM/ = 256, and frame A |nstrumental Evaluations
length after zero paddingy = 512. In simulati h . h d ech ilabl
For the psychoacoustically motivated weighting rule, the n S'mllj ations w er$ noise, speec ,Ian lec 0 are ";‘]‘.’ar']a N
noise attenuation factaf,, and the residual echo attenur:ltior?‘ep""r"’Itey we can perform instrumental evaluations which are

factor(, are the parameters with which the attenuation of noigéherwse not possible. In particular, to study the effect of the

and residual echo can be adjusted. When these parame‘?é’i%tf”ter on these signal components, the separate components
are set to¢, — 0.01 and to¢, — 0.0003, a sufficient and of the input signal can be processed using several copies of the

well-balanced attenuation results. For thE*S4 weighting Postfilter. _ _
rule, the parameterg, = 0.16 and7; = 0.025 were chosen For the instrumental evaluations we use the following mea-

psychoac.
weighting

analysis
synthesis

S(0)

to achieve approximately the same residual echo and nors&e€s:

reduction for the double talk condition at 0 dB SNR. Hence, the * the noise attenuatio’v A, defined as the mean ratio be-

instrumental distortion measures and the listening test results tween the input noise power and the output noise power;

can be directly compared. * speech attenuatiofi4, defined as the mean ratio between
For the noise reduction case, the decision directed approach the input speech power and the output speech power;

for estimating thea posterioriSNR is one of the key elements  * segmental signal-to-noise ratt?GSNI;_,, as a mea-

for reducing the amount of musical noise [35]. It is important ~ sure for the speech distortion using the clean near-end

that the factor,, in (25) is chosen correctly. It determines the speech as the reference [47] (tbeverthe SEGS N R%

tradeoff between musical noise suppression and speech distor- the stronger the distortion);

tion. In our simulations, we use, = 0.98in (25) for estimating * cepstral distanc€' D, also as a measure for the speech

SNR; (). distortion [47] (thehigherthe C D, the stronger the dis-
As residual echo and noise have inherently different charac- tortion);

teristics, a different smoothing factag, must be used for esti- * ERLEc, the echo return loss enhancement achieved by

—57

mating SNV R;(£2). We found thaky, = 0.90 leads to a good the echo cancelet i.e., the mean ratio between the echo
compromise between residual echo attenuation and near-end power and the residual echo power;
speech quality degradation during double talk. e FRLEqg, the echo return loss enhancement resulting

The masked threshold was estimated with the algorithm from  from both, echo cancellingndpostfiltering, i.e., the mean
the “Psychoacoustic Model 2” of the MPEG-1 audio coding ratio between the echo power and the power of the residual
standard [38] adapted to the sampling rate of 8 kHz. echo after attenuation by the postfilter; the contribution of

To simulate the echo, the loudspeaker-room-microphone the postfilter itself then i€ RLE-y — ERLE~ (mea-
system was modeled by a time-invariant FIR filtérof about sured in decibels).
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Fig. 6. Noise reduction—instrumental measurement data obtainBiy. 7. Single talk—instrumental measurement data obtained from simu-
from simulations of theH /™2 weighting rule &) and the HX5#  |ations of theH 7~ ? weighting rule &) and theff “< weighting rule 6).
weighting rule 6).

1) Noise Reduction Resultdn Fig. 6, the instrumental mea- pulse response), it does not achieve a sufficient echo attenuation;
suresN A, SA, SEGSNR;__,andCD are plotted as functions ERLEc is only 10 dB to 20 dB. Together with the postfilter,
of the input SNR for the noise reduction situation. By comparirigowever, when there is only weak noise, the system achieves
the values ofV A we see that with the previous parameter choicd echo attenuation of about 40 dB for both weighting rtles.
and forSEGSNR? > 5 dB, the psychoacoustic rule results ifNote that the differenc€ RLEc g — ERLE does not entirely
about 1 dB less noise reduction. This can be explained by tigfch the desired attenuation of 35 dB. This can be explained by
fact that if less noise is present a relatively larger part of it &1 imperfect estimation of the residual echo PSD and the pres-
already masked by the near-end speech and, consequently, §8§§ of noise. _ _ -
noise reduction is necessary. For the high-SNR cases, the sigThe stronger the noise, the lower is both, the additional echo
nificant increase in th& EGSNR:__ measure is also due toa}ttenuation caused by the postfilter and the total echo attenua-

the more effective masking of noise by speech, and correspofi@8- This is a desired effect of the weighting rule, as the strong
well to results reported in [40]. The speech attenuafichof ~NOIS€ already masks much of the residual echo. The noise atten-
the H INP rule is generally somewhat lower than the speech %’tgt';’:(jv 2‘?) z%pg;dtﬁg‘,}\bg fjgo attenuation and is between 15
tenuation of theH/ >4 rule. TheC D measurement values are :

3) Double Talk ResultsThe double talk results are summa-

almost exactly the same for both weighting rules. . ) L .
2) Single Talk ResultsThe mean results for single talk Sim_nzed in three plots in Fig. 8. Note that the total echo attenuation

ulations ¢(k) = 0) are plotted in Fig. 7 as functions of the _ _ o _
ctually, for the single talk case the attenuation of both weighting rules is

1
echo-to-noise rfat'o' S'nc.e.the eCh_O canceler has only halfrﬂj?h more a choice of parameters than a system limitafiddl E¢ » could
the necessary filter coefficients (with respect to the LRM inbe increased if necessary.
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Fig. 8. Double talk—instrumental measurement data obtained from simulations Btf& weighting rule <) and theH ™54 weighting rule 6).

FERILFEcy and the noise attenuatiod A are practically iden- on listening tests to find the decisive difference between the two
tical for both, theH!N? and theH 54 weighting rules. The methods.
overall speech attenuatidi is again lower for théZ /¥ rule. In thenoise reductiomode, thed !V weighting rule results

Viewed from the echo canceler, the interference is now nista more natural speech reproduction thanite’ 4 rule. The
only the near-end noise, but also the near-end speech. This iswasturalness and spectral characteristics of the original noise are
flected by alowel? RL E- than for single talk. As expected, thepreserved with both approaches and for stationary noise no ar-
total attenuatiod’ RL E«y is much stronger thaB RLE -, yet tifacts are audible. As a matter of fact, the residual noise sounds
again not as strong as for single talk. This effect of the weightiriige an attenuated version of the original noise.
rules is desirable, since the near-end speech also masks some Dliring single talkand if no near-end noise is present, there
the residual echo, and the lower additional attenuation by tReno significant difference between the results of the two
postfilter causes less distortions of the near-end speech.  weighting rules. Both succeed well in attenuating the residual

. _ echo; depending on the level of background noise, only a very
B. Auditive Evaluations weak “whispering” can be heard.

From the previous instrumental measures we hardly find For thedouble talksituation, the differences between both
objectively measurable advantages for the psychoacousticaigighting rules are most notable since both noise and residual
motivated weighting rule. All measurement curves for botecho are present. We performed informal listening tests for
weighting rules coincide relatively well for all operating modestationary conditions (0 dBEGSN R;) and conditions with
except for highelSEGSNR;, values for the noise reductionrapid changes in the echo path. The latter condition results in a
condition, where théZ /N weighting rule leads to less speecthigher level of residual echo. Nine expert listeners (only one of
distortion. them familiar with echo cancellation algorithms) participated

Since none of the weighting rules can be given the prefenthese tests. Eight phonetically balanced speech samples were
ence on the basis of instrumental evaluations, we have to relfered for each condition. The listeners were asked to select
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the weighting rule which appeared to have the highest outmrder would be required to achieve a sufficient echo attenua-
quality and the least annoying remaining echo. For the stin, an echo canceler of considerably reduced order and thus
tionary condition the psychoacoustically motivated weightingf much lower complexity can be used instead. The lower-order
rule H/NP was preferred in 97% of all cases. For the nonstacho canceler converges faster and is also more robust in the
tionary echo path théZN? rule was preferred in 75% of all presence of strong background noise and near-end speech. The
cases. Questioned after the tests, all listeners reported thatréreaining residual echo and the noise are then attenuated by the
psychoacoustic rule delivered a more natural speech signal gadgtfilter. Using a state-of-the-art NLMS-adapted variable-step-
that the remaining echo was more noise-like and less annoysige echo canceler with 200 coefficients, the proposed echo and
than for theH ©°4 rule. In contrast, the remaining echo usingoise reduction algorithm runs in real-time (floating point) on a
the H54 was clearly recognizable as a speech signal and @0 MHz Alpha PC.

near-end speech sounded more metallic and less natural. It can

be argued that this perceived improvement is to some extent APPENDIX

caused by computing thE VP weighting rule partly in the DERIVATION OF THE TRANSFERFUNCTION F(2)

critical band domain rather than in FFT bin& {°4). The
calculations in the critical band domain, i.e., the calculation of
the masked threshold, lead to perceived improvements in the D(Q) = 1 D(Q) F(Q) #£1. (41)
reproduction of the near end signal as they smooth out some of 1-F(Q) ’

the annoying residual echo and noise fluctuations. B(2) can now be written as a function () andD(Q) by
combining the previous result with (6)

VII. SUMMARY AND CONCLUSIONS F(Q)

B(Q) = ————=— D().

In this paper, algorithms for combined acoustic echo cancel- ) 1-F(Q) )

lation and noise reduction were studied. The proposed syst@&kuming thatt(12) is constant, the power spectral density of

consists of a conventional, NLMS-adapted echo canceler gk residual echo is

relatively low order and a frequency domaiostfilter in the

sending path of the system. The postfilter attenuates both Ry (Q) = ﬂ

residual echo and noise. 1-F(Q)
First, it was described how a “conventional” (nonpsycho@n the assumption of a real transfer functibi(2), we then

coustically motivated) weighting rule for noise reduction capave

be extended to also attenuate residual echo. The main idea is <

By combining (4) and (6) and solving fdp(€2) we get

(42)

2
Ry,(Q). (43)

that residual echo and noise should be treated separately. ThisAg, (2) =
achieved by first estimating “separate” signal-to-residual-echo

and signal-to-noise ratios and by then calculating a“combine\%’here Ry4() can be estimated directly from the estimated

estimate. echoJ(k)
Secondly, a psychoacoustically motivated weighting rule was '

derived. The objective was to attenuate the residual echo a{%(IJrI? ;?%?;T:rxgi }/\(/;;:an write the PSD of the echo as a func-
the ambient noise with some predefined factor. The weighting dd

1— F(Q)) Ry, F(Q) eR, F(Q) ;é(414)

2

rule was then designed such that the residual echo and noise 1
components deviating from the desired level were just masked Raa() = ‘1_71:(9) Ra,(Q)
by the near-end speech. )
For both weighting rules, a major challenge consists in “bal- _ < 1 ) R ()
ancing” the attenuation such that only a constant level of noise 1-F(Q) dd AT
can be heard in the output signal even when the residual echo is F(Q) eR, F(Q)#1. (45)

relatively strong. . )

By adjusting the attenuation parameters, both weighting ruf{ﬁgat'qns (44)_and (45) are well defined for any(2) # 1
were tuned such that no significant difference could be fouffich in practice means that the echo canceler delivers a
in instrumental (objective) evaluations: all measures for noi§@NZero estimate so that($2) # D((2) for all frequencies
attenuation, residual echo attenuation, and speech distortion\’é{%’rED(g) # 0. . .
close to each other (except for the noise reduction condition”SSUMiNg mutual statistical independence between the
where theEINP rule shows a clear advantage). near-end speeci(k), the noisen(k), and the echd(k) or the

However, listening tests revealed that the psychoacoustici |du.al ec:]ub(k), we Ca}? wntg tT]e pov;]/er spectral de”j'“.es 0';
motivated weighting rule is mostly preferred by listeners. It rdfie microphone signaj(k) and the echo compensated signa

sults in less annoying residual echo, better speech quality, éft%i) as

no artifacts in the residual noise. _ Ryy(Q) = Ros () + Ry () + Raa(Q) (46)
It should be pointed out that the postfilter approach can ac-
tually help reducing the total computational complexity of a Ree() = Ry (1) 4+ R (2) + Ry (2). (47)

SySt_em for aCQUSt'(:_ echo cancellation and noise redUCt'or?' IriThe assumption is motivated by observations showing#i{&t) generally
environments in which normally an echo canceler of very higihanges much slower than the spectrum of the estimated echo.
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By subtracting (47) from (46) and inserting the expressions (44j16]
and (45) forR,,;, (£2) and Ry(£2), respectively, we get

Ryy(Q) — Ree() = Rua(2) — Ry () [17]
_1-FAQ)

- P s

= 1 J_r ?—Eg; Ry(Q), F(Q)#1. (48) g

Solving [20]

[1 = ()] [Ryy (2) -

(@] = L+ F@)] R(®) (49)

for F(2) directly leads to (8).
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