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Adaptive Intrusion Detection in Edge Computing
Using Cerebellar Model Articulation Controller

and Spline Fit
Gulshan Kumar ,Member, IEEE, Rahul Saha , Mauro Conti , Fellow, IEEE, Reji Thomas ,

Tannishtha Devgun, and Joel J. P C. Rodrigues , Fellow, IEEE

Abstract—Internet-of-Thing (IoT) faces various security attacks. Different solutions exist to mitigate the intrusion problems. However,

the existing solutions lack behind in dealing with heterogeneity of attack sources and features. The future anticipated demand of

devices’ connections also urge the need of new solutions addressing the concerns of time consumption and complexity. In this article,

we show a novel solution for the intrusion detection in IoT framework. We configure the intrusion detection in the edge computing layer

so that the effect of the attack is not propagated to the clouds. Our solution uses cerebellar model articulation controller with kernel

map. This combination is very new in the direction of intrusion detection; hence, it emphasizes the novelty of our proposed intrusion

detection solution. We name our solution as Cerebellar Model Articulation Controller based Intrusion Detection System (CMACIDS).

Additionally, we use spline fitting to the kernel mapping for the model fit; this adds on another novel contribution to CMACIDS. The

results obtained with our detection system are compared with the state-of-the-art solutions in terms of complexity, false alarms, and

precision of detection. The analysis of the comparative study proves the efficiency of the solution and makes CMACIDS suitable for

IoT paradigm.

Index Terms—Intrusion, IoT, edge, learning, artificial intelligence, kernel, cloud, spline

Ç

1 INTRODUCTION

THE present technology evolution centers around Inter-
net-of-Things (IoTs). Healthcare, transportation, supply

chain management, manufacturing industries are some of
the dominant application areas of IoTs. In such applications,
all the connected devices communicate with the user-driven
commands from mobile devices [1], [2]. Technology predic-
tions give the hint of increasing number of connections by

each year; the commencement of 5 G and beyond signifi-
cantly contributes to the exponential growth of IoTs [3]. The
manufacturing industry, e-healthcare, smart home, smart
city, smart cars, supply chain management, etc., use IoT
infrastructure [4], [5], [6]. Among various proposed archi-
tectures and frameworks, two-tier and three-tier architec-
tures of IoTs are more popular [7]. A basic 3-layered
architecture of IoT infrastructure consists of perception
layer, fog layer, and cloud. We show a schematic diagram
of the connection of these layers in Fig. 1. Perception layer
and fog layer combined known as edge in IoTs.

Basically, IoT architecture and/or framework has two
major layers: perception and communication. In the percep-
tion layer, the devices connect to the IoT and communicate
with other devices. The intermediate layer(s), such as fog
layer (depending on architecture), helps in reducing the
delay of the communication between the cloud and the per-
ception layer. The huge number of device to device commu-
nication, increases protocol varsity, large attack surface, and
the increased sophistication of attack vectors compromise
the benefits of IoTs in terms of security. The predicted num-
ber of device connections over 20 billion increases the data
volume in zettabytes and more; similarly, the large attack
surface also increases the possibility of zero-day vulnerabil-
ities. This is enough to create a massacre of data stored in
the cloud if managed casually and security is not assured.
However, security and privacy have always been concerns
in networking. With IoT, these issues increase manifold as
the vulnerability space is larger than the conventional net-
working technology [8], [9]. Various attacks, both passive
and active, on IoT applications need special security
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protocols and algorithms. It is well known that by enhanc-
ing the functionalities of the security approaches, intrusion
detection comes into existence and has been considered as
the first step of defence in any security framework [10]. Var-
ious intrusion detection approaches have been introduced
in recent times for wireless networks and some of them are
applicable to IoT as well. However, their performance are in
question due to their convergence time, increased complex-
ity, lack of heterogeneity assumptions, and high resource
consumption; thus, those approaches need rigorous update
or extension. Therefore, it motivates us to research for an
intrusion detection framework in IoT that provides low
latency, less energy consumption, and less complex. Fur-
thermore, as the devices join the network in the perception
layer of IoT framework, it is better to include an intrusion
detection mechanism in the edge computing layer, com-
posed of both perception and fog. As the devices in the per-
ception layer are resource-constrained, the developed
intrusion detection must be less complex to make it suitable
for resource-constrained environments. Therefore, in our
present work, we develop an intrusion detection model for
IoT using Cerebellar Model Articulation Controller
(CMAC) and Spline Fit. This approach makes the detection
process automated and learning-based.

1.1 Motivation and Contribution

The increasing demand of devices and communication
pose serious insecurity probabilities on IoT infrastructure.
Even though various security solutions exist, the sophisti-
cation of the attackers’ tools make it necessary to update
the solutions. Therefore, in our proposed approach, Cere-
bellar Model Articulation Controller based Intrusion
Detection System (CMACIDS), we follow a new strategy
of learning with cerebellar model and also use b-spline fit
for system stability which is never explored before in the
existing literature. We use reinforcement learning with
cerebellar model in the control actions based on activated
weights. Reinforcement learning provides the benefits of i)
adaptability, ii) reinforcement learning does not require

large labeled datasets, iii) bias resistance, iv) goal-oriented
and consideration of sequence of tasks, and v) long-term
sustainability due to reinforcement. The benefits of rein-
forcement learning and CMAC urge to experiment our
work with CMAC and b-spline fit. The main contribution
of the present work is as follows:

� We address the problem of intrusion detection in IoT
framework and provide a solution to the problems
of multidimensional enablers of perception. The
solution is configurable in edge computing layer
leveraging the perception layer complexities.

� The combination of cerebellar model articulation
controller for automated learning and classifica-
tion, kernel maps for feature extraction and vector
generation, and spline curve fitting for fast stabili-
zation of the system provides a novel and benefi-
cial feature for CMACIDS. The model articulates
based on the weight vectors and each stage it
provides a solution converging faster towards the
global optima. Thus it names after model articula-
tion controller.

� The enablers help to create the feature extraction
process multi-dimensional leading to more accurate
detection and less false alarms. Cerebellar model
articulation controller uses reinforcement learning
and provides the advantages of linear memory
usage, pipelined hardware, least square error with-
out learning rate tuning. The experimented analysis
and comparative study based on various type of
attack detection, latency and complexity confirm the
superiority of the presented work.

The practitioners (academia and industry) can use the
proposed cerebellar model on the servers of a Security
Operation Centre (SoC). Besides, being the less complex
and low resource consumption method, cerebellar articula-
tion with spline fit provides and efficient framework for IoT
intrusion detection. Therefore, any IoT framework aiming
for security operations can include our proposed approach
with the benefits of ease of convergence to the optimum
detection capability, pipelined hardware, linear memory
usage, and auto-learning feasibilities.

1.2 Organization

The rest of the paper is organized as follows. Section 2
reviews the recent times development in the direction of
intrusion detection. Section 3 explains the technical features
and functionalities of the proposed approach. Section 4
shows the results. Section 5 concludes the paper.

2 RELATED WORK

In this section, we review some of the recent works in the
direction of intrusion detection in IoTs. We segregate the
approaches into two parts. The first part considers intrusion
detection models available for IoT-based applications and
the second part discusses some general intrusion detection
approaches for Wireless Sensor Networks (WSNs) as WSNs
are the integral parts of the IoT infrastructure.

Initially, some machine learning-based approaches have
been identified for intrusion detection in IoT [11], [12].

Fig. 1. Generic IoT framework.
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Among them, Restricted Boltzman Machines for intrusion
detection has been proved significant due to its unsuper-
vised learning methodology and high feature extraction
ability from the data generated by sensor infrastructure [13].
In this method, different classifiers are used for training on
the basis of extracted features which provide detection accu-
racy. However, the feature loss problemwith a high number
of feature extraction is a concern in this method. Following
the same line, deep migration learning is also used for fea-
ture extraction and implemented in the intrusion detection
for smart cities’ [14]. Though this method claims to be effi-
cient but, it is not well suited for edge computing. Worm-
hole attack prevention for IoT based Routing protocol is
considered for low power and lossy network [15]. Received
Signal Strength Indicator (RSSI) used for intruder detection
may lead to camouflage attacks. Adversarial reinforcement
learning method has also been used for the intruder detec-
tion that includes the environment’s behavior for the learn-
ing process [16]. The main drawback of this iterative two-
staged agent-based learning process is the complexity to tol-
erate minimum latency. Moreover, the dynamic changes in
the environment may result in ‘non-negotiable recursive
adjustment’ with null. The ‘fuzzy’ and ‘fast fuzzy’ pattern
tree techniques for maliciousness detection are other signifi-
cant contributions in IoT security [17]. The use of fast fuzzy
patterns gives good accuracy value of the detection. How-
ever, with the huge amount of heterogeneous data this
approach falls apart with the curse of dimensionality prob-
lem and increased computational complexity. This is one of
the techniques used for the performance comparison in the
present study. Game-theoretic detection of intrusion has
also been experimented recently [18]. The approach uses
the incentive mechanism for intrusion detection to get the
optimal solution. Further, a punishment-appeal step is also
induced to avoid compromising behavior among the nodes.
Though the approach is novel, it is unable to prove its
strength in the environment of IoTs as the number of nodes
(devices and connections) is large and optimal solution for
the incentive is complex with dynamic situations. Energy-
efficient and quick detection of intrusion is well experi-
mented based on Gaussian distribution [19]. The method
emphasizes on the connections among nodes and estab-
lishes a relationship among the network parameters and the
detection capability. However, being a very dynamic het-
erogeneous network, the prediction of deployment with
Gaussian distribution is not the best suit for the real IoT
environment.

Apart from the machine learning approaches, recently
developed blockchain solutions for intrusion detection in
IoTs are noteworthy [20]. One such approach uses block-
chained signature-based intrusion detection system that
updates the trusted signature database incrementally and
collaboratively. It removes the indulgence of trusted
intermediaries for verification by utilizing the distributed
architecture of blockchain. The process claims to be efficient
but with the increasing number of device connections, the
collaborative consensus time increases which may lead to
mismanaged intrusion alert generation and detection. As a
part of IoT, automated systems also require an intrusion
detection mechanism. An approach for Building Automa-
tion System (BAS) uses a ‘context-aware data structure’ by

modeling the heterogeneous information acquired from
building assets [21]. It then analyzes the data structures
with anomaly-based detection mechanism with suitable
learning methods. Hierarchical data management and its
intrusion detection with ‘low false-negative’ is a necessity
in real-life implementations. Especially, the anomaly-based
intrusion detection techniques are more prone to have this
problem.

Learning-based hierarchical intrusion detection with
sub-classes is an efficient solution to address this prob-
lem [22]. However, the approach does not confirm the con-
textual segregation of hierarchical data which may lead to
privacy breach in later stages. Artificial neural network-
based approach for intrusion detection is worth mentioning
here [23]. This approach is basically used for deep packet
inspection; the authors have implemented the process for
offline shell-code detection only. IoT deals with online data
in huge amount and therefore, the approach is not appropri-
ate for the IoT infrastructure. It requires an extension for IoT
applicability. Researchers also use semi-supervised learning
approach for generating intrusion detection framework for
IoTs [24]. The learning process is configurable in the fog
layer with Extreme Learning Machine (ELM) and Fuzzy C-
Means to obtain faster detection rate. This approach is dis-
tributed in nature and enables attack detection and net-
works edge. The process claims to be efficient in lowering
the detection time and with moderate-to-high detection
accuracy. This approach along with fuzzy’ and ‘fast fuzzy’
pattern tree techniques has been chosen for the performance
comparison in the present study.

Apart from the above IoT-based solutions for intrusion
detection, some generic solutions for WSNs, Mobile Ad hoc
NETworks (MANETs) and mesh networks are worth men-
tioning here to know the current status of all the major
intrusion detection models in the reecent years. Black hole
attack is one of the major intrusions in MANETs. A fuzzy-
based solution to address this problem is noteworthy [25].
Approaches are also developed to detect a Denial-of-Service
(DoS) attack. Such an algorithm uses Radial Basis Functions
(RBF) and Support Vector Machine (SVM) with AdaBoost
to improve the performance of the detection and classifica-
tion [26]. Another DoS detection-based solution has been
investigated with low power consumption [27]. Multiple
support vector machine and genetic algorithm-based fea-
ture selection are also under consideration by the research-
ers [28]. Though the authors have not confirmed its
applicability in IoTs, we select this algorithm as one of the
candidates for comparing the results obtained with the pro-
posed approach. Jamming attack detection uses a Network
Intrusion Detection System (NIDS) with Dempster-Shafer
Theory of Evidence [29]. A game-theoretic approach has
received attention due to its ability of prediction for attack
patterns [30]. The model uses auto-regression and claims to
balance detection efficiency and energy consumption. Sig-
naling game has also been executed earlier [31]. Intrusion
Detection System (IDS) functions are utilized in many ways to
achieve a practical solution for intrusion detection specifically
for mesh networks with energy constraints and collaborative
attributes [32]. This approach aligns to the consideration of traf-
fic agnostic and traffic-aware centralized and distributed algo-
rithms [33]. Earlier, the cooperativeness of these approached
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has been emphasized thoroughlywithmulti-objective optimiz-
ing problems [34].

The above discussion shows that a number of research
works are available in the literature to solve the problem of
intrusion detection in IoT and non-IoT perspectives. Each of
them has its pros and cons. With the increasing number of
devices and the requirement of lower power consumption,
higher accuracy, and less latency urge to develop a new
solution, which results in our present solution of intrusion
detection in IoTs as CMACIDS.

3 CMACIDS APPROACH

The proposed approach addresses the intrusion detection
issues in the perception layer of IoT-Cloud interfacing net-
works. We define an adaptive learning approach using the
Cerebellar Model Articulation Controller (CMAC) and also
have used Spline interpolation for the best suit detec-
tion [35], [36]. We name our proposed model ”CMAC based
Intrusion Detection with Spline (CMACIDS)”. The selection of
this method for our proposed work is majorly derived from
the advantages of the method including less computational
complexity, one step convergence, linear memory usage,
applicability in a significant noisy network environment
and automated classification process. To the best of our
knowledge, CMACIDS is the first intrusion detection
method to apply cerebellar model with b-spline fit and ker-
nel maps obtaining certain advantages for IDS in IoTs. To
realize our novel intrusion detection, CMACIDS approach
gathers the network data by the intrusion analyzer installed
in the edge level of IoT cloud interface.

3.1 System Model

We show our proposed model of CMACIDS in Fig. 2. We
keep the basic three-layered functionalities of the generic
IoT framework intact in the framework. However, we add
an intrusion analyzer to the generic IoT framework. It is a
combination of functionalities included in the fog layer.
These functionalities, e.g., routing, switching, local storage,
etc. can be included in any device in the fog layer as per the
requirements. In the present work, heterogeneous devices
associated with the ’edge’ generate heterogeneous data. By
heterogeneous data, we mean that the application scenarios
of the devices. As in the perception layer various devices
connect, their application areas may differ, and moreover,
the types of data they are transmitting also differ. Therefore,

we try to get the extracted features from this to have a suit-
able detection mechanism. These extracted features help in
generating probe vectors. Probe vectors are given input in
Cerebellar Model Articulation Controller Engine (CMAC
Engine). We use spline interpolation for the better fit of the
data classification. Once the classification is done properly,
malicious detection verifies, and accordingly generates
alerts depending on the sensitivity of the risk along with the
necessary information. CMAC engine is responsible for
model articulation and interpolation.

The Detection and Alert (DEA) performs the task of risk
sensitivity calculation and updating the risk threshold val-
ues. Once the detection is done, the intended device or ser-
vice is blocked. The system modeling of the proposed work
has been classified in the following subsections: i) Network
feature extraction, ii) Probe vector generation, iii) Learning
through Cerebellar Model Articulation Controller (CMAC), and
iv) Detection and update and spline fitting.

We provide a list of notations and symbols along with
their descriptions and equation reference(s) in Table 1.

3.2 Network Feature Extraction

The perception layer constituents are shown in Fig. 3. Three
basic modules: Radio Frequency IDentification (RFID), Wire-
less Sensor Network (WSN) and RFID based Sensor Network
(RSN) are the basic enablers for Edge-to-Cloud computing
networks [37], [38], [39]. Referring to Fig. 3, we observe that
the perception layer consists of various devices, sensors and
RFIDs. Each of these nodes having their different data accu-
mulation process. Therefore, CMACIDS collects these vari-
able data and performs the kernel feature extraction for
generating probe vectors. As a result, CMACIDS is able to
handle the stochastic nature of input from the network traffic.

All these enablers are responsible for the data acquisition
and transmission and the heterogeneity of the data is the
outcome. Therefore, network probe vectors are essential for
conceptualizing the network behavior and analysis for mali-
ciousness. Network probe vectors are generated by Kernel
Feature Extraction technique [40]. As the network data is

Fig. 2. CMACIDS system model.

TABLE 1
List of Symbols and Notations

Description Symbol/Notation Equation no.

High dimensionality space S (1), (3), (4), (5)
Non-linear mapping T (3), (4), (5), (6)
Dot product of two elements < : > (1), (2)
Kernel function K (1),(2)
Within class scatter matrix ST

W (3)

Between class scatter matrix ST
B (4)

Learning decaying factor D (11)
Learning rate L (11),(12)
Learning sensitivity function mðôtiÞ (11),(12),(13)
Cost function of switching & (14)
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enormous, kernel technique helps to extract the features
with fast iterations and it additionally ensures precision.
Also, kernel feature extraction method provides enough
power of nonlinear discriminant for the classification of lin-
early non-separable classes. The basic idea of using this
method is to transform the multidimensional network
device data properties (data in transaction and device
behavior) to a high dimensionality space, ‘S’ via non-linear
mapping, ‘T ’

T Rd ! S; x7�!T ðxÞ;
where Rd is the multidimensional sample space. The
mapped space is non-linearly related to the original space
that contradicts the curse of dimensionality problem [41].
Therefore, we use kernel function to obtain T ðxÞ. Other-
wise, linear classifiers, Radial Basis Network (RBN) or,
boosting algorithms are also applicable for the mapping
process; it is applicable ifS is not too high and less complex
mapping is observed. Thus, the use of kernel functions in
the present proposed approach helps to compute the dot
products of the mapped samples in ’S’ such that the follow-
ing equation holds.

K ðx; yÞ ¼ ð< x; y > Þ ¼< T ðxÞ:T ðyÞ > ; (1)

where < : > is the dot product. Similarly, for the polyno-
mial distributions the above equations can be re-written as

K ðx; yÞ ¼ ð< x; y > Þn ¼< T ðxÞ;T ðyÞ >n; (2)

where, n is the degree of the ordered products for x.
Let, fT ðx11Þ;T ðx1

2Þ; . . .:;T ðx1
N1Þ;T ðx2

1Þ; ::; :T ðxc
NCÞg rep-

resent the mapped samples in ’S’ space. Then within the
class and between the class, scatter matrices are denoted as
ST

W andST
B and are given by

ST
W ¼

XC
i¼1

XNi

m¼1

T ðxi
mÞ �MT

i ÞðT ðximÞ �MT
i ÞT ;

¼ ðT �T GÞðT �T GÞT ; (3)

ST
B ¼

XC
ði¼1Þ

NiðmT
i � mT Þ;

ðmT
i � mT ÞT ¼ ðT U � T LÞðT U � T LÞT ; (4)

where, mT is the sample mean mapped data, mf
i is the sam-

ple mean of the ith class, and T is the mapping matrix
whose columns are mapped with training set samples in
S. G ¼ diag½G1;GC � 2 Kðm�mÞ diagonal matrix and Gi 2
KðNi�NiÞ is a matrix where all elements are 1

Ni
. U ¼

diag½u1; u2; . . .:; uC � 2 Kðm�CÞ, block-diagonal matrix and ui 2
KðNi�1Þ is a vector whose entries are all 1ffiffiffiffi

Ni

p . L ¼
½l1; l2; . . .; lC � 2 Kðm�CÞ, matrix where li 2 Kðm�1Þ, a vector

whose elements are
ffiffiffiffi
Ni
m

q
ðNiÞ. The principal components are

calculated by solving the eigenvalue problem as

gw ¼ ST
T w; where ST

T w ¼ ST
W þST

W; (5)

w ¼
XC
ði¼1Þ

XðNiÞ

ðm¼1Þ
aijðFðxi

mÞ � mT Þ ¼ T �T lma; (6)

Substituting Equation (5) in Equation (6) we get

g �K a ¼ �K 2a ) ga ¼ �K a; (7)

Where �K ¼ K � lmK �K lm þ lmK lm 2 K ðm�mÞ and
K 2 K ðm�mÞ is given by as follows:

K ¼ T T T

¼ ðK ij
mn ¼< Fðxi

mÞ;FðxjnÞ
> ¼ K ðxi

m; x
j
nÞÞði;j¼1::;C;m¼1::;Ni;n¼1;::NjÞ;

There are at most m� 1 eigen vectors corresponding to
non-zero eigen values of �K . Since w1; w2; . . .; wðm�1Þ must be
orthonormal set, the vectors aj must be normalized in a
way such that the above condition holds true. Then, we
select the most significant n eigen vectors for the aforemen-
tioned ’feature extraction’. In our process, the extracted fea-
tures with higher eigen values are: protocol, IP address,
time, packet size, hop counts, command memory count,
command write function, response memory, control code.
In Table 2, we show the eigen values for which we have
selected these parameters from the heterogeneous data. The
table also shows the connection of these features with the

Fig. 3. Perception layer enablers.

TABLE 2
Eigen Values for Selected Features

Feature name Eigen
value

Attack relation

Protocol 0.687 IP sweep, port sweep
IP address 0.876 IP sweep, port sweep
Time 0.766 IP sweep, port sweep
Packet size 0.688 SPY attack
Hop counts 0.692 Multihop
Command memory
count

0.881 Buffer overflow,
Rootkits

Command write function 0.632 Buffer overflow,
Rootkits

Response memory 0.733 Buffer overflow
Control code 0.657 Rootkits
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attacks under consideration. We provide the attack descrip-
tion is given in Section 4.

3.3 Probe Vector Generator

Once the feature vectors are generated, all the selected fea-
tures create a feature space Fs in F . All the samples xi are
transformed in this subspace with dot product projection
using empirical kernel map [42] as

Z i ¼ T t
ðSÞFi; (9)

where Fi : xi ! Z i and is given by ðK ðxi; si1Þ;K ðxi;
si2Þ; . . . ;K ðxi; simÞÞ. The empirical kernel map is beneficial
in the adaptation of any approach. It is less complex as com-
pared to the other transformations such as orthogonal
maps. It also provides good approximation with the kernal-
ized vectors. Therefore, we choose this method for the data
probing vectors. Further, to estimate the network probe vec-
tors we apply linear regression. Given a dataset in the form
of ðZ i; oiÞ where Z i is the kernel map projection onto Fs in
F of samples xi, the linear regression reduces the Mean
Square Error (MSE) of the learning set L and outputs the
estimated vector oi which is then used with Moore-Penrose
pseudo inverse [43] as follows.

ôti ¼ Z t
iAþ bt; (10)

where, A ¼ ðZt
TZT Þð�1ÞZt

TOT and ZT ¼ ðZ t
iÞði2T Þ; OT ¼ ðotiÞði2T Þ.

The vector b is added to the estimated ’vector A’ which is
formed by adding a constant component in each vector Z t

i.
All the ôti are then given as inputs for Cerebellar Model
Articulation Controller (CMAC) for learning and classifica-
tion of intrusion detection.

3.4 Learning Through Cerebellar Model Articulation
Controller (CMAC)

We use Cerebellar Model Articulation Controller (CMAC)
for the classification of the degree of intrusion. This model
provides automated classification with reinforcement learn-
ing and shows recursively least square error without tuning
of learning rate. Moreover, the computational complexity is
OðNÞ and can be made to converge in one step with linear
memory usage and pipelined hardware. The parametric
memory cells of 4 MB have been used for this purpose,

where weights and required features are changed continu-
ously with iterations for minimizing the error. Note that
this memory requirement in the cumulative requirement of
CMACIDS process which is quite low. Thus, it satisfies the
memory utilization criteria for the applicability in resource
constrained IoTs.

We use a gradient type learning rule for updating the
weights [44]. The continuous change of leaning rate affects
the CMAC performance and we observe that the best value
of the initial learning rate L i has to be unity. The variable
learning rate equation is derived as

L ðôtiÞ ¼ L ið1�DmðôtiÞ
Xk
ðj¼0Þ

jejjÞ; (11)

where, D is the learning decaying factor, mðôtiÞ is the learn-
ing sensitivity function which is a nonlinear learning
switching function defined as

mðôtiÞ ¼
0; ðjeðkÞjmean � "Þ AND L ððk� 1Þ ¼ 0Þ
1; otherwise

�
; (12)

where " is the permissible absolute mean error. Control affine
switching function for the experimentation is defined as

mðôtiÞt ¼ FjðvðôtiÞÞ þGjðôtiÞuðôtiÞ; (13)

Where, Fj : R
n ! Rn and Gj : R

n ! Rðn�mÞ, 8j 2 t �
1; 2; . . . ;M; n is the dimension of the state vector vðôtiÞ and
m is the dimension of control vector uðôtiÞ The switching
sequence considered as: S ¼ ððt0; j0Þ; ðt1; j1Þ; . . .:; ðtk; jkÞÞ;
t0 � t1 � . . . � tk � tf ; 0 � k � 1and jk 2 t The sequence
parameter ðtk; jkÞ means that the system switches from
jðk�1Þ to jk at time tk and k denotes the number of switching.
The cost function of the switching has been considered and
mathematically derived as follows:

& ¼ CðvðôtiÞÞ þ
1

2

Z ðtf Þ

ðt0Þ
ðQðvðôtiÞÞ þ uðôtiÞtRuðôtiÞÞdt; (14)

Q and C are convex smooth positive semi definite functions
given as: Rn ! R:C penalize the state vector control effort
and R penalizes the control effort. We show a schematic dia-
gram of CMAC processing in Fig. 4.

Fig. 4. Logical representation of CMAC processing.
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We train CMAC with the cost function composed of the
structural response and the control affine function as shown
in Equation (14). We use gradient descent rule applied to
the cost function at the kth step to obtain an optimal solu-
tion. The weight update at the kth step is given by

DWl
I ¼ �h

d&k
dWl

I

: (15)

In Equation (15), h is the training rate and Wl
I are the

invoked weights. To avoid the the over-fitting issues, we
observe that the training rate must be less than equal to the
learning rate.

3.5 Detection and Update

The functionalities of the CMAC are further enhanced by
using the Kernel-Based Online Anomaly Detection (KBOAD)
technique as it is well suit for the online applicationswith ker-
nel mapping [45]. Also, multivariate traffic and kernel func-
tion Z i ¼ T ðSÞtFi have been used to generate the probe
vectors in the feature space Fs. These vectors ôti generate an
equivalent dictionary D . The feature error E from the project
of ôti to the feature space Fs are calculated. We assume the
upper and lower threshold to be #u and #l. CMACIDS consid-
ers two types of alarms for detection: alarm of severity and
alarm of sensitivity. The former one is more severe when the
observed feature vectors totally deviate from the dictionary.
The latter one is considerably less severe. The change in fea-
ture space of network measured parameters may be the rea-
son for this; these alerts are to be investigated further. The
detection process executes as follows:

If ðE < #lÞ; ôti is linear dependent on D ,
Else if ðE > #uÞ; ôti is deviated from the normal behav-

iour and ôtiD , generate the alarm of severity
else if ð#l > E > #uÞ; ôti is linearly dependent on D ,

generate the alarm of sensitivity
We further investigate the alarm of sensitivity to evaluate

the usefulness in terms of resolution. The usefulness of an
alarm generating feature vector ôti is assessed by observing
the kernel map values with respect to time t ¼ 1; 2; . . .tþ l.
If a kernel value is high, then Z i is higher and such signifi-
cant-high kernel values tell that the ôti is not malicious, it is
only shifted to a new feature space after a time interval Dt ¼
ti þ LC; where LC is the cumulative lag and l 2 LC . On the
other hand, if significant kernel values are small then Z i is
also small and ôti is detected as an anomaly. As the network
parameters are heterogeneous and a huge number of devi-
ces are connected at the perception layer, it is obvious that
after a time interval, the parameters change and as a result,
the feature spaces are also going to be changed which has
been also considered in the solution. After tþ lC , the
changes in the model lead to either of the three functions: i)
update dictionary, ii) change of alarm from severity to sensi-
tivity, and iii) change of alarm from sensitivity to severity.
For this, an update condition is evaluated and compared as
following.

XðtþlC Þ

ði¼tþ1Þ
	ðK ðx; yÞ > dÞ

2
4

3
5 > glC; (16)

where 	 is the indicator function, d is the kernel value
threshold, g is constant 2 ð0; 1Þ. If the condition is found
true, then the sensitivity of the alarm is changed to normal
behavior. However, if it is false then the alarm of sensitivity
is changed to the alarm of severity. lC is kept relatively small
as the time lag helps for precise decision.

3.6 Spline Fitting

To test the proposed approach, we apply the concept of B-
spline fitting [46]. Probe vectors are converted to the poly-
nomials of degree n� 1. The spline is made up of degree n.
Here, the feature mapped vectors are considered to be the
knots in the splines. With a given sequence of knots, up to a
scaling factor of swith respect to time lag lC , the spline func-
tionBðK Þmust satisfy the following condition.

Bðs;lÞðK Þ ¼
0; ðif T TT :T

0T
T ¼ I where T 0 is the

kernel output after l lag time and I is
the identity matrixÞ
non� zero; otherwise

8>><
>>:

:

(17)

If the kernel function produces the same kernel eigen fac-
tors even after lC lag period, it means that the spline knots
are stable, and CMAC can be performed. Detection process
becomes fast. So, the spline fit enhances the stability of the
proposed model. We summarize the overall process of the
proposed work in Algorithm 1.

Algorithm 1. CMACIDS Approach

1: Input: Perception Layer Enablers, multivariate traffic I
2: Output: Alert for Intrusion detection
3: Acquire perception enablers (network parameters)
4: Apply Kernel Feature Extraction technique

TRd ! S; x 7! T ðxÞ
5: DefineK ðx; yÞ ¼< T ðxÞ:T ðyÞ > ;
6: CalculateST

W ¼ PC
ði¼1Þ

PðNiÞ
ðm¼1Þ ðT ðxi

mÞ � mT
i ÞðT ðxi

mÞ�
mT
i ÞT ¼ ðT � T GÞðT � T GÞT

7: CalculateST
B ¼ PC

ði¼1Þ NiðmT
i � mT ÞðmT

i � mT ÞT ¼
ðT U � T LÞðT U �T LÞT

8: gw ¼ ST
T w, whereST

T w ¼ ST
W þST

W

9: K ¼ T TT ¼ ðK ij
mn ¼< Fðxi

mÞ;Fðxj
nÞ >¼

K ðxi
m; x

j
nÞÞði;j¼1::;C;m¼1::;Ni;n¼1;::NjÞ

10: Select the most significant n eigen vectors for feature extrac-
tion and goto Step 3.

11: Apply the kernel map with zi ¼ T ðS Þtôi
12: ôti ¼ ztiAþ bt

13: Apply CMAC
14: InitializemðôtiÞt ¼ FjðvðôtiÞÞ þGjðôtiÞuðôtiÞ
15: Derive learning rate as:L ðôtiÞ ¼ L ið1�DmðôtiÞ

Pk
ðj¼0Þ jejjÞ

16: & ¼ CðvðôtiÞÞ þ 1
2

R ðtf Þ
ðt0Þ ðQðvðôtiÞÞ þ uðôtiÞtRuðôtiÞÞdt

17: Set the upper and lower threshold to be #u and #land calcu-
late E on the projection of ôti to F
if ðE < #lÞ; ôti is linear dependent onD,
else if ð#l > E > ôuÞ; ôti is linearly dependent on D, gener-
ate the alarm of sensitivity
else, ôti is deviated from the normal behaviour and ôti
D,generate the alarm of severity

18: Update if : ½PðtþlÞ
ði¼tþ1Þ 	ðK ðx; yÞ > dÞ� > gl

19: Apply Spline fit for stability
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4 PERFORMANCE EVALUATION

In this section we discuss about the experimental proce-
dure, results and their comparative analysis.

4.1 Experimental Setup

The experimental setup of IoT infrastructure developed for
the present work consists of 30 end devices including 5
mobile phones, 5 laptops, and 20 sensors in the perception
layer; fog devices include two switches, two routers, and
one gateway. The experiments are performed in the Cam-
pus Area Network (CAN) with an average data transfer
speed of 100 Mbps. The technical specifications of the devi-
ces used are shown in Table 3. We consider the attacks
described in IoT attack ecosystem as in [24]: Port sweep, IP
sweep, SPY, IMAP, Buffer overflow, rootkit, and Multihop
are the attack types considered for the present study. For
authentication attacks, basic authentication vectors avail-
able from the network traffic are only used. To detect the
extended authentication attacks, a dictionary needs to be
made for identifying the authentication vectors which has

been kept for future work. The definitions of the attacks and
their generation in the our experiments are shown in
Table 4.

Synthesized Dataset. Our synthesized dataset includes one
lakh of records. we consider seven attacks as in Table 4. 50%
of the data is normal traffic and another 50% of the data is
malicious traffic with some attacks. Sweep attacks are 10%,
SPY attack is 5%, IMAP attack is 5%, buffer overflow attack
is 15%, rootkit is 10%, multihop attack is 5%.

Data Pre-Processing. In our synthesized dataset, we have
not used any pre-processing of data as the data is generated
by our own deployed network. In the available dataset such
as UNSW, NSL-KDD data pre-processing can be used to
avoid incomplete features or non-required fields.

4.2 Performance Metrics

The performance of the proposed system is evaluated and
then compared with other existing systems. The technical
definitions are; i) True Positive (TP) - indicates that a mal-
ware is correctly identified, ii) True Negative (TN)-indicates
that a benign is detected as a non-malicious application cor-
rectly, iii) False Positive (FP) - indicates that a benign is
falsely detected as a malicious application, iv) False Nega-
tive (FN)- indicates that a malware is not detected and
labelled as a non-malicious application and these definitions
can be seen elsewhere [17]. By following the aforemen-
tioned definitions, parameters for the verification of the cor-
rectness of the systems are maintained viz., accuracy,
precision, and recall. Accuracy defines the fact of the cor-
rectness of the system with the total number of truthful
detection divided by all the detection.

Accuracy ¼ ðTP þ TNÞ
ðTP þ TN þ FP þ FNÞ : (18)

TABLE 3
Technical Specification of Devices

Mobile phones
(5 nos)

Samsung Note 5 (2), Nokia Note pro (1),
Redmi Note 7 pro (2)

Laptops (5 nos) Dell Intel Core i7 (7th generation) (5)
Sensors (20
nos)

Atmel ATmega328 (5), ARM 32 b Cortex
M3STM32F103 (5),Atmel ATmega128 L (5),
Jennic JN5148 (5)

Switch (2 nos) Cisco SG350-28-K9-EU 28-port Gigabit
Managed Switch

Router (2 nos) Cisco ISR4221/K9 Router
Gateway (1
nos)

Cisco ASR 1000

TABLE 4
Attacks Definitions

Attack type Attack definition Generation of attack

IP Sweep An address sweep occurs when one source IP address
sends a predefined number of ICMP packets to various
hosts within a predefined interval of time.

We create a separate system as an attacker; it sends
ICMP echo packets to the nodes in the configuration

Port Sweep A port scan is an attack that sends client requests to a
range of server port addresses on a host to obtain an
active port and exploiting a vulnerability of that
service.

We send general service requests to all the ports, the
responses from the ports give the active ports and
further port-based attack is created.

SPY attack Transmits spyware (malware) with normal traffic flow. We use a port-based service on the open port of 443
with a spyware to detect the hashes and logins in a
system

IMAP
attack

Malicious access to IMAP Server may use password
spraying, DNS listing, etc.

We disguise with an permissible IP address and try to
ping to the IP address of IMAP server

Buffer
overflow

Transmitting data more than the capacity or predefined
threshold of traffic flow so that data overflows into
adjacent memory spaces and thus corrupting data,
generally executed by transmitting shellcode.

We use malfunctioned pings to create this attack with
extra parameters in the operation field of the payload

Rootkit Rootkits work as malware usually transmitted with
network traffic so that once it is installed, it can bypass
the access privileges or gain the administrator control.

We create a rootkit and put in inside the data packet

Multihop Disguises or camouflages the source of malicious traffic
as multiple adversaries chain together as multiple
proxies; identification of the original source is hard.

We use the tor command and control, a multicast
address of attackers from the environment to launch
this attack with flood
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Precision defines the fact of the correctness of the system
with the total number of intrusions correctly detected.

Precision ¼ TP

ðTP þ FP Þ : (19)

Recall defines the fact of the correctness of the system
with the ratio of malware samples that are correctly pre-
dicted as per the total number of samples.

Recall ¼ TP

ðTP þ FNÞ : (20)

The three existing algorithms are chosen for performance
comparison of the present model [14], [17], [24]. The reason
for choosing these three existing approaches are due to their
similar features of learning mechanisms, dealing with het-
erogeneous data. In the comparative analysis, we only

adopt the methodology from the literature and apply them
on our synthesized data to evaluate the performance. For
our synthesized data, we follow the format of NSL-KDD
dataset; it considers the following attributes: source and
destination IP address, source and destination ports, CPU
usage, memory usage, access controls, buffer size, interme-
diate hops, service requests and flags for TCP connections,
number of ECHO packets, inbound and outbound traffic
size, timestamps, and format of tor command.

4.3 Results and Discussion

The comparison of the mentioned attributes is shown in
Table 5. Table 5 shows that the proposed model is better in
accuracy and achieves 100% of performance in precision
and recalling the event. The reinforcement learning in the
system and suitable method of kernel feature extraction
have assisted for this advantageous performance. We also
measure the candidate models of [14], [17], and [24] with
the same network model and system configuration.

Further, attacks in increments of variations have been
created to extend the above results and the behavior of the
algorithms have been analyzed. The accuracy parameter is
used for comparing the behavior with respect to increased
variations and number of attacks and is shown in Figs. 5a,
5b, 5c, and 5d. In this study, four attack scenarios are con-
sidered; i) Scenario 1 considers sweep attacks including
Port sweep and IP sweep and for that 50% Port and 50% IP
sweep attacks are executed with the number of attacks

Fig. 5. Attack detection comparison in various scenarios.

TABLE 5
Comparison of Correctness

Accuracy Precision Recall

Dovom et al., [17] 98.6% 98.8% 98.87%
Daming et al. [14] 93% 89.9% 95%
Rathore et al. [24] 90.33% 91.23% 92.55%
Proposed CMACIDS 99.37% 100% 100%

The values are calculated for all the instances and mentioned here in average
only.

908 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 16, NO. 2, MARCH/APRIL 2023

Authorized licensed use limited to: TU Delft Library. Downloaded on May 01,2023 at 16:18:15 UTC from IEEE Xplore.  Restrictions apply. 



varying from 5 to 35, ii) Scenario 2 executes the attacks of
Scenario 1 and adds SPY and probing attacks, with number
of attacks is varied from 5 to 35 with 1:2:3 ratio of the
attacks, iii) Scenario 3 considers the attacks of Scenario 2
and has added buffer overflow and rootkit attacks, with
number of attacks is varied from 5 to 35 with 30% scenario
1, 30% scenario 2 and remaining are of buffer overflows,
and iv) Scenario 4 execute the attacks of Scenario 3 and
adds Rootkit attacks and multi-hop attacks, with number of
attacks is varied from 20 to 100.

As can be seen from Fig. 5a (scenario#1), proposed novel
intrusion detection method, CMACIDS, performs with the
accuracy of 100% in intrusion detection over the entire
range of number of intrusion attacks, whereas [17] shows
100% accuracy up to 10 attacks and then falls down gradu-
ally with increase in the number of attacks. The other two
algorithms [14] and [24] performs poor as in comparison.
Scenario 1 confirms that CMACIDS is efficient enough in
detecting sweep attacks accurately. However, in Fig. 5b
(scenario#2), a change in CMACIDS behavior has been
observed. It starts almost 97% accuracy and maintains the
performance with the increasing number of attacks and its
variations with a slight increase up to 97.8 % of accuracy
and continues further with an average of 97.33% of accu-
racy. In comparison, the algorithm in [17] starts with an
accuracy of 100 percent but at the 10 number of attacks, it
coincides with the CMACIDS with its degraded perfor-
mance and ends at approximately 92% accuracy at the end.
CMACIDS average accuracy detection in this scenario is

calculated as 97.8%. The other two algorithms [14] and [17]
have experimented with 87.8% and 82.3% of average accu-
racy. The observation in scenario 2 signifies that even
though Dovom et al. [17] starts detecting the variation of
attacks with a high percentage but falls apart when the
number of attacks increases and CMACIDS outperforms
others in an average accuracy of detection with four varia-
tions of attacks. It can be seen from Fig. 5c (scenario 3) that
CMACIDS is better as compared to all other algorithms in
any variations of attacks. Rathore et al. [24] have shown
promising efficiency at the starting point of scenario 3 but
drastically degrades the performance after 20 number of
attacks. Though all algorithms got affected by the variation,
CMACIDS, and Dovom et al. [17] have shown a compatible
performance of accurate detection with 92.3% and 89.67% in
average over the entire range used for the present study. In
scenario 4, the initialization of the experimentation has
shown interesting behavior and is depicted in Fig. 5d. At
the start of this scenario, Dovom et al. [17] has performed
efficiently with an average difference of +/- 6.78% till 70
attacks; however, the performance reduces after that CMA-
CIDS gets the advantage of obtaining steady performance
line. All the behaviors of the four algorithms from all four
scenarios signify the fact that the features extracted by
CMACIDS is accurate and updates accordingly. Also with
new learning behavior detection rates are almost steady in
all variations of CMACIDS. Therefore, even though the var-
iations and types of attacks are increased gradually in the
scenarios CMACIDS performs efficiently as compared to
others. The reason that the other algorithms have not per-
formed well is due to lack of efficient feature extraction pro-
cess and lack of efficient learning mechanism, which are
inherent in CMACIDS algorithm.

IoT deals with dynamic and real-time data and there-
fore, the latency or the detection time needs to be mini-
mized for any kind of security implementation. The
detection time and overall latency for all the approaches
in comparison have been measured and shown in Table 6.
We observe from the table that for some type of attacks,
intrusion detection with CMACIDS is faster compared to
other algorithms. However, IP sweep attack is detected
faster in [24] and rootkit detection takes place faster
in [14]. The results are shown in the table signify that the
proposed approach is able to detect various attacks in
less time as compared to other algorithms due to the tim-
ing advantages of CMAC process and kernel extractions.
To emphasize and precisely monitor the algorithms in

TABLE 6
Single Attack Detection Time

Attack type Dovom et al. [17] Daming et al. [14] Rathore et al. [24] CMACIDS

Ping Sweep 15.89 17.02 12.07 13.38
IP Sweep 15.33 16.89 13.01 13.77
SPY 15.89 17.32 18.04 14.76
IMAP 18.26 15.33 19.57 14.02
Buffer overflow 18.33 19.37 28.07 17.33
Rootkit 10.67 10.33 25.67 16.40
Multihop 13.33 12.67 23.67 10.67
Average Communication Latency 74.67 98.19 108.67 53.33

The values are given in milliseconds.

Fig. 6. Comparison of overall latency time including edge and cloud
(Synergical latency comparison).
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their detection capability, the latency time with the syn-
ergy of the multiple numbers of attacks at a time are com-
pared. The results are shown in Fig. 6.

It shows that CMACIDS is better in providing low
latency in the attack scenario and overall latency is also less
as compared to the other algorithms. An interesting fact is
observed from the results. At the initialization of the detec-
tion process, CMACIDS is consuming more time resulting
in a high latency as compared to the other algorithms; how-
ever, with the increasing time and attack events the learning
mechanism is adapted; the process of detection speeds up
with reducing the detection time by 11.33% and overall
latency by 23.67 % which is very significant in IoT applica-
tions. Being applied at the edge computing, time complexity
and memory complexity need to be minimized. These two
parameters are measured for all the algorithms and com-
pared in Table 7 The complexity shows that the proposed
approach exhibits very low complexity as it is linear due to
the inclusion of CMAC with Spline adaptability, therefore it
is suitable for IoT applications.

The stability of a system is important as it prevents the
system from deviating from the standard mean error obtain-
ing the nominal behavior of the scenarios. In our experi-
ment, we measure the number of weight adjustments for
the attack detection; less the number of weight changes sig-
nifies that the system is more stable. We compare the stabil-

ity of CMACIDS with the other algorithms and summarize
in Fig. 7. As can be seen from the Fig. 7, CMACIDS is more
stable in terms of weight adjustments. In the presence of
overall 100 various attacks, it achieves stable weight adjust-
ments at 70 attacks and maintains it afterward; whereas the
other algorithms are unstable as the weight adjustment is
high and the graph follows an unsteady line over the entire
range of attacks. Though Dovom et al. [17] is also having
similar kind of weigh adjustment numbers after 40 attacks
CMACIDS outperforms it completely. Finally, we show a
comparison table in Table 8. In this table, we compare the
major attributes of CMACIDS with the existing protocols.
Finally, we compare the detection accuracy of all these
attacks for all the approaches under consideration. We
show this comparison in Table 9.

5 CONCLUSION AND FUTURE WORKS

An automated and learning-based intrusion detection
method, CMACIDS has been developed for IoT based com-
munication networks. The method uses CMAC and spline
fitting, respectively, for the learning the kernel map feature

TABLE 7
Complexity Comparison

Computation
complexity

Memory
complexity

Dovom et al. [17] Oðn2 þmÞ Oðn2Þ
Daming et al. [14] OðnlognÞ Oðm2Þ
Rathore et al. [24] Oðn2Þ OðmlognÞ
Proposed
CMACIDS

OðnmÞ OðnmÞ

n is the number of network features and is the number m of attacks features.

Fig. 7. Comparison of weight adjustments for stability.

TABLE 8
Feature Comparison

Complexity System stability Memory usage Pipelining Learning rate

Dovom et al. [17] High Low Non-linear No Tuning required
Daming et al. [14] Average Low Non-linear No Tuning required
Rathore et al. [24] High Average Non-linear No Tuning required
Proposed CMACIDS Low High Linear Yes Tuning not required

TABLE 9
Comparison of Accuracy for Attack Types

Dovom et al., [17] Daming et al. [14] Rathore et al. [24] Proposed CMACIDS

Sweep attacks 98.6% 98.8% 98.87% 100%
SPY attacks 93% 89.9% 95% 98.9%
IMAP attacks 90.33% 91.23% 92.55% 97%
Buffer overflow 99.37% 98% 98% 100%
Rootkit 93.37% 95.7% 98% 100%
Multihop 89% 92% 95% 95%

The values are calculated for all the instances and mentioned here in average only.
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extracts and system adaptability. The mathematical model
is less complex and follows a linear complexity derivation.
The evaluation parameters and their comparative analysis
show that CMACIDS increases the accuracy by 18.13% on
average, reduces the latency by 23.67% and improves the
stability by 11.8% in weight adjustments. To summarize,
CMACIDS serves as an efficient solution for edge comput-
ing in the perception layers of the IoT. CMACIDS is generic;
therefore, it is applicable in all scenarios of edge computing.
The applicability of the model depends on the feature
extraction from the network traffic. As an extension to our
present work, various feature extraction methods can be
applied to compare the extracted features. The ability of
CMACIDS for detection of distributed attacks and
advanced authentication attacks with the creation of
authentication vector dictionary are to be followed as future
direction of research.

REFERENCES

[1] J. H. Nord, A. Koohang, and J. Paliszkiewicz, “The Internet of
Things: Review and theoretical framework,” Expert Syst. Appl.,
vol. 133, pp. 97–108, 2019.

[2] V. Tsiatsis, S. Karnouskos, J. H€oller, D. Boyle, and C. Mulligan,
“Chapter 1 - Why the Internet of Things?,” in Internet of Things,
2nd ed., V. Tsiatsis, S. Karnouskos, J. H€oller, D. Boyle, and C. Mul-
ligan, Eds., Cambridge, MA, USA: Academic Press, 2019, pp. 3–7.

[3] E. Ekudden, “Exponential capability growth. Exponential
potential,” 2021. Accessed: Nov. 22, 2021. [Online]. Available:
https://www.ericsson.com/en/blog/2021/10/exponential-
capability-growth-exponential-potential

[4] M. Kraeling and M. C. Brogioli, “13 - Internet of Things,” Software
Engineering for Embedded Systems, 2nd ed., R. Oshana and M. Kra-
eling, Eds., Amsterdam, Netherlands: Newnes, 2019, pp. 465–499.

[5] D. E. Kouicem, A. Bouabdallah, and H. Lakhlef, “Internet of
Things security: A top-down survey,” Comput. Netw., vol. 141,
pp. 199–221, 2018.

[6] P. Asghari, A. M. Rahmani, and H. H. S. Javadi, “Internet of
Things applications: A systematic review,” Comput. Netw.,
vol. 148, pp. 241–261, 2019.

[7] P. P. Ray, “A survey on Internet of Things architectures,” J. King
Saud Univ. - Comput. Inf. Sci., vol. 30, no. 3, pp. 291–319, 2018.

[8] A. Avizienis, J.-C. Laprie, B. Randell, and C. Landwehr, “Basic
concepts and taxonomy of dependable and secure computing,”
IEEE Trans. Dependable Secure Comput., vol. 1, no. 1, pp. 11–33,
Jan.–Mar. 2004.

[9] D. Cotroneo, A. Paudice, and A. Pecchia, “Empirical analysis and
validation of security alerts filtering techniques,” IEEE Trans.
Dependable Secure Comput., vol. 16, no. 5, pp. 856–870, Sep./Oct.
2019.

[10] C.-J. Chung, P. Khatkar, T. Xing, J. Lee, and D. Huang, “NICE:
Network intrusion detection and countermeasure selection in vir-
tual network systems,” IEEE Trans. Dependable Secure Comput.,
vol. 10, no. 4, pp. 198–211, Jul./Aug. 2013.

[11] M. Hasan, M. M. Islam, M. I. Islam Zarif, and M. M. A. Hashem,
“Attack and anomaly detection in IoT sensors in IoT sites using
machine learning approaches,” Internet Things, vol. 7, 2019,
Art. no. 100059.

[12] A. P. Kelton et al., “Internet of Things: A survey on machine learn-
ing-based intrusion detection approaches,” Comput. Netw.,
vol. 151, pp. 147–157, 2019.

[13] A. Elsaeidy, K. S. Munasinghe, D. Sharma, and A. Jamalipour,
“Intrusion detection in smart cities using Restricted Boltzmann
Machines,” J. Netw. Comput. Appl., vol. 135, pp. 76–83, 2019.

[14] D. Li, L. Deng, M. Lee, and H. Wang, “IoT data feature extraction
and intrusion detection system for smart cities based on deep
migration learning,” Int. J. Inf. Manage., vol. 49, pp. 533–545, 2019.

[15] S. Deshmukh-Bhosale and S. S. Sonavane, “Real-time intrusion
detection system for wormhole attack in the RPL based Internet of
Things,” Procedia Manuf., vol. 32, pp. 840–847, 2019.

[16] G. Caminero,M. Lopez-Martin, and B. Carro, “Adversarial environ-
ment reinforcement learning algorithm for intrusion detection,”
Comput. Netw., vol. 159, pp. 96–109, 2019.

[17] E. M. Dovom, A. Azmoodeh, A. Dehghantanha, D. E. Newton, R.
M. Parizi, and H. Karimipour, “Fuzzy pattern tree for edge mal-
ware detection and categorization in IoT,” J. Syst. Archit., vol. 97,
pp. 1–7, 2019.

[18] Y. Guo, H. Zhang, L. Zhang, L. Fang, and F. Li, “A game theoretic
approach to cooperative intrusion detection,” J. Comput. Sci.,
vol. 30, pp. 118–127, 2019.

[19] S. Halder, A. Ghosal, and M. Conti, “Efficient physical intrusion
detection in Internet of Things: A Node deployment approach,”
Comput. Netw., vol. 154, pp. 28–46, 2019.

[20] W. Li, S. Tug, W. Meng, and Y. Wang, “Designing collaborative
blockchained signature-based intrusion detection in IoT envi-
ronments,” Future Gener. Comput. Syst., vol. 96, pp. 481–489,
2019.

[21] Z. Pan, S. Hariri, and J. Pacheco, “Context aware intrusion detec-
tion for building automation systems,” Comput. Secur., vol. 85,
pp. 181–201, 2019.

[22] R. Yahalom, A. Steren, Y. Nameri, M. Roytman, A. Porgador, and
Y. Elovici, “Improving the effectiveness of intrusion detection sys-
tems for hierarchical data,” Knowl.-Based Syst., vol. 168, pp. 59–69,
2019.

[23] A. Shenfield, D. Day, and A. Ayesh, “Intelligent intrusion detec-
tion systems using artificial neural networks,” ICT Exp., vol. 4,
no. 2, pp. 95–99, 2018.

[24] S. Rathore and J. H. Park, “Semi-supervised learning based dis-
tributed attack detection framework for IoT,” Appl. Soft Comput.,
vol. 72, pp. 79–89, 2018.

[25] H. Moudni, M. Er-rouidi, H. Mouncif, and B. El Hadadi, “Black
hole attack detection using fuzzy based intrusion detection sys-
tems in MANET,” Procedia Comput. Sci., vol. 151, pp. 1176–1181,
2019.

[26] D. Jianjian, T. Yang, and Y. Feiyue, “A novel intrusion detection
system based on IABRBFSVM for wireless sensor networks,” Pro-
cedia Comput. Sci., vol. 131, pp. 1113–1121, 2018.

[27] X. Jinhui, T. Yang, Y. Feiyue, P. Leina, X. Juan, and H. Yao,
“Intrusion detection system for hybrid DoS attacks using energy
trust in wireless sensor networks,” Procedia Comput. Sci., vol. 131,
pp. 1188–1195, 2018.

[28] R. Vijayanand, D. Devaraj, and B. Kannapiran, “Intrusion detec-
tion system for wireless mesh network using multiple support
vector machine classifiers with genetic-algorithm-based feature
selection,” Comput. Secur., vol. 77, pp. 304–314, 2018.

[29] D. Santoro, G. Escudero-Andreu, K. G. Kyriakopoulos, F. J. Apari-
cio-Navarro, D. J. Parish, and M. Vadursi, “A hybrid intrusion
detection system for virtual jamming attacks on wireless
networks,”Measurement, vol. 109, pp. 79–87, 2017.

[30] L. Han, M. Zhou, W. Jia, Z. Dalil, and X. Xu, “Intrusion detec-
tion model of wireless sensor networks based on game theory
and an autoregressive model,” Inf. Sci., vol. 476, pp. 491–504,
2019.

[31] S. Shen, Y. Li, H. Xu, and Q. Cao, “Signaling game based strategy
of intrusion detection in wireless sensor networks,” Comput. Math.
Appl., vol. 62, no. 6, pp. 2404–2416, 2011.

[32] A. Hassanzadeh, Z. Xu, R. Stoleru, and G. Gu, “Michalis polychro-
nakis, PRIDE: A practical intrusion detection system for resource
constrained wireless mesh networks,” Comput. Secur., vol. 62,
pp. 114–132, 2016.

[33] A. Hassanzadeh, A. Altaweel, and R. Stoleru, “Traffic-and-
resource-aware intrusion detection in wireless mesh networks,”
Ad Hoc Netw., vol. 21, pp. 18–41, 2014.

[34] A. Hassanzadeh and R. Stoleru, “On the optimality of cooperative
intrusion detection for resource constrained wireless networks,”
Comput. Secur., vol. 34, pp. 16–35, 2013.

[35] A new approach to manipulator control: The cerebellar model
articulation controller. Accessed: Jan. 20, 2022. [Online]. Available:
https://nvlpubs.nist.gov/nistpubs/sp958-lide/237–240.pdf

[36] Y. Jiang and Y. Li, “The research of the approximate algorithm
based on cubic b-spline curves,” in Proc. 5th Int. Conf. Inf. Comput.
Sci., 2012, pp. 23–26.

[37] H. A. Khattak, M. A. Shah, S. Khan, I. Ali, and M. Imran,
“Perception layer security in Internet of Things,” Future Gener.
Comput. Syst., vol. 100, pp. 144–164, 2019.

KUMAR ETAL.: ADAPTIVE INTRUSION DETECTION IN EDGE COMPUTING USING CEREBELLAR MODEL ARTICULATION CONTROLLER AND... 911

Authorized licensed use limited to: TU Delft Library. Downloaded on May 01,2023 at 16:18:15 UTC from IEEE Xplore.  Restrictions apply. 

https://www.ericsson.com/en/blog/2021/10/exponential-capability-growth-exponential-potential
https://www.ericsson.com/en/blog/2021/10/exponential-capability-growth-exponential-potential
https://nvlpubs.nist.gov/nistpubs/sp958-lide/237--240.pdf


[38] O. Valdez-de-Leon, “Key elements and enablers for developing an
IoT ecosystem,” IEEE IoT Blog, May 17, 2017. [Online]. Available:
https://iot.ieee.org/newsletter/may-2017/key-elements-and-
enablers-for-developing-an-iot-ecosystem.html

[39] I. Lee, “The Internet of Things for enterprises: An ecosystem,
architecture, and IoT service business model,” Internet Things,
vol. 7, 2019, Art. no. 100078.

[40] A. R. Teixeira, A. M. Tom�e, and E. W. Lang, “Unsupervised fea-
ture extraction via kernel subspace techniques,” Neurocomputing,
vol. 74, no. 5, pp. 820–830, 2011.

[41] A. Hinrichs, J. Prochno, and M. Ullrich, “The curse of dimension-
ality for numerical integration on general domains,” J. Complexity,
vol. 50, pp. 25–42, 2019.

[42] C.-M. Vong, C. Chen, and P.-K. Wong, “Empirical kernel map-
based multilayer extreme learning machines for representation
learning,” Neurocomputing, vol. 310, pp. 265–276, 2018.

[43] R. MacAusland, “The moore-penrose inverse and least squares,”
2014. [Online]. Available: http://buzzard.ups.edu/courses/
2014spring/420projects/math420-UPS-spring-2014-macausland-
pseudo-inverse.pdf

[44] W. Wan, “Implementing online natural gradient learning: Prob-
lems and solutions,” IEEE Trans. Neural Netw., vol. 17, no. 2,
pp. 317–329, Mar. 2006.

[45] T. Ahmed, M. Coates, and A. Lakhina, “Multivariate online anom-
aly detection using kernel recursive least squares,” in Proc. IEEE
Int. Conf. Comput. Commun., 2007, pp. 625–633.

[46] E. T. Y. Lee, “Comments on some B-spline algorithms,” Comput-
ing, vol. 36, pp. 229–238, 1986.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

912 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 16, NO. 2, MARCH/APRIL 2023

Authorized licensed use limited to: TU Delft Library. Downloaded on May 01,2023 at 16:18:15 UTC from IEEE Xplore.  Restrictions apply. 

https://iot.ieee.org/newsletter/may-2017/key-elements-and-enablers-for-developing-an-iot-ecosystem.html
https://iot.ieee.org/newsletter/may-2017/key-elements-and-enablers-for-developing-an-iot-ecosystem.html
http://buzzard.ups.edu/courses/2014spring/420projects/math420-UPS-spring-2014-macausland-pseudo-inverse.pdf
http://buzzard.ups.edu/courses/2014spring/420projects/math420-UPS-spring-2014-macausland-pseudo-inverse.pdf
http://buzzard.ups.edu/courses/2014spring/420projects/math420-UPS-spring-2014-macausland-pseudo-inverse.pdf


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


