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Abstract 

Context: Several text books and articles published between 2000 and 2002 have attempted to introduce 

experimental design and statistical methods to software engineers undertaking empirical studies. Objective: This 

paper investigates whether there has been an increase in the quality of human-centric experimental and quasi-

experimental journal papers over the time period 1993 to 2010. Method: 70 experimental and quasi-

experimental papers published in four general software engineering journals in the years 1992-2002 and 2006-

2010 were each assessed for quality by three empirical software engineering researchers using two quality 

assessment methods (a questionnaire based method and a subjective overall assessment). Regression analysis 

was used to assess the relationship between paper quality and the year of publication, publication date group 

(before 2003 and after 2005), source journal, average co-author experience, citation of statistical text books and 

articles, and paper length. The results were validated both by removing papers for which the quality score 

appeared unreliable and using an alternative quality measure. Results: Paper quality was significantly associated 

with year, citing general statistical texts and paper length (p<0.05). Paper length did not reach significance when 

quality was measured using an overall subjective assessment. Conclusions: The quality of experimental and 

quasi-experimental software engineering papers appears to have improved gradually since 1993.  

Index terms: Quality evaluation, Empirical studies, Human-centric experiments, Experimentation, Software 

Engineering 

 

1. Introduction 

From the start of the 21st century, many 

researchers involved in human-centric software 

engineering experiments (ourselves included) 

became concerned about the methodological 

standard of software engineering (SE) experiments. 

In response to this concern a number of researchers 

published procedures and guidelines aimed at 

improving the rigour of conducting and reporting 

SE experiments (see for example [23], [27], [11], 

[17], [10]). In the context of this paper, we define 

human-centric SE experiments to be studies of SE 

methods, techniques and procedures that depend on 

human expertise. In such experiments the outcomes 

are determined by the efficacy of the combination 

of capability of the human participants and 

characteristics of the method, technique or 

procedure, e.g., studies of design methods or code 

reading methods. These can be compared with 
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technology-centric studies, where the techniques, 

methods or procedures are implemented in tools, 

and it is assumed that outcomes depend on the task 

and the tools, with the impact of human capability 

on the outcome being considered to be negligible. 

For example experiments that compare the 

effectiveness of test cases generated by data flow 

analysis with test cases generated by mutation 

analysis. 

In 2005, Sjøberg et al. reported the results of their 

major study of 103 papers describing human-

centric experiments and quasi-experiments 

published in 13 leading journals and conferences 

[23]. Their study and three other related studies 

investigated the same set of papers which were 

published between 1983 and 2002 inclusive ([6], 

[14], [16]). These studies confirmed the view of 

empirical SE methodologists that there were 

problems with SE experiments. For example, 

independent replications of experiments often 

found contradictory results [23]; statistical power 

was poor [6]; few papers reported effect sizes [14]; 

and design and analysis of quasi-experiments 

needed to be improved [16].  

As yet, however, there has been no assessment of 

later papers that might be expected to have 

benefitted from the recent spate of guidelines and 

text books. Thus, we believe that it is time to 

investigate whether there has been any noticeable 

improvement in SE experiments, and this is the 

goal of the study reported here. 

In Section 2 we discuss related research. In Section 

3 we present our methodology. We present our 

results in Section 4 and discuss them in Section 5. 

Section 6 concludes our paper. 

2. Related Research 

We have found no papers in the field of SE that 

investigated whether the quality of SE papers is 

changing over time. However, there are studies of 

quality evaluation procedures in many disciplines. 

In a recent paper, we summarised research related 

to quality criteria used to evaluate experiments 

[18], pointing out that quality criteria in medical 

studies were based on three issues:  

1. Use of random allocation to experimental 

conditions. 

2. Use of single-blind versus double blind 

procedures. 

3. How dropouts were analysed. 

Furthermore, we noted that there are some doubts 

about using checklists based on more general 

criteria to assess medical studies [12]. For SE 

studies, we argued that double-blind procedures 

and the intention to treat method [8] were 

inappropriate and, therefore, not being used in the 

context of SE experiments. (In double-blind 

procedures, the experimenter and the subjects do 

not know what experimental condition they are 

assigned. In the intention to treat method, the 

subjects are analysed within the experimental 

condition to which they were assigned even if they 

dropped out.) Consequently we argued that the use 

of another set of quality criteria was necessary for 

SE experiments, as it is for other disciplines such as 

education or psychology. 

After we began work on this study, Dieste et al. 

published a study that investigated the relationship 

between internal validity and bias in SE 

experiments, where bias refers to “a tendency to 

produce results that depart systematically from the 

‘true’ results” [5]. They identified a set of 10 

quality evaluation questions and evaluated 25 

studies that had been aggregated using meta- 

analysis (in two separate meta-analyses). They 

applied the 10 quality evaluation questions to each 

paper and correlated the results with bias 

(measured as the difference between the overall 

average effect size calculated in the meta-analysis 

and the mean effect size observed in the study). 

They found only three questions that were 

negatively and significantly correlated with bias 

(noting that a large negative correlation with bias is 

associated with high quality and vice versa) which 

were: 

• Q3: “Are hypotheses being laid [sic] and are 

they synonymous with the goals discussed 

before in the introduction?” (Correlation of     

-0.744 with bias) 

• Q6: “Does the researcher define the process 

by which he applies the treatment to objects 

and subjects (e.g. randomization)?” 

(Correlation of -0.694 with bias) 

• Q9: “Are the statistical significances 

mentioned with the results?” (Correlation of    

-0.406 with bias) 

They also noted that one question had a high, 

although not significant, positive correlation with 

bias, which (rather surprisingly) was: 

• Q8: “Is mention made of threats to validity 

and also how these threats affect the results 

and findings?” (Correlation of 0.25 with bias) 

3. Materials and Methods 

The basic method used in this quasi-experiment 

was to select a set of paper reporting human-centric 

experimental and quasi-experimental published on 

or before 2002, and to compare them with a similar 

set of papers published between 2006 and 2010 

inclusive. The comparison was based on a quality 

questionnaire described in detail in a previous 

paper [18]. Seventy papers were selected in such a 

way that they provided as even a spread of papers 

per year as possible. This means that our 
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experimental design is similar to an interrupted 

time-series design [24] with the aim of 

investigating whether the publication of SE 

guidelines on performing experiments (i.e. [11], 

[17] and [27]) caused an interruption in the quality 

trends of papers reporting SE experiments. The 

material and methods used in this quasi-experiment 

are discussed in more detail in the following 

sections. 

3.1 Research Goal 

Formally, the goal of this paper is to investigate 

whether the quality of human-centric SE 

experiments and quasi-experiments is showing an 

improvement over time. In particular, we were 

interested to see whether the guidelines for SE 

experiments produced in the early 2000’s had 

improved the quality of experiments. 

We restricted ourselves to an investigation of 

papers published in international SE journals, so we 

would expect the experiments that we included in 

our study to be of higher quality than SE 

experiments in general. 

3.2 Experimental Units and Participants 

There is one main experimental unit involved in 

this experiment: the set of papers to be assessed for 

quality. In addition, the human participants in this 

study are the seven co-authors of this paper.  

The papers were obtained from two sources. Papers 

published on or before 2002 were selected from the 

76 papers (of 103 papers) found in [23] that were 

published in four international journals IEEE 

Transactions on Software Engineering (TSE), 

Empirical Software Engineering (ESE), 

Information and Software Technology (IST) and 

the Journal of Systems and Software (JSS). 

Relevant papers published between 2006 and 2010 

inclusive were found by a search of the same four 

journals over the five-year period.  

We excluded the years 2003 to 2005 from our 

analysis because we wanted to investigate whether 

guidelines for SE experiments (e.g. [27], [11], and 

[17]) had had an impact on experiment quality. If 

the guidelines had had an impact, it would have 

taken several years for that to become visible in 

journal citations, since given the time needed to get 

papers published, many SE experiments published 

in the years 2002-2005 would have been performed 

before the guidelines were published. The papers 

from the earlier time period (1993-2002) also fitted 

in well with the publication dates of the guidelines 

and provided a relatively long time period (i.e. 10 

years) to establish any quality trends. 

With respect to being active participants in the 

study, obviously, we are not a random selection of 

researchers. We are a group of SE researchers with 

an interest in, and experience of, undertaking SE 

experiments. Furthermore, we are often asked by 

journal editors and conference organisers to review 

empirical SE studies. Therefore, we are 

representative of reasonably expert empirical 

researchers with an understanding of issues related 

to the quality of SE papers, and we consider 

ourselves to be eligible to act as assessors of the 

quality of the papers assessed in this study. 

3.2.1 Selection of papers available for inclusion 

in the study 

We restricted the papers to those published in four 

journals because: 

• These journals published the majority of 

papers on human-centric experiments and 

quasi-experiments that were found by Sjøberg 

et al. [23]. 

• Restricting ourselves to journal papers meant 

there was less likelihood of including 

duplicate reports of the same study from 

different sources (i.e. no likelihood of 

encountering both conference and journal 

versions of the same study). 

• The restriction ensured that we had a 

homogeneous dataset with a reasonable 

number of papers from all the selected sources 

included in the two main time periods we 

analysed. 

We also used the following exclusion/inclusion 

criteria: 

• We excluded papers co-authored by any of the 

authors of this paper to avoid any possible 

bias in our quality evaluations.  

• If a specific researcher was first author of 

many different papers (within each time 

period), we included no more than one paper 

with that researcher as first author to avoid 

biasing the results either for or against any 

individual researchers who published a large 

number of papers (and who are usually 

experienced researchers). To decide which 

paper from a particular author to include in 

the set of available studies, we either selected 

a paper published in the year that had fewest 

available papers or (if there was no clearly 

preferable year), we selected a paper at 

random. 

• We excluded from the set of candidate papers 

those papers that we had used to test our 

quality questionnaire [18].  

3.2.2 Available papers in the time-period 1993-

2002 

Of the 103 papers identified by Sjøberg et al. [23], 

we considered only the 76 journal papers from 

TSE, JSS, IST and ESE. Applying our exclusion 
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criteria, we excluded six papers that were co-

authored by co-authors of this study, and we 

excluded a further set of 10 papers to avoid 

including multiple papers by the same first author. 

The number of papers available from each of the 

four journals is shown in Table 1.  

3.2.3 Search process used to find papers in the 

time period 2006-2010 

In order to identify recent papers for inclusion in 

this study, it was necessary to search the four 

journals over the period 2006 to 2010 inclusive. It 

was not necessary to find every single paper with a 

human-centric experiment/quasi-experiment, only 

an unbiased set of papers. 

Kitchenham performed the search for recent papers 

using a four stage process: 

1. SCOPUS was searched using the following 

string recommended by Dieste and Padua [4]: 

TITLE-ABS-KEY("experiment" OR "empirical 

study" OR "empirical evaluation" OR 

experimentation) OR "experimental 

comparison" OR "experimental analysis" OR 

"experimental evidence "OR "experimental 

setting"). This search string identified 409 

papers in the four specific journals for the years 

2006-2010 inclusive. Kitchenham reviewed the 

title and abstract of each paper and identified 68 

papers as possible human-centric 

experiments/quasi-experiments. 

2. After completing the automated search, 

Kitchenham undertook a test-retest validity 

check [7], organised as follows: each issue of 

the four journals over the five-year period was 

inspected, and the abstract and title of each 

research paper were checked. This manual 

search identified 56 candidate papers from a 

total of 1568 papers. 

3. The results of the two searches were compared. 

Overall 43 papers were included in both 

searches. The searches disagreed for 38 papers 

and agreed that 1487 papers (i.e. 1568-42-38) 

should be rejected. The manual search omitted 

13 papers that were selected by the automated 

search, and the automated search omitted 25 

papers that were included by the manual search. 

Comparing the two search method results gives 

a Kappa value of 0.68, which is categorised as 

“substantial”. 

4. The papers on which there was disagreement 

between the search processes were reviewed a 

second time, and 11 of the 13 papers selected 

by the manual search and rejected by the 

automated search and 13 papers of the 25 

papers selected by the automated search and 

rejected by the manual search were included in 

the set of selected studies. Thus, 67 papers were 

initially available for selection into the study. 

Although completeness was not absolutely 

essential for this study, we checked our set of 

studies with the eight studies that Kampenes [15] 

found after manually searching TSE, JSS, IST and 

ESE for the year 2007. Our search process found 

six of the eight studies, missing one paper where a 

human-centric experiment was only a small part of 

the validation exercise [13] and one paper we 

judged to be technology-centric [28]. 

After applying the exclusion criteria described 

previously: 

• Two papers were rejected because, although 

they were found by the search process, they 

were actually published after 2010. 

• Three papers were rejected because they were 

included in a previous study [18]. 

• Five papers were rejected because one of the 

co-authors of this paper was an author. 

• Six papers were rejected in order to restrict 

authors that were first authors of multiple 

papers to at most one first-authored paper 

included in the study. Note that we did not 

place any restriction on co-authors other than 

first authors because that would have caused 

us to reject too many studies. In practice, this 

meant that some of the first authors also 

appeared as co-authors in other selected 

papers.  

This left 51 papers available for inclusion in this 

study. The number of papers available from each of 

the four journals is shown in Table 1. Note that IST 

has far fewer older papers than more recent papers, 

whereas JSS has fewer recent papers than older 

papers. 

 

Table 1 Number of papers available and selected from each journal 

Journal Older papers (1993-2002) Recent papers (2006-2010) 

Available Selected Available Selected 

TSE 12 10 7 5 

IST 5 2 16 8 

JSS 21 12 13 11 
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ESE 17 11 15 11 

Total 55 35 51 35 

 

3.2.4 Final selection of papers for inclusion in 

the study 

With seven researchers available to conduct the 

study, and a decision that we wanted to obtain 

quality evaluations from three researchers for each 

paper (based on the recommendation of [18]), we 

decided to limit ourselves to 35 recent papers and 

35 older papers. This meant that each researcher 

would have to assess 30 papers. We settled on these 

constraints because with 70 papers we were likely 

to achieve a reasonable power for any statistical 

tests [6], while keeping the workload required from 

each researcher to a manageable level.  

In order to select the 35 older papers from the 

available 55 papers, with the goal of spreading the 

papers across 10 years we aimed to select three or 

four papers for each year and to include a 

maximum of one paper of all the authors that were 

first authors on multiple papers in the time period. 

We decided to select papers, in such a way that 

more recent years (1998-2002) were allocated four 

papers, while years earlier in the time period were 

allocated three papers (1993-1997). In practice, 

only two papers were available in 1994, so 1997 

was allocated four papers. 

If the available papers in a particular year 

corresponded to the allocated number of papers, all 

the available papers were allocated. If there were 

more papers than required for a specific year the 

required number of papers were selected at random. 

To do this, we allocated a random number to each 

of the available papers in that year, and selected the 

three or four papers that had been allocated the 

smallest random numbers. 

In order to select the 35 recent papers from the 

available 51 papers with the goal of spreading the 

papers across the five years (2006 to 2010), we 

aimed to select seven papers for each year 

including a maximum of one paper from all the 

authors who were first authors of multiple papers in 

the time period. If seven papers were available in a 

year they were all selected. If more than seven 

papers were available they were selected at random 

using the same procedure as before. In 2010 only 

six papers were available so we allocated an 

additional paper to year 2009. 

The number of papers finally selected for inclusion 

in the study is shown in Table 1.  

3.2.5 Allocating Paper to Researchers 

Each researcher assessed the quality of 30 papers. 

There are 35 different ways of selecting 3 

individuals from a set of 7 individuals (
3
C7=7!×(7-

3)!/3!=35). We itemised each of the 35 ways twice 

in a spreadsheet giving a list of 70 allocations of 

three numbers, i.e. the first row and the 36th row in 

the sheet comprised three columns with the number 

1 in column 1, 2 in column 2 and 3 in column 3, the 

second and 37th row had column values 1, 2 and 4, 

etc. Each researcher was allocated a random 

number between 0 and 1. Then the researcher with 

the lowest number was allocated the number “1”, 

the next lowest was allocated the number “2”, etc. 

The 70 research papers were each allocated a 

random number between 0 and 1, ordered 

according to the value of the number and then 

allocated to one of the 70 available combinations. 

In this way 30 papers were allocated at random to 

each researcher. Note, we used the random number 

function supplied by Excel, which although limited 

because it will repeat values in very long 

sequences, is sufficient to ensure that the allocation 

of researchers to papers was not intentionally 

biased. 

3.3 Experimental Material 

The experimental materials used in this study were: 

• A quality questionnaire which used nine 

individual questions about the quality of a 

human-centric experiment/quasi-experiment 

plus one question asking for an overall 

subjective assessment of the quality of the 

study. The questionnaire was the same as that 

used in our previous research [18], [19]. The 

only difference was in how it was scored, with 

the assessors being encouraged to interpolate 

between the 4-point ordinal assessment scale 

(0 to 3) for each question if they wanted, 

rather than select one of the discrete points. 

For convenience, a copy of the questions used 

in the questionnaire is shown in Table 2. Note 

that many of the questions relate to reporting 

practice. In addition to the nine basic 

questions, we also asked reviewers to make an 

overall subjective assessment of the paper on 

a 4-point ordinal scale (0=Poor; 1=Moderate; 

2=Good; 3= Excellent) allowing interpolation. 

This was intended to act as a check on the 

validity of the questionnaire.  

• A spreadsheet tailored for each researcher that 

included a list of all the papers allocated to 

that researcher. Columns in the spreadsheet 

corresponded to each of the nine quality 

questions and the overall subjective 

assessment. The spreadsheet also included a 

column to record whether the paper reported 
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quasi-experiments or formal experiments and 

how long (minutes) the researcher took to 

assess the paper. 

Note that when individual papers reported more 

than one study, we did not undertake separate 

evaluations for each study reported in a specific 

paper: we just gave an overall assessment of the 

paper. 

 

 

Table 2 Quality Questionnaire 

#  Question  Related Question 

Number in Dieste et 

al. (2011) 

Category: Questions on Aims   

1.  Do the authors clearly state the aims of the research?  Q3 

Category: Questions on Design, Data Collection, and Data Analysis  

2. Do the authors describe the sample and experimental 

units (=experimental materials and participants as 

individuals or teams)?  

Q4 

3. Do the authors describe the design of the experiment?  n/a 

4.  Do the authors describe the data collection procedures 

and define the measures?  

n/a 

5. Do the authors define the data analysis procedures?  Overlaps somewhat 

with Q9 

6. Do the authors discuss potential experimenter bias?  Overlaps somewhat 

with Q6 and Q10  

7. Do the authors discuss the limitations of their study?  Q8 

Category: Questions on Study Outcome  

8. Do the authors state the findings clearly?  n/a 

9. Is there evidence that the Experiment/Quasi-Experiment 

can be used by other researchers / practitioners?  

n/a 

Score: 0=Not at all; 1=Somewhat; 2=Mostly; 3= Fully; 

Interpolate if you want 

 

  

 

Table 2 also identifies the relationship between the 

quality questions that we used in our questionnaire 

and the questions used by Dieste et al. [5] in their 

study (see Section 2).  

3.4 Tasks 

Each researcher was responsible for assessing each 

of the 30 papers allocated to him/her and recording 

the assessment in their spreadsheet. We imposed no 

time limits for assessments of individual papers.  

Researchers who decided that the paper they had 

been allocated was not in fact a human-centric 

experiment/quasi-experiment were instructed to 

consult with other researchers dealing with the 

same paper and if necessary approach Kitchenham 

to be allocated a replacement paper. However, in 

no case did an allocated paper need to be replaced. 

3.5 Hypotheses, parameters and variables 

Our null hypothesis is that there has been no 

difference in the quality trends observed in human-

centric experiments and quasi-experiments in the 

years 1993 to 2002 and 2006 to 2010. There are 

two conditions that would support the null 

hypothesis: 

• In the absence of any linear relationship 

between publication date and quality, the 

average quality of papers published in the 

period 1993 to 2002 (TP1, i.e. Time Period 1) 

is not significantly different from the average 

quality of papers published in the period 2006 

to 2010 (TP2, i.e. Time Period 2).  

• In the presence of a linear relationship 

between publication date and quality, the 

gradient of the regression line between 

publication date and quality of papers 

published in TP1 is not significantly different 

from the gradient of the regression line 

between publication date and quality of papers 

published in TP2.  

The alternative hypothesis is supported if: 

• In the absence of any linear relationship 

between publication date and quality, the 

average quality of papers published in TP1 is 
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significantly lower than the average quality of 

papers published in TP2.  

• In the presence of a linear relationship 

between publication date and quality: the 

gradient of the regression line between 

publication date and quality of papers 

published in TP1 is significantly less than the 

gradient of the relationship between 

publication date and quality of papers 

published in TP2. 

3.5.1 Assessing paper quality 

The measure of total quality for a paper obtained 

from an individual researcher is the sum of the nine 

quality questions (i.e. varies from 0 to 27). Our 

hypotheses are based on the average quality of the 

paper, that is, the average of the three total quality 

scores obtained from the researchers who assessed 

the paper. Each assessor also allocated an overall 

subjective assessment of quality to each paper. We 

assessed the subjective quality of a paper by taking 

the average of the three subjective assessments. 

The level of agreement among individual 

researchers for the total score and the subjective 

overall score of each paper was assessed using the 

IntraClass Correlation (ICC) coefficient [25]. There 

are three variants of the ICC depending on whether 

the same judges are used for each paper or different 

judges are used for each paper; see [18] for a more 

detailed discussion of the ICC and its variants. 

Since we randomised the allocation of three judges 

to each paper (as opposed to having the same set of 

judges evaluate each paper), we used the simplest 

version of ICC based on the within and between 

paper variance. Since a two-way analysis of 

variance suggested that the effect of individual 

judges was statistically significant, our ICC values 

are conservative. The ICC value for the total score 

was 0.51, which is considered moderate agreement. 

The ICC value for the overall subjective 

assessment was 0.61, which is considered 

substantial. However, the overall subjective 

assessment is represented as an ordinal scale 

number, and the ICC value is based on analysis of 

variance which assumes a normally (or 

approximately normally) distributed variable, so 

the ICC value must be treated with some caution. 

3.5.2 Reliability and validity of the quality 

variable 

If the basic reliability of our assessments had been 

unacceptable (i.e., the ICC value was not 

statistically significant or interpreted as poor or 

slight), we would have needed to undertake 

additional assessments of papers exhibiting 

particularly poor reliability (i.e., papers where the 

variability of a total quality score was substantially 

larger than the average). Given that the ICC value 

for the total score was moderate, this proved 

unnecessary. 

Nonetheless, in the event of the variability of a total 

quality score being substantially larger than the 

average for specific papers, or the overall 

subjective assessment being out of alignment with 

the quality score, we planned to repeat our analysis 

omitting the papers whose assessment appeared 

particularly unreliable.  

With respect to the construct validity of our 

questionnaire, it is necessary to investigate whether 

our set of questions are truly related to paper 

quality. Dieste et al. [5] identified three questions 

significantly negatively related to bias in his quality 

questionnaire (where high bias represents poor 

quality) and one other question that appeared to 

have a positive relationship with bias. Three of our 

questions were related to the questions that Dieste 

found negatively related to bias (although only one 

was very clearly equivalent). We also have a 

question similar to the question that Dieste found 

positively related to bias. To assess the construct 

validity of our questionnaire, we analysed the score 

for each of these questions (i.e. our questions Q1, 

Q5, Q6 and Q7). If our results were broadly 

consistent with the results for the total quality score 

we could have some confidence that our total 

quality score, at least, relates to one aspect of paper 

quality. Note, although each question was based on 

an ordinal scale, the score for an individual 

question for a specific paper was based on the 

mean of three independent assessments. Since the 

central limit theorem states that the mean of a set of 

values will be approximately Normal irrespective 

of the distribution of the individual variables, we 

believe it is valid to apply the same regression style 

analysis that we used for the total score (as 

described in Section 3.7). 

3.6 Design 

This study is a quasi-experiment, specifically an 

interrupted time series. We used two groups of 

papers, those published before 2003 and those 

published after 2005, and we sought to determine 

whether the quality of the more recent papers is 

greater than the quality of the papers published in 

the earlier time period. Furthermore if any 

improvement was found, we wanted to know 

whether the SE guidelines published between 2000 

and 2002 had contributed to that improvement 

Shadish et al. [24] point out several problems with 

interrupted time series that are relevant to our 

study: 

• Changes are often adopted slowly and diffuse 

through a population rather than taking place 

abruptly. Since we are interested in the impact 

of guidelines published in between 2000 and 
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2002, we have omitted the papers published in 

the years 2003-2005 from our study. 

• Many data series are much shorter than the 

100 observations recommended for statistical 

analysis. This is certainly the case in our study 

and means we may be unable to detect small 

changes. 

Another potential problem with this design is that 

when the “interruption” is not due to an 

organisational or legal policy, it is always possible 

that some other factor has caused any observed 

change and not the one being suggested. For 

example, we are aware of other initiatives such as 

the International Software Engineering Research 

Network (ISERN) established in 1997, the 

Empirical Software Engineering Journal 

established in 1997 that both aimed to encourage 

researchers to undertake human-centric 

experiments and quasi-experiments. However, 

these initiatives started in a slightly earlier time 

period. If these were the cause of any changes, we 

would expect to see the beginning of quality 

changes to occur during the time period 1999-2002.  

In addition, we noticed that the more recent papers 

appeared to be longer than the papers published 

before 2003, so we identified the length in pages of 

each paper to investigate whether there was a 

confounding effect between the length of the paper 

and its quality (bearing in mind that the quality 

questions were oriented to reporting quality). 

Finally, even if the observed changes are restricted 

to the time period 2006-2010, so that they appear to 

be due to the guidelines and textbooks, we cannot 

tell whether any favourable change was due to the 

experimenters directly adopting the suggested 

practices or due to journal reviewers taking a more 

critical attitude to experiments and quasi-

experiments (particularly as some frequent journal 

reviewers were responsible for producing those 

guidelines and text books). To investigate this 

issue, we have checked whether authors actually 

referenced the guidelines and text books. However, 

bearing in mind that most expert researchers are 

aware of good practice and are therefore unlikely to 

regard it as necessary to make reference to general 

guidelines or text books, we also considered the 

publication record of co-authors of papers to 

identify whether or not the authors were 

experienced researchers. To do so, for each paper 

included in our analysis, we found the specific 

paper in the DBLP database
1
, and counted how 

many papers by each co-author were published 

prior to the year of publication of the specific 

paper. We used three variables based on this data: 

the average experience of all the co-authors, the 

                                                           
1
 http://www.informatik.uni-trier.de/~ley/db/index.html 

maximum experience of any co-author and the 

experience of the first co-author. 

We also checked the citation list of each paper to 

determine for all papers whether they cited a 

statistical text book (including manuals for 

statistical tools). We looked at the specific 

statistical references (if any) cited by each paper to 

see whether citation practice had been influenced 

by the statistical guidelines and text books authored 

by SE researchers. We considered only statistical 

texts and texts discussing quasi-experiments 

because the papers we were assessing were 

restricted to experiments and quasi-experiments.  

3.7 Analysis Process 

In order to test the main hypothesis we used 

segmented regression [26]. A segmented regression 

analysis allows the relationship between an 

outcome measure and the time after an interruption 

of some kind to be assessed in terms of differences 

with respect to both the gradient and intercept of 

the relationship in the time period before the 

interruption. Segmented regression is based on the 

following model: 

Scoreijk = a+b1×Yeari + b2×Groupj  

+ b3×TP2Yeari+ εijk  (1) 

Where: 

Scoreijk is the total quality score for paper k in Year 

i and Group j and TP2Year i. 

Groupj identifies the time period in which the paper 

was published, where j=0 if the paper was 

published in the period 1993 to 2002, and j=1 if the 

paper was published in the period 2006 to 2010. If 

the estimate of b2 is significantly different from 

zero, then the linear relationship in Time Period 2 

has a significantly larger intercept than the 

relationship in Time Period 1. 

Yeari identifies the year in which the paper was 

published, where i=1993, …, 2002, 2006,…, 2010. 

TP2Yeari takes the value 0 if the paper was 

published in the first time period (i.e., before 2003) 

and is equal to Yeari in the second time period. If 

the estimate of b3 is significantly different from 

zero, then the linear relationship in Time Period 2 

has a significantly different gradient compared with 

the relationship in Time Period 1. 

εijk is the error term associated with the score for 

paper k in Year i and Group j and TP2Year i. 

The model parameters a, b1, b2, and b3 are estimated 

using least squares.  

After assessing the main hypothesis, the model was 

extended to include other factors that might have 

influenced the quality score: 
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• A dummy variable indicating whether the 

paper cited any statistical reference. 

• Dummy variables indicating what type of 

statistical references (if any) were cited. 

• Three variables based on the number of 

papers published by co-authors in preceding 

years, which were intended to measure the 

author experience. These were the average of 

the number of papers published by each co-

author in previous years, the maximum 

experience of any co-author and the 

experience of the first author. 

• Three dummy variables indicating which 

journal the paper was published in. 

• The length of the paper in pages. 

The variables were introduced one at a time into 

the model, and only those that were statistically 

significant were retained. This process was not 

used to provide a predictive model but to test 

whether these variables had any significant 

relationship with paper quality. 

4. Results 

4.1 Descriptive Statistics 

Figure 1 shows the total quality score per paper per 

year (averaged over the three assessments for each 

paper).
2
 This figure seems to indicate an increase in 

quality across the time period with the recent 

papers including fewer poor quality papers (i.e. a 

quality score<15). Figure 2 shows the relationship 

between the total quality score and the subjective 

assessment of quality. There is a significant linear 

relationship between the two measures, and the 

relationship shows no major inconsistencies. The 

average quality score and the average subjective 

assessment per year are reported in Table 3. The 

relationship between the total quality score and 

year of publication is shown more clearly in Figure 

3. This suggests that apart from the years 2001 and 

2002, there has been a steady increase in quality 

over the time period. 

The average score for each question in each time 

period is shown in Table 4. This confirms that the 

score for each question has improved, particularly 

Question 7 (Do the authors discuss the limitations 

of their studies?). However, Table 4 shows that the 

scores for Question 6 (Do authors discuss potential 

experimenter bias?) and Question 9 (Is there 

evidence that the experiment/quasi experiment can 

be used by other researchers/practitioners?) are still 

relatively low. 

4.2 Regression Analysis 

A statistical analysis of the relationship between 

the quality of individual papers (averaged over the 

                                                           
2
 The full data set is available on request from the first author. 

three independent assessments) and year, group and 

TP2year is shown in Table 5. This analysis, which 

is based on the data shown in Figure 1, confirms 

that there is a significant positive linear relationship 

between year and paper quality, but there is no 

significant relationship between group and paper 

quality nor is there a significant change in the 

gradient of the linear model in TP2. This means 

that the general trend is one of increasing quality, 

but there was no major change in the overall trend 

before 2003 and after 2005.  

However, since the quality score has an upper 

bound of 27, we would expect the gradient of the 

linear relationship between year and quality to 

decrease in years following 2010 and indeed there 

is a slight indication visible in Figure 3, that this 

effect might be happening in 2009 and 2010  

4.3 The Relationship between Statistical 

Citations and Paper Quality 

We checked the references cited in each paper and 

identified whether the paper cited: 

• Statistical texts not written by SE academics. 

• Statistical texts and articles produced by SE 

academics, i.e. [10], [11], [17], [22], [27]. 

Note that, although most such references 

occurred in the more recent papers, one paper 

published in 2001 did make reference to [27]. 

• Statistical texts written by Campbell and his 

collaborators that cover issues such as types 

of validity problems and how to handle quasi-

experiments (e.g. [1], [2], [24]). 

The number of papers that cited any statistical texts 

of the above three types in each time period is 

shown in Table 6. Clearly a majority of papers 

published after 2005 have cited statistical texts 

produced by SE academics, but the rate of citing 

statistical texts from other sources has not changed. 

The number of papers that cited any statistical 

source in each time period is shown in Table 7. 

Note, many papers cited statistical texts of more 

than one type, so the values in Table 7 cannot be 

directly derived from Table 6. Table 7 suggests that 

more recent papers were more likely to cite a 

statistical text than older papers. A chi-squared test 

confirmed that there is a statistically significant 

difference in the citation rate (p=0.036). 

A linear regression model relating average paper 

quality to year and citation group (where citation 

group is a dummy variable taking the value 1 if a 

paper cites a statistical text and 0 otherwise), 

shown in Table 8 indicated that both year and 

citation group are jointly significantly related to 

average paper quality. 

Thus, it appears that better quality papers are likely 

to cite statistical texts. However, an investigation of 
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the different types of statistical texts being cited 

(see Table 9), suggests that it is referencing general 

statistical texts that is most strongly associated with 

high quality, since the effect of the other types of 

text is not significant.  

4.4 The Relationship between Average Co-

Author Experience and Paper Quality 

Using the average of the number of papers 

published by the co-authors in years prior to the 

paper included in our data set as a measure of 

experience, we investigated the effect of experience 

on paper quality in a model including year and 

statistical texts cited (i.e., only general statistical 

texts not ones by SE researchers or by Campbell 

and his colleagues). This analysis confirmed that 

after accounting for year and referencing statistical 

texts, average co-author experience was not 

significantly associated with paper quality (see 

Table 10). We also tested the maximum experience 

of the co-authors and the first author experience. 

Neither of these variables was associated with 

paper quality. 

4.5 The Relationship between Source Journal 

and Paper Quality 

Adding to the basic model three dummy variables 

identifying which journal the paper was published 

in indicated that there was no observable difference 

in the quality of papers from the different journals 

(see Table 11). Note, it is only possible to include 

three dummy variables since the effect of the fourth 

journal is found when the other three journal 

variables take the value zero. 

4.6 The Relationship between Paper Length 

and Paper Quality 

Including paper length as a variable in the baseline 

model indicated that longer papers were likely to be 

of higher quality than shorter papers, to a 

statistically significant degree (see Table 12). 

We re-ran the regression analysis for average co-

author experience and source journal including 

paper length in our baseline model (with year and 

citation of statistical texts) and found co-author 

experience and source journal were still non-

significant. 

 

 

 

 
Figure 1 Total quality score per paper per year averaged over the three assessments of each paper 
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Figure 2 Subjective assessment versus total score per paper 

 

Table 3 Average Quality score and subjective assessment per year 

Year Papers Average 

Quality 

Variance of 

average 

quality 

Average 

Subjective 

Assessment 

Variance of 

subjective 

assessment 

1993 3 13.000 4.7463 1.278 1.1097 

1994 2 14.667 1.6499 1.250 0.3536 

1995 3 14.944 7.4728 1.611 1.0046 

1996 3 14.556 5.7743 1.611 0.9179 

1997 4 16.542 4.3277 1.625 0.6719 

1998 4 15.083 2.3034 1.542 0.3696 

1999 4 17.292 3.2642 1.583 0.6455 

2000 4 16.792 3.2012 1.792 0.8539 

2001 4 21.188 1.3649 2.500 0.3600 

2002 4 14.750 5.6001 1.375 0.8207 

2006 7 19.607 3.2902 2.238 0.5431 

2007 7 19.119 1.5267 2.119 0.2673 

2008 7 20.393 4.6965 2.310 0.6194 

2009 8 21.146 3.6159 2.271 0.6722 

2010 6 20.889 2.9771 2.333 0.2789 

 

y = 0.1486x - 0.7493

R² = 0.8768
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Table 4 Average score for each quality question 

Question 

Number 

Average score 

for TP1 

Average Score 

for TP2 

Q1 2.34 2.65 

Q2 2.04 2.39 

2.39 2.30 2.63 

Q4 2.06 2.40 

Q5 2.18 2.52 

Q6 0.82 1.26 

Q7 1.22 2.57 

Q8 1.99 2.44 

Q9 1.13 1.69 

 

 
Figure 3 Average quality score per year of papers reporting human-centric experiments  

Table 5 Regression analysis of average quality score 

Model 

parameter 

Coefficient  Std. Err.  t P>|t| [95% Conf. Interval] 

year  0.465 0.2276 2.045 0.045 (0.0111,0.9198) 

group -17.552 1023.845 -0.017 0.986 (-2061.725, 2026.62) 

TP2year .0084789 0.5104 0.017 0.987 (-1.0106, 1.0276 

constant -9163.8 454.7 -2.010 0.049 (-1821.6, -5.986) 
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Table 6 Citation rate of statistical texts 

Publication date 

group 

Statistical texts Statistical texts by SE 

authors 

Texts written by Campbell 

and colleagues 

Cited Not cited Cited Not cited Cited Not cited 

Papers published 

before 2003 

18 17 1 34 7 28 

Papers published 

after 2005 

17 18 20 15 13 22 

 

Table 7 Extent to which papers cite statistical texts 

Publication date group Cited no statistical texts Cited statistical texts  

Papers published before 2003 14 21 

Papers published after 2005 6 29 

 

Table 8 Regression analysis relating average quality to year and citation group 

Model 

Parameter 

Coefficient Std. Err. t P>|t| [95% Conf. Interval] 

year  0.3588 0.0805 4.459 0.000 (0.1982, 0.5193) 

citation group 2.627  0.9747 2.696 0.009 (0.6819, 4.5730) 

constant -702.28 160.9 -4.363 0.000 (-1023.5, -381.0) 

 

Table 9 The relationship between citation and paper quality for different types of statistical texts 

Parameter  Coefficient Std. Err. t P>|t| [95% Confidence Interval] 

year  0.3268 0.0954 3.411 0.001 (0.135, 0.517) 

statistical texts 1.922 0.87667 2.192 0.032 (0.171, 3.673) 

statistical texts by SE 

researchers 

1.440 1.1225 1.283 0.204 (-0.802, 3.682) 

statistical texts by 

Campbell and 

colleagues 

1.308 0.9968 1.313 0.194 (-0.682, 3.299) 

constant  636.7 191.24 -3.329 0.001  (-1018.7, -254.8) 

 

Table 10 The relationship between the average experience of the co-authors and paper quality 

Parameter  Coefficient Std. Err. t P>|t| [95% Confidence 

Interval] 

year  0.375 0.0905 4.142 0.000  (0.194, 0.556) 

statistical texts 1.957 0.8610 2.273 0.026  (0.238, 3.656) 

average co-

authors 

experience 

0.0222 0.0219 1.014 0.314  (-0.022, 0.066) 

constant  -734.0 181.1  -4.054  0.000 (-1095.6, -372.5) 
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Table 11 The relationship between source journal and paper quality 

Parameter  Coefficient Std. Err. t P>|t| [95% Confidence 

Interval] 

year 0.422 0.0797  5.292   0.000  (0.262, 0.581) 

statistical texts 0.735 0.34633 2.124 0.038 (0.044, 1.427) 

JSS  1.360 1.4004 -0.971 0.335  (-4.157, 1.438) 

ESE  0.622 1.3697 0.454 0.652  (-2.115, 3.358) 

TSE  0.426  1.5031 0.284 0.778  (-2.576, 3.429) 

constant -826.8  159.86  5.172  0.000  (-1146.2, -507.5) 

 

Table 12 The relationship between paper length and paper quality 

Parameter  Coefficient Std. Err. t P>|t| [95% Confidence 

Interval] 

year  0.367 0.0776 4.726 0.000 (0.2118, 0.5218) 

statistical texts 0.865 0.2974  2.910 0.005 (0.272, 1.459) 

paper length 0.0955 0.04119 2.319  0.024  (0.0133, 0.1777) 

constant -719.1 155.22 -4.633 0.000 (-1029.0, -409.2) 

 

4.7 Validation of Results 

To assess the stability of our results, we ran our 

final model (i.e., the regression analysis including 

year, citation of statistical texts and paper length as 

independent variables) with the variable subjective 

quality instead of the quality score. Subjective 

quality was based on an overall assessment of the 

paper quality made on a four-point ordinal scale 

(0=Poor, 1=Moderate, 2=Good, 3=Excellent) with 

interpolation permitted. We used the average of the 

three values for each paper as our dependent 

variable. The only difference in our results was that 

the variable paper length just failed to achieve 

statistical significance at the p<0.05 level (the p-

value for paper length was 0.055). 

The distribution of the variance of the three total 

quality scores obtained for each paper identifies 

five papers with unusually large variance (see 

Figure 4). Four of the papers were published before 

2003 and one of the papers was published after 

2005. We re-ran our final regression model with 

the total score as our dependent variable, and 

omitting these papers. The results were the same in 

terms of which factors were significant.  

With respect to construct validity we analysed four 

questions separately (Q1, Q5, Q6, Q7). These 

questions were related to the questions assessed by 

Dieste et al. (2011), see Table 2. In each case we 

performed a forward stepwise regression including 

all the factors investigated previously as 

independent variables (i.e., year, publication time 

period, years in the second time period, paper 

length, average co-author experience, first author 

experience, maximum co-author experience, 

citation of statistical texts, citation of statistical 

texts authored by SE researchers, citation of 

statistical texts authored by Campbell, whether the 

paper was published in JSS, TSE or ESE). The 

results were as follows: 

Q1 (corresponding to Dieste et al., Q3): Year and 

Cites Statistical texts were included in the final 

model. 

Q5 (related to Dieste et al., Q9): Cited texts 

authored by Campbell and Cited texts authored by 

SE researchers. 

Q6 (related to Dieste et al., Q6): Year and First 

Author experience were included in the model. 

Q7 (related to Dieste et al., Q8): Year and Paper 

length were included in the model. 

In three cases the individual questions were 

consistent with the total score results with respect 

to selecting the Year variable, and never selecting 

the Publication Time Period variable, but were not 

consistent with respect to other factors. This 

suggests some confounding between the remaining 

variables, but generally supports our main 

hypothesis.  

Page 14 of 19*****For Peer Review Only*****

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



15 

 

The regression analysis with Q5 (Do authors define 

data collection procedures and define the 

measures?) was the only one that did not select 

Year as a dependent variable. It may be that given 

the problems associated with defining and 

collecting metrics in the software and sociology 

fields, the texts by SE authors and those by 

Campbell and his co-authors have emphasised 

defining measurements and data collection issues 

more than standard statistical texts which tend to 

assume that data is easy to measure and collect. 

 

 

 

 

 

Table 13 Correlations among quality variables 

Variable Subjective quality Q1 Q5 Q6 

Q1 0.67    

Q5 0.80 0.50   

Q6 0.62 0.51 0.47  

Q7 0.80 0.43 0.68 0.46 

 

 

In addition, all four variables were significantly 

correlated to one another and to average subjective 

quality (see Table 13). This suggests that in spite of 

the counter-intuitive finding reported in Dieste’s 

study that papers discussing limitations exhibited 

increased bias, in our study, discussing limitations 

was positively related to quality. Furthermore, 

applying principal component analysis to the scores 

for all the 9 individual questions, the first factor, 

which was a weighted average of the 9 questions 

(with all weights being fairly similar), accounted 

for 61% of the variation, providing added 

confirmation that the total score (as a simple sum 

of the 9 questions) is a reasonable measure of 

quality. 

5. Discussion 

Our results show clearly that there has been an 

overall increase in quality as measured by our 

quality assessment instrument for the four journals 

across the time period of our study (Table 2). 

During the first four years of the time period, the 

average quality of papers each year was less than 

15 (out of a total possible score of 27). During the 

final three years, the average quality of papers each 

year exceeded 20.  

Our statistical analysis confirmed there was a 

significant relationship between year and quality 

but, because there was no significant effect due to 

time period (i.e., before 2002 and after 2005), there 

no evidence that this increase in quality was 

directly caused by referencing the articles and texts 
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Figure 4 Box plot of the variance of the total score per paper 
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on methodological issues written by SE 

researchers. In this study, we observed a gradual 

increase in quality across the years rather than a 

dramatic change in the more recent papers.  

In addition to a year effect, we also found that the 

total quality score was significantly associated with 

referencing general statistical text books but not 

with referencing text books written by SE 

researchers. Thus, although we observed a change 

in citation practice in papers published after 2005, 

it is likely that the improvement was due to a 

general increase in the understanding of empirical 

SE rather than the availability of statistical material 

written by SE researchers. However, although the 

relationship between quality and referencing 

statistical texts was stable when we analysed the 

average subjective assessment, it was not 

completely stable for the detailed analyses of 

individual questions, so there may be confounding 

effects among the variables we investigated. For 

example, it may be that researchers preferred to 

reference the primary source material for statistical 

methods rather than secondary sources provided by 

software engineers. It may also be the case that 

experienced authors, who write high-quality 

papers, do use the statistical literature published by 

SE researchers, but because they are aware that it is 

very well-known and can be considered part of the 

common body of knowledge within the field, they 

do not cite it explicitly. Conversely, newcomers 

may not be very familiar with this literature and 

therefore may be more inclined to cite it explicitly. 

We also found that the total quality score was 

associated with paper length although this 

relationship was not observed when we analysed 

the average subjective assessment, nor was it stable 

for the individual questions we analysed. Thus, the 

relationship between paper length and quality 

assessed using the total quality score may be due to 

the emphasis on reporting in the quality 

questionnaire, since reporting more information is 

easier in longer papers. 

6. Limitations 

A major limitation of our study is that our quality 

questionnaire may not properly represent the 

quality of an experiment, but rather the quality of 

the reporting in a paper. To address this issue, we 

used two different methods of measuring quality, 

one based on a questionnaire and one based on an 

overall subjective assessment, which confirmed 

that our results with the exception of the 

relationship with paper length were essentially the 

same. Furthermore, we checked that individual 

questions related to those that Dieste et al. [5] 

found to be related to be negatively related to bias 

(i.e., positively related to quality) behaved in a 

similar way to our overall quality score. All the 

questions confirmed that year was a significant 

variable and time period was not, although the 

inclusion of other factors varied. 

Another important limitation is the possibility of 

experimenter expectation, i.e., our basic hypothesis 

was that paper quality would be improving over 

time and we might, therefore, have unintentionally 

marked papers published before 2003 lower than 

they deserved. The use of the quality questionnaire 

was intended to lower the probability of 

experimenter bias and our results for year 2001 

(which scored higher than any other year) tends to 

support the view that our assessments were not 

biased against papers published before 2003. 

However, we all knew the date of each paper, so 

we cannot be certain that we were not 

subconsciously influenced. We note that attempts 

to blind ourselves to the date of papers would not 

have been effective since Kitchenham needed to 

assign the papers and, therefore, had to know the 

papers’ pubication dates, and Sjøberg and Dybå 

had already studied the papers published in TP1 in 

considerable detail. Furthermore all of us act as 

reviewers for the four journals and had seen some 

of the papers in that capacity and/or had studied 

some of the papers as part of our own research. 

Another limitation is that our assessments of 

quality may not be reliable in the sense that two 

judges using the same quality instrument might 

come to very different conclusions. We reported a 

series of studies that used the questionnaire [18] 

and found that for the first two studies, the inter-

rater reliability was poor for individual 

assessments, but better for joint evaluations. 

However, the results of the third study contradicted 

the results of the second study and suggested that 

inter-rater reliability was poor for all groups but 

worse for teams of two or three than for 

individuals. These results confirm that it is difficult 

to achieve high levels of reliability. We have 

addressed this difficulty by using three judges per 

paper and checking that our results were robust 

when removing papers that did not exhibit good 

reliability (i.e., exhibited large variance in the total 

quality scores).  

We have restricted ourselves to assessing the 

quality of journal papers, although there were 14 

papers appearing in the International Conference of 

Software Engineering (ICSE) in TP1. This has 

increased the homogeneity of our set of papers at 

the expense of reducing the generality of our 

conclusions.  

A problem with respect to statistical conclusion 

validity is our stepwise introduction of additional 

variables into our initial model (see Equation 1). It 

is dangerous to undertake a large number of tests 

on the same data set since some effects may be 

found by chance. However, an important part of 
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our study was to investigate the impact of the SE 

guidelines, and we felt it was also important to also 

investigate possible confounding variables such as 

paper length, other sources of guidelines, and 

specific journals. In our final model (see Table 12), 

the sum of the p-values for the three variables 

included in our model was less than 0.05, so we 

have not substantially inflated the type-1 errors 

[20]. Nonetheless, the test of our initial model must 

be treated as the test of our main hypothesis, and 

the tests of other variables should be treated as 

exploratory. 

We found it difficult to devise a good measure of 

the capability of the set of authors working in a 

specific paper. We used several surrogate measures 

but we are not convinced that they adequately 

captured the concept of team capability. 

Finally, we assumed that limiting the number of 

papers with the same author as first author would 

avoid potentially biasing our results. Table 14 

suggests that failing to restrict papers from the 

same first author would have increased the average 

first author experience and average quality of 

papers published before 2003. However, among 

papers published after 2006 the average first author 

experience would have increased without greatly 

affecting the average quality score. Thus, if we had 

included more papers by the same first authors, we 

would have increased the average quality score for 

papers published before 2003 due to the excellence 

of individual authors rather than the general 

standard of authors. This implies that our selection 

process has successfully removed a possible cause 

of bias. 

 

Table 14 Mean and median (in parenthesis) first author experience and average quality score for first authors 

with multiple papers compared with other authors 

Data set Variable TP1 TP2 

Excluding multiple papers with the 

same first author 

Observations 32 30 

Experience 5.9 (3) 15.6 (9) 

Average Quality Score 15.6 (15.9) 20.5 (20.9) 

Including multiple papers with the 

same first author 

Observations 3 5 

Experience 13 (10) 54 (35) 

Average Quality Score 21.6 (21.8) 18.5 (19.5) 

 

7. Conclusions 

As SE researchers, we are pleased to find that the 

quality of experimental and quasi-experimental SE 

papers appears to be improving. However, although 

the recent texts authored by SE researchers have 

had a significant impact on citation practices, there 

is no evidence that the change in citation practice is 

directly associated with the improvement in quality 

over the monitored time period.  

The results of our study suggest that the quality 

improvement is due to a gradual increase across the 

entire time period 1993-2010. Our analysis of 

citations attributes this to a general increase in the 

level of understanding of experimental and 

statistical methods rather than specific initiatives by 

SE researchers. Indeed, the initiatives that led to 

new SE conferences and journals addressing 

empirical SE in the late 1990’s and the later 

statistical text books and guidelines could actually 

have been a result of the initial increase in 

understanding of statistical methods and 

experimental design.  

Our study was based on papers that were published 

inonly four SE journals (TSE, JSS, ESE, IST). 

These are high quality venues for SE experiments. 

Thus, we would expect the quality of software 

experiments and quasi-experiments published in 

these sources to be higher than that obtained in 

other sources. In particular, we do not know 

whether the results generalise to conference papers, 

which are usually constrained to be shorter than 

journal papers and so may score poorly on a quality 

instrument that favours reporting quality. 

Nonetheless, performing a similar study based on 

papers from ICSE and Empirical Software 

Engineering and Measurement (ESEM) might be 

an interesting topic for future research. However, 

ESEM papers would have to be compared with 

papers from the Metrics and ISESE conferences if 

the same time periods were used. 

We used a quality instrument that we developed 

ourselves; see [18]. Although there were overlaps, 

Dieste et al. [4] used a rather different set of quality 

questions for their study of the relationship 

between bias and quality questions. This raises the 

question of whether there is a “best” set of criteria 

for human-centric SE experiments and quasi-

experiments. Dieste et al.’s results suggested that 

only three of their 10 questions were negatively 

related to bias. In contrast, our results suggest that 
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all our questions were positively associated with 

quality. Thus, we cannot be sure which set of 

questions are best, nor indeed whether it is possible 

to identify a best set of questions given the 

different suggestions made by different researchers 

(e.g. [3], [9]). An alternative approach to assessing 

study quality is to assess specific well-defined 

criteria such as power, effect size, and quasi-

experiment practices as has been done for studies 

published prior to 2003 ([6], [14], [17]). These 

criteria could be used both to investigate 

improvements in study quality over the time period 

1993-2010, and to assess the validity of alternative 

quality instruments. 

Our study showed that all of the quality questions 

had a larger average score in TP2 than in TP1 (see 

Table 4). However, there are two low scores for 

questions that suggest how researchers might 

improve the quality of their studies, i.e. Question 6 

and Question 9.  

Question 6 (Do the authors discuss potential 

experimenter bias?) scored an average of only 1.26 

in TP2. This is probably because experimenter bias 

is not emphasized in sources such as [27], [24] and 

[2], which provide lists of validity issues related to 

Conclusion Validity, Internal Validity, External 

Validity and Construct Validity. This can be 

contrasted with the average score for Question 7 

(Do authors discuss the limitations of their study?), 

which increased from 1.22 in TP1 to 2.57 in TP2. 

However, the issue of human experimenters 

studying techniques, methods or procedures that 

depend on the skills of human participants has 

many opportunities for bias. We recommend 

researchers refer to [21] for a detailed discussion of 

relevant issues.  

Question 9 (Is there evidence that the 

Experiment/Quasi-Experiment can be used by other 

researcher/practitioners?) scored an average of 1.13 

in TP1 and 1.69 in TP2. This may be because it is 

easy to recommend that researchers report how 

their results can be used but it is quite hard to 

suggest more operational guidelines. We suggest 

authors report avenues for further which 

researchers might find valuable. Furthermore, 

including a discussion of how robust any benefits 

found in the experiment were and the implications 

of any limitations might benefit practitioners. For 

example authors might indicate whether a better 

method/procedure requires extensive training 

and/or tool support to be viable in practice. 
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