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Abstract—Software development video tutorials have seen a steep increase in popularity in recent years. Their main advantage is that
they thoroughly illustrate how certain technologies, programming languages, etc. are to be used. However, they come with a caveat: there
is currently little support for searching and browsing their content. This makes it difficult to quickly find the useful parts in a longer video,
as the only options are watching the entire video, leading to wasted time, or fast-forwarding through it, leading to missed information.
We present an approach to mine video tutorials found on the web and enable developers to query their contents as opposed to just their
metadata. The video tutorials are processed and split into coherent fragments, such that only relevant fragments are returned in response
to a query. Moreover, fragments are automatically classified according to their purpose, such as introducing theoretical concepts,
explaining code implementation steps, or dealing with errors. This allows developers to set filters in their search to target a specific type of
video fragment they are interested in. In addition, the video fragments in CODETUBE are complemented with information from other
sources, such as Stack Overflow discussions, giving more context and useful information for understanding the concepts.

Index Terms—Recommender Systems, Mining Unstructured Data, Video Tutorials
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1 INTRODUCTION

SOFTWARE development often requires developers to face
scenarios where they need to acquire additional knowl-

edge beyond the one they already possess. Such scenarios
include, for example, learning a new framework or a new
programming language feature, as well as looking for infor-
mation needed to fix a bug or to complete a programming
task. The sources of information involved in this process are
various, ranging from direct talks with other developers, to
project and API documentation, either local or online. The
web and online resources, such as forums, blogs, Question
& Answer (Q&A) websites, slide presentations, etc. have
become a precious source of information for developers [1],
due to the amount and diversity of information they provide,
as well as the ease of access.

When developers perform a search on the web, the
returned result set is often heterogeneous, as textual arti-
facts can be accompanied by other non-textual sources like
YouTube videos, providing tutorials on a specific topic. Video
tutorials are a new and emerging source of information, such
as step-by-step, learn-by-example introductions to how new
technologies should be applied in practice.
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A recent study by MacLeod et al. [2] investigated how and
why software development video tutorials are created, and
found that they share details such as software customization
knowledge, personal development experiences, implemen-
tation approaches, and application of design patterns or
data structures. The study also highlighted key advantages
of video tutorials over other resources, such as the ability
to visually follow the changes made to the source code,
to see the environment where the program is executed, to
view the execution results and how they relate to the source
code, and to understand a development activity in depth
by looking at different levels of detail. In essence, video
tutorials can provide a learning experience different and
complementary to that offered by traditional, text-based
sources of information.

Despite these benefits, there is limited support for helping
developers find relevant information within video tutorials,
which are often lengthy and lack an index that allows finding
specific fragments of interest. Thus, to find information about
a specific concept in a video tutorial, a developer can either
watch the entire video, wasting time watching irrelevant
parts, or skim it, risking to miss important information. More-
over, a developer may need information from diverse sources
to thoroughly understand a new concept. For example, when
learning to use a new library, a developer could benefit from
watching an introductory video tutorial, complemented by
Q&A forum discussions about known issues or solutions to
common problems of that library.

While existing approaches support developers by mining
API documentation [3], [4] and Q&A websites [5], [6], or by
synthesizing code examples from existing code bases [7], [8],
[9], [10], there is no tool to leverage the relevant information
found within video tutorial fragments and link them to other
relevant sources of information available on the Web.
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We propose CODETUBE, an approach to address these
limitations and leverage the information found in video
tutorials and other online resources to provide developers
with relevant, concise, and holistic information about a topic.

CODETUBE starts from a set of videos relevant to a broad
topic of interest (e.g., Android development). It analyzes
such videos to identify when source code is being shown
(e.g., through the IDE) on screen, using a series of algorithms
and heuristics aimed at identifying shapes and fragments
of Java code in a frame. It then identifies and isolates
cohesive video fragments, i.e., sequences of frames in which
source code is being written, scrolled, or alternated with
other informative material. The text contained in each video
fragment is extracted and complemented with the text of the
audio transcript occurring at the same time.

Machine learning techniques are then used to automat-
ically classify the extracted video fragments into seven
possible categories, namely (i) introduction to a tutorial
topic, (ii) theoretical concepts, (iii) code implementation, (iv)
working environment setup, (v) execution of implemented
code, (vi) dealing with errors, and (vii) closing of a tutorial.
These categories have been identified through an initial study
(presented in Section 2), in two steps: (i) 41 computer science
students/professors and professional developers manually
identified and tagged a total of 784 fragments from 136 Java
development video tutorials, and (ii) an open coding was
performed on the obtained tags.

All the extracted information is then indexed using infor-
mation retrieval techniques. Finally, CODETUBE searches and
indexes Stack Overflow discussions relevant to each video
fragment. A developer can then use a textual query (e.g.,
“implementing an Android listener”) to search CODETUBE
through a web interface, apply filters for the “type” of video
tutorial she is looking for (e.g., dealing with errors), and
obtain a ranked list of relevant video fragments with related
Stack Overflow discussions. CODETUBE is currently available
with a set of 3,526 indexed Java video tutorials retrieved
from YouTube, corresponding to a total of 17,112 extracted
fragments. The mean length of videos is∼552s (median 437s),
while the fragments have a mean length of ∼114s (median
∼78s).

We evaluated CODETUBE in three different studies:

1) We asked 41 people to manually identify and tag
fragments starting from a corpus of 150 video tutorials.
We used this data as ground truth to assess the accuracy
of CODETUBE in identifying video fragments and in
correctly classifying the type of video tutorial fragments
among the considered categories.

2) We asked 34 Android developers to evaluate (i) the
relevance of the video fragments retrieved by CODE-
TUBE for a given query compared to the results returned
by YouTube, (ii) the coherence and conciseness of the
produced video fragments, and (iii) the relevance and
complementarity of Stack Overflow discussions returned
by CODETUBE for specific video fragments.

3) We performed an extrinsic evaluation of the approach
by introducing CODETUBE to three leading developers
involved in the development of Android apps. We then
asked them questions about the usefulness of CODE-
TUBE, focusing on the value of extracting fragments

from video tutorials, and that of combining different
sources of information.

The results show that:
1) The fragments automatically extracted by CODETUBE

from a video tutorial are fairly similar (MoJoFM=77%)
to the ones manually identified by people looking at
the video (i.e.,CODETUBE and people identify similar
cohesive fragments in a given tutorial).

2) CODETUBE is able to classify fragments along the
seven identified categories with an average accuracy
of 72% and an Area Under the Receiving Operating
Characteristic Curve (AUROC) of 0.92.

3) Ca. 80% of the video fragments extracted by CODETUBE
are considered cohesive and ca. 60% are considered
self-contained by developers.

4) The Stack Overflow discussions returned by CODETUBE
for a given video fragment are considered relevant to
it in ca. 50% of cases, while they are almost always
considered complementary in terms of the information
presented with respect to the video fragment (∼90%).

5) The three project managers involved in the third study
see great value in CODETUBE and a great potential in
this line of work.

Paper structure. In Section 2 we report the design and
results of a study aimed at (i) identifying the categories of
development video tutorial fragments and (ii) investigating
the structure of video tutorials. This was done by asking 41
people to manually identify and categorize video fragments
in video tutorials. In Section 3 we describe CODETUBE and
its underlying approach for both video fragmentation and
classification of tutorial fragments. In Section 4 we leverage
the data collected in the study reported in Section 2 to
objectively evaluate the ability of CODETUBE in automatically
fragmenting and classifying video tutorials. In Section 5 we
perform a second study aimed at providing a subjective
assessment of the quality of the extracted video fragments
as perceived by developers, as well as the relevance and
complementarity of the video fragments to the linked Stack
Overflow discussions. Section 6 describes a qualitative
evaluation of CODETUBE with actual practitioners with the
goal of evaluating its industrial applicability. Threats to
validity are discussed in Section 7. After a discussion of
the related literature (Section 8), Section 9 concludes the
paper.

2 INVESTIGATING THE STRUCTURE
OF VIDEO TUTORIALS

Previous research on development video tutorials [2] has
investigated the motivation and purpose of entire develop-
ment video tutorials, but has not analyzed their structure and
content in depth. A video tutorial has an intrinsic structure
embedded in the flow of actions performed by the tutor.
When it comes to devising an automated approach to analyze,
fragment, classify, and index video tutorials, understanding
the structure of the original video is essential to provide, for
example, advanced searching features.

The goal of this initial study was twofold: to deter-
mine how people segment video tutorials into coherent
parts/sections, and what kind of parts are typically com-
posing a software development video tutorial (e.g., setting
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TABLE 1
Participants’ Occupation, Experience in Java, and Usage of Video Tutorials.

Occupation Total % Experience in Java Total % Usage of Video Tutorials Total %
Faculty 1 2% Less than 1 year 29 71% Daily 29 71%
PhD Student 3 7% 1-3 years 7 17% Few times a week 7 17%
Master Student 4 10% 3-5 years 3 7% Few times a month 3 7%
Undergraduate Student 31 76% 5-10 years 2 5% Rarely 2 5%
Professional Software Developer 2 5% More than 10 years 0 0% Never 0 0%
Total 41 100% Total 41 100% Total 41 100%

of the IDE, code writing, etc.). Collecting this information
is important to determine the ability of any approach -
CODETUBE in this case - to automatically identify and
label these fragments. The context consists of objects, i.e.,
150 tutorials collected from YouTube, and participants, i.e.,
41 computer science students/professors and professional
developers manually identifying and tagging the different
tutorial parts (e.g., “from 1:00 to 3:30 the tutorial shows how
to set up the IDE”). We later use the fragment beginning and
end collected in this study to construct a ground truth for
measuring the ability of CODETUBE to identify video tutorial
fragments (Section 4.1).

2.1 Context, Data Collection & Analysis

We manually selected from YouTube the video tutorials used
in the context of our tagging study. The manual collection
was needed to ensure the selection of real tutorials dealing
with a heterogeneous set of topics at different levels of
abstraction (e.g., theoretical vs practical tutorials). We selected
(i) 50 generic Java tutorials, (ii) 50 tutorials dealing with JSPs
and Servlets (i.e., Java Web applications), and (iii) 50 Android-
related tutorials (i.e., Java mobile apps). We made sure to
include both tutorials for beginners as well as for experienced
developers and to select a mix of theoretical and practical
tutorials. For example, the 50 Java-related tutorials included
tutorials about Java basics (e.g., exceptions handling), ad-
vanced topics (e.g., multi-threading), and theoretical notions
(e.g., how the garbage collector works). The selection of
such tutorials was performed by one author and double-
checked by a second author. All 150 tutorials focus on the
Java programming language, because (i) as it will be detailed
later, our approach leverages a Java island parser [11], [12],
[13] to identify code constructs shown in the video tutorial,
and (ii) this eased the selection of participants for our study.
Also, to limit the effort required from participants, we did
not include video tutorials longer than 20 minutes.

We invited, after selecting participants through conve-
nience sampling [14], [15], 55 computer science students and
professors, as well as five industrial software developers to
participate in our study. In order to limit any hypothesis
guessing or bias, we did not reveal to participants the final
purpose of the tagging nor our usage of the obtained data.
Each participant received an email with a link to the web
application where they could read instructions and then
perform the fragment splitting and tagging tasks. We asked
each participant to watch video tutorials and to split them
into categorized fragments: they had to identify disjoint parts
of the video tutorials and tag each with a category explaining
its main purpose (e.g., “from 1:00 to 3:30 it explains how
to set the working environment, from 3:31 to 5:00 it shows

how to implement a JSP”). We asked participants to extract
and tag fragments for at least 20 minutes of video tutorials.
Participants were free to tag more. Invitees had up to two
months to perform the tasks. Data about the 41 participants
is reported in Table 1.

1

4

3

2

Fig. 1. User Interface of the Fragment Tagging Web Application.

We implemented a web application to support the tagging
process by participants in multiple rounds (e.g., tagging one
tutorial today, and another one after one week). After regis-
tering, participants provided some background information
which we report in Table 1. The actual tagging starts through
the user interface depicted in Figure 1. The web application
shows tutorials embedded in a YouTube video player (1).
The tagging application was designed to balance the number
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of participants tagging each video tutorial, i.e., in a first
iteration, the web application assigned each video tutorial
in our dataset to at least one participant. Then, if possible, a
second participant was assigned, and so on.

At the bottom of the page there are controls to allow
participants to create and tag fragments—see Figure 1 (2).
Participants are allowed to freely interact with the video
player as they wish, yet they are forced to follow some
constraints when devising the fragments. All fragments need
to be contiguous or the application does not allow the user
to store the tagging session. Also, the fragments have to
cover the whole video. A progress bar (3) allows the users to
keep track of the amount of video covered by the fragments
already devised. To avoid corrupted data, the application
raises an error if the tagging progress goes beyond 100%, or
if any tag is missing, and does not allow to store the session
if the video coverage is not complete.

Last, each user is requested, but not forced, to tag at
least 20 minutes of video tutorials. Another progress bar (4)
shows the overall minutes tagged by the study participants.
Once the bar gets to 20 minutes, the participant is notified
with a pop-up label at the bottom of the application, but
the application leaves the participant the choice to keep
tagging video fragments. Each participant tagged on average
29 minutes of video tutorials (min 7, median 27, max 75).

We collected 784 tagged video fragments (1,219 minutes)
from 136 video tutorials. 14 of the 150 video tutorials we
selected were not analyzed by any participant, while the
remaining 136 were tagged by at least one participant each.
Two of the authors performed an open coding process on the
784 tagged fragments to group the tags into categories. Such
a grouping was independently performed by the authors by
analyzing the tags assigned by the participants as well as
by personally watching each video fragment. After the first
coding, the two authors disagreed on 53 fragments, for which
one of them produced an Unclassified categorization, whereas
the other produced a category. The inter-rater agreement
after the first coding phase—computed in terms of Cohen’s
Kappa [16]—is equal to 0.86, which is considered a very
strong agreement. The two authors met to discuss and refine
(or merge) the identified categories, reaching an agreement
when needed.

The output of this process is a set of categories that can be
used to describe the different parts composing software de-
velopment video tutorials. To give an example, 144 fragments
were marked by participants with tags clearly referring to
the introduction of the tutorial topic (e.g., “introduction”, “topic
introduction”, “tutorial introduction”, etc.).

2.2 Analysis of the Results

2.2.1 Categories of video tutorial fragments
Table 2 reports the seven categories of video tutorial frag-
ments derived from our open coding procedure.

For 36 fragments we were not able to understand the
meaning of the tags assigned by the participants—see the
Unclassified row—(e.g., details, observations). We excluded
these tags from our study.

Most tagged fragments (37%) refer to code implementation
activities. Examples of tags in this category include “program
writing”, “JComboBox implementation”, and “implementing

TABLE 2
Categories Resulted from the Open Coding Process.

Category Tags %
Code implementation (CI) 288 37%
Introduction to the Tutorial Topic (ITT) 144 18%
Execution of the Implemented Code (EIC) 124 15%
Theoretical Concepts (TC) 87 11%
Closing of the Tutorial (CT) 47 6%
Environment Setup (ES) 39 5%
Dealing with Errors (DE) 19 3%
Unclassified 36 5%
Total 784 100%

a JSP page”. Introduction to the tutorial topic is the second
most popular category, grouping 18% of the assigned tags. It
concerns parts of the tutorial where the main tutorial topic is
presented from a general point of view without providing
implementation details. This category is followed by execution
of the implemented code (15%), including 124 fragments in total.

The latter category includes tags like “deployment and
execution of the implemented web app” and “program exe-
cution and test logger”. Theoretical concepts (i.e., when some
specific aspects of the topic are explained in detail, possibly
interleaving slides/discussions with some code examples)
are in 11% of the tagged fragments (e.g., “explaining HTTP
status codes”) while the working environment setup category
groups 39 (5%) tags (e.g., “IDE settings”). Finally, 47 tags
(6%) are related to the closing of the tutorial and 19 (3%) to
explanations on how to deal with errors one could encounter
while implementing the topics discussed in the video tutorial
(e.g., “what happens if we do not properly configure log4j”).

These seven categories are the ones considered in CODE-
TUBE when automatically classifying the type of the extracted
video tutorial fragments.

2.2.2 Structure of Video Tutorials

The availability of tagged and classified video fragments
allows us to provide—without generalizing beyond the
samples on Java development—an idea of how development
video tutorials are structured.

Table 3 describes the patterns—intended as sequences of
fragments belonging to the seven identified categories—that
occur at least twice in the analyzed dataset.

Surprisingly, the most common pattern (p1, 9 instances) is
not related to explaining implementation concepts, but rather
to illustrating the setup of a specific piece of technology.
Other frequent patterns (p2, p3, p5, p6, p7, p8) follow typical
scenarios in which there is a topic introduction, possibly
followed by theoretical concepts and/or some environment
setup; then, implementation details are shown in one or more
fragments and, finally, the tutorial is in some cases closed by
some concluding remarks.

In some cases (p4, with 4 instances, or p11, with 3
instances) the tutorial does not show the IDE with the source
code at all, but just provides some theoretical elements. On
the other hand, there are some kinds of video tutorials (p8,
with 4 instances, p15 with 2 instances, and p20, with 2
instances), which are mainly screencasts showing implemen-
tation details in the IDE (preceded by an introduction for p15
and followed by closing remarks for p20).
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TABLE 3
Video tutorial composition patterns, their occurrence, and their typical

structural sequence.

Pattern Occurrences Sequence
p1 9 ITT, ES
p2 7 ITT, CI, EIC
p3 7 ITT, CI+
p4 6 ITT, TC+
p5 5 ITT, CI+, CT
p6 5 ITT, ES, CI+
p7 4 ITT, TC, CI
p8 4 CI+
p9 3 ITT, CI, TC+
p10 3 ITT, CI, EIC, CI, CT
p11 3 TC
p12 2 ITT, TC, CI, CT
p13 2 ITT, TC, DE, TC
p14 2 ITT, CI, DE, CT
p15 2 ITT, CI, CT
p16 2 ITT, ES, EIC+
p17 2 ITT, ES, (CI, EIC)+
p18 2 ITT, (CI, TC)+, CT
p19 2 ITT, (CI, EIC)+, CT
p20 2 CI+, CT

Some patterns (p10, p16, p17, p19) reveal a scenario in
which the execution is being shown after having explained
its implementation, and in some cases (p17 and p19) there
are multiple iterations of implementation details along with
a related execution.

In some cases (p13 and p14) the explanation of theoretical
concepts or of implementation details is followed by specific
fragments to explain how to deal with erroneous conditions.

Table 4 and Figure 2 report and depict the transition
frequencies—estimated across all videos in our dataset—
between different types of video tutorial fragments, in order
to get an overview of how these transitions generally occur
in the analyzed dataset.

While the table reports exact frequency values, the figure
depicts the structure of video tutorials in the form of a
Markov chain, where thicker transition edges indicate higher
probabilities. In 85% of cases an introduction about the
tutorial topics is provided. In the remaining 15% of cases, the
tutorials directly start with an implementation activity (7%),
the setting of the working environment (4%), an explanation
of theoretical concepts (3%), or the execution of the code that
will be the object of the tutorial (1%).

After the topic introduction, 49% of the tutorials deal
with code implementation activities, often representing the
bulk of software development tutorials. A typical transition
is START→ITT→ES→CI, starting with a topic introduction
(START→ITT=85%), continuing with setting up the working
environment (ITT→ES=21%) and then starting an implemen-
tation activity (ES→CI=21%). Other tutorials (22%), focusing
more on theoretical aspects, start explaining theoretical
concepts right after the topic introduction.

In 37% of cases a code implementation fragment is
followed by another one (CI→CI=37%), because the tutorial
features independent implementation activities (e.g., how
to use method A and method B of a given API). Other
frequent transitions happen from code implementation to
code execution (38%), often (48%) followed by another code

TC

ES

CI

CT

END

EIC

DE

ITT

START

Fig. 2. Transition graph between the different parts of the video tutorials.

implementation activity (i.e., a transition CI→EIC→CI).
Outgoing transitions from fragments dealing with theo-

retical concepts (TC node in Figure 2), are generally followed
by implementation activities (TC→CI=55%) or by another
theoretical fragment on a different concept (TC→TC= 17%).
Instead, those outgoing from fragments dealing with com-
mon errors (DE) are almost equally distributed between:
(i) theoretical concepts (DE→TC=25%), explaining why a
specific error arises, (ii) the execution of the implemented
code (DE→EIC=30%), showing how the error manifests
at execution time, and (iii) code implementation activities
(DE→CI=30%), showing how to fix the error.

The results discussed above highlight how the latent
structure of a video tutorial can be quite complex. This recalls
(and justifies) the need for an approach to automatically
navigate among fragments to search/browse video tutorials
and pinpoint the interesting parts.

3 CODETUBE OVERVIEW

CODETUBE is a multi-source documentation miner to locate
useful pieces of information for a given task at hand. The
results are fragments of video tutorials relevant for a given
textual query, augmented with additional information mined
from other “classical”, text-based online resources. The
analysis of video tutorials is currently limited to videos
in English dealing with the Java programming language.

Figure 3 depicts the CODETUBE pipeline. It is composed
of (i) an offline analysis phase aimed at collecting and
indexing video tutorials and other resources, and (ii) an
online service where developers can search these processed
resources. In the following we detail each step.

3.1 Crawling and Analyzing Video Tutorials
The first step of the process is defining the topics of interest.
The user provides (i) a set of queries Q describing the video
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TABLE 4
Transition frequencies between different parts of the video tutorials.

ITT TC EIC CI ES DE CT END
START 84.62% 3.50% 0.70% 6.99% 4.20% 0.00% 0.00% 0.00%
Introduction Tutorial to Topic (ITT) 3.03% 21.97% 2.27% 48.48% 21.21% 2.27% 0.00% 0.76%
Theoretical Concepts (TC) 0.00% 12.64% 6.90% 40.23% 3.45% 4.60% 5.75% 26.44%
Execution Implemented Code (EIC) 2.70% 12.61% 5.41% 32.43% 1.80% 5.41% 7.21% 32.43%
Code Implementation (CI) 1.19% 7.94% 33.73% 33.33% 0.79% 4.37% 8.33% 10.32%
Environment Setup (ES) 2.38% 7.14% 9.52% 40.48% 2.38% 7.14% 4.76% 26.19%
Dealing with Errors (DE) 0.00% 17.86% 21.43% 21.43% 0.00% 3.57% 7.14% 28.57%
Closing of the Tutorial (CT) 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 100.00%
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Fig. 3. CODETUBE: Analysis process.

tutorials she is interested in (e.g., “Android development”)
and (ii) a set of related tags T to identify and index relevant
Stack Overflow discussions (e.g., “Android”). Each query in
Q is run by the Video Tutorials Crawler using the YouTube
Data API1 to get the list of YouTube channels relevant to the
given query qi ∈ Q.

For each channel the Video Tutorials Crawler retrieves
the metadata (e.g., video URL, title, description) and the
audio transcripts, which are either automatically generated
by Google with speech recognition or written by the author.
Using GOOGLE2SRT2 we extract the contents of the transcrip-
tions for the videos. The crawling of video meta-information
is performed on YouTube, but it can be extended to any video
streaming service or video collection where the same type
of meta-information and transcripts are available or can be
extracted, e.g., using an off-the-shelf speech recognition API.

Once the videos have been crawled, their metadata is
provided as input to the Video Tutorial Analyzer. It analyzes
each video and extracts pieces of information to isolate
video fragments related to a specific topic. The Video Tutorial
Analyzer aims at characterizing each video frame with the

1. https://developers.google.com/youtube/v3/
2. http://google2srt.sourceforge.net/en/

text and the source code it contains. It uses multi-threading
to concurrently analyze multiple batches of videos.

3.1.1 Frame Extraction
The analysis starts by downloading the video at the maxi-
mum available resolution. CODETUBE uses the multimedia
framework FFMPEG3 to extract one frame per second, saving
each frame in a png image. Given the set of frames in the
video, we compare subsequent pairs of frames (fi, fi+1) to
measure their dissimilarity in terms of their pixel matrices.
If they differ by less than 10% we only keep the first frame
in the data analysis since the two frames show almost the
same information. This scenario is quite common in video
tutorials where the image on the screen is fixed for some
seconds while the tutor speaks. To have an idea of the impact
of this optimization step in the computational cost of our
process, we measured the percentage of frames removed by
this heuristic on a set of 100 Java video tutorials randomly
selected from the YouTube videos currently indexed in
CODETUBE. We found that, on average, 86% of the frames are
removed (median=88%, standard deviation=9%). This means
moving from an average of 463 frames per video to analyze,
to only 64, thus substantially reducing the computational cost
of our process. While this strong reduction in the number
of frames might look surprising, it is worth noticing that
a video having a fixed image on the screen for 20 seconds
(e.g., a slide shown while the tutor speaks) will experience a
percentage reduction of the number of frames to analyze of
95% (i.e., one out of the twenty frames will be kept for the
analysis).

After obtaining the reduced set of frames to analyze,
CODETUBE performs the following information extraction
steps.

3.1.2 English Terms Extraction
We use the OCR (Optical Character Recognition) tool
TESSERACT-OCR4 to extract the text from the frame. OCR tools
are usually designed to deal with text on white background
(i.e., paper documents). In order to cope with this, many
OCR tools convert colored images to black and white before
processing them. When using an OCR tool on video frames,
the high variability of the background, and the potential
low quality of a frame can result in a high amount of noise.
Thus, after splitting composite words—based on camel case
or other separators—we use a dictionary-based filtering, to

3. http://www.ffmpeg.org/
4. https://github.com/tesseract-ocr

https://developers.google.com/youtube/v3/
http://google2srt.sourceforge.net/en/
http://www.ffmpeg.org/
https://github.com/tesseract-ocr
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ignore strings that are invalid English words5. Note that,
while this helps in filtering out possible noise generated by
the OCR tool, this step can also remove some interesting
technical terms (e.g., https) not part of the standard English
dictionary. The definition of a customized and more technical
dictionary is part of our future research agenda.

3.1.3 Java Code Identification

In principle, the output of the OCR could be processed to
extract the depicted Java constructs. However, such output
often contains noise. Figure 4 shows three frames containing
Java code. In Frame 1 the code occupies the whole screen,
and there is a clear background: The noise of the OCR output
is limited. The noise increases in the Frames 2 and 3, due to
the buttons, menu labels, the graphics on the t-shirt, etc. To
limit the noise produced by the OCR we identify the sub-
frame containing code using two heuristics, shape detection
and frame segmentation.

Shape Detection. We use BOOFCV6 to apply shape
detection on a frame, identifying all quadrilaterals by using
the difference in contrast in the corners. This is typically
successful to detect code editors in the IDE as in Frame 2.

Frame Segmentation. The shape detection phase could
fail in identifying sub-frames with code. In Frame 1 and
Frame 3 of Figure 4 BOOFCV fails because of missing
quadrilaterals.

In this case, we apply a segmentation heuristic by
sampling small sub-images having height and width equal
to 20% of the original frame size and we run the OCR on
each sub-image. We mark all sub-images Sm containing at
least one valid English word and/or Java keyword and we
identify the part of the frame containing the source code as
the quadrilateral delimited by the top-left sub-image (i.e.,
the one having the minimum x and y coordinates) and the
bottom-right sub-image (i.e., the one having the maximum x
and y coordinates) in Sm. The heuristic might be imprecise.
For example, in Frame 2, if the quadrilaterals identified
by the shape detection algorithm are ignored, the heuristic
identifies the whole frame as code area. Another example is
Frame 3, where the opening parenthesis of the if statement
is left outside the code area, thus breaking the integrity of
the code snippet.

Identifying Java Code. After identifying a candidate sub-
frame, we run the OCR to obtain the raw text that likely rep-
resents code. Then, we use an island parser [11], [12] on the
extracted text to cope with the noise, the imperfections of the
OCR, and the incomplete code fragments. The island parser
separates invalid code or natural language (water) from
matching constructs (islands), and produces a Heterogeneous
Abstract Syntax Tree (H-AST) [13]. By traversing the H-AST
we can exclude water nodes and keep complete constructs
(e.g., declarations, blocks, other statements) and incomplete
fragments (e.g., partial declarations, like methods without a
body). If we are not able to match complete or incomplete
Java constructs with any of the described heuristics, we
assume that the frame does not contain source code.

5. We use the OS X English dictionary.
6. http://boofcv.org/

3.2 Identifying Video Fragments

The Video Fragments Identifier detects cohesive fragments in a
video tutorial using the previously collected information. We
refer to Figure 5 to illustrate the performed steps.

CODETUBE starts by identifying video fragments char-
acterized by the presence of a specific piece of code. The
conjecture is that a frame containing a code snippet is
coupled to the surrounding video frames showing (parts
of) the same code.

Identifying the video frames containing a specific code
snippet presents non-trivial challenges: A piece of code could
be written incrementally during a video tutorial: If writing
a Java class lasts 3 minutes, all frames will contain snippets
of code related to that class and thus should be considered
as part of the same video fragment. However, such code
snippets contain different programming constructs due to
the incremental writing. Second, to provide a line-by-line
explanation, the tutor could scroll the code snippet shown on
video. This causes frames showing the same code snippet to
show different portions of it. Last, the tutor could interleave
two frames showing the same code snippet with slides or
other applications, e.g., the Android emulator.

CODETUBE overcomes these challenges and identifies
video fragments characterized by the presence of a specific
piece of code by comparing subsequent pairs of frames
containing code to verify if they refer to the same code
snippet. The frames depicted in red in Figure 5 represent
code frames, frames containing code fragments. Given two
code frames CODETUBE verifies if they contain at least one
common complete or incomplete Java construct. If so, the two
frames are marked as containing the same code component.
If not, we cannot exclude that the two frames do not refer
to the same code. We have to take into account (i) possible
OCR imprecisions when extracting the source code from the
two frames (e.g., a Java construct is correctly extracted only
in one frame), and (ii) scrolling from one frame to another
has hidden some constructs in one of the two frames.

If the island parser fails in matching a common construct
in the two frames, we compute the Longest Common Sub-
string (LCS) between the pixel matrices representing the code
frames. Specifically, we represent matrices as strings, where
each pixel is converted to a 8-bit grayscale representation. If
the LCS between the two frames includes more than γ of the
pixels in the frames, CODETUBE considers the two frames as
showing the same code snippet. The process adopted to tune
the threshold γ is reported in Section 3.5.

Note that the LCS is not affected by possible OCR
imprecisions, and it can deal with the IDE scrolling, as shown
in Figure 6 (in cyan the portion of the two frames identified
as LCS).

As a drawback, LCS is sensitive to zooming. Since the
alignment of the proportions between two subsequent frames
changes, LCS would fail in identifying a common part.
Overall, given the advantages of the LCS over the Java
constructs matching between the two frames via island
parser, one may think that applying the LCS for each pair
of code frames is the way to go. Unfortunately, the LCS is
computationally expensive due to the huge number of pixels
composing a frame (a 1080p HD video has ∼2M pixels per
frame). For this reason, we adopt the LCS as a contingency

http://boofcv.org/
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1 2 3

Fig. 4. Example frames from which CODETUBE is able to extract code fragments. (1) http://y2u.be/eKXnQ83RU3I, (2) http://y2u.be/NMDPxN8FgXM,
(3) http://y2u.be/jQWB_-o1kz4. The red rectangles are the quadrilaterals identified by BoofCV. The blue quadrilaterals are the code areas identified
by our segmentation heuristic.

No Code Frame
Code Frame

Code Interval
Transcript Interval

Video Fragment

1 2 3 4 5 6 7 8 9

Fragment 1 Fragment 2 Fragment 3

Fig. 5. Identification of video fragments.

public String read(File file) {
  fis = new FileInputStream(file);
  byte[] data = 
     new byte[(int) file.length()];
  fis.read(data);
  fis.close();

  return new String(data, "UTF-8");
}

  byte[] data = 
     new byte[(int) file.length()];
  fis.read(data);
  fis.close();

  return new String(data, "UTF-8");
}

public boolean isNull(Object obj) {

Fig. 6. LCS between two frames showing the same code. The right frame
is scrolled down by the tutor.

strategy when the island parser is unable to identify common
Java constructs in the two frames under analysis. To speed up
the LCS computation we scale the frames to 25% of their size.
In the example depicted in Figure 5, CODETUBE compares the
code frame pairs (3,4), (4,7), and (7,8), identifying the first two
pairs as containing the same code snippet. As highlighted
by the grey line below the frames, it identifies the first two
cohesive “code intervals”, i.e., the first going from Frame
3 to Frame 7 and the second containing Frame 8 only. The
non-code frames 5 and 6 (blue in Figure 5) are included in the
first code interval, since they are surrounded by two code
frames (4 and 7) containing the same snippet.

To assess the reliability of the LCS in identifying related

TABLE 5
Accuracy of the LCS heuristic.

Manual
LCS true false

true 173 139
false 9 43

code frames we extracted all pairs of code frames for which
the LCS is invoked in CODETUBE (i.e., pairs of code frames
for which the island parser fails to identify any code overlap)
from the same set of 100 Java video tutorials previously
used to test the frames reduction heuristic. This resulted
in the extraction of 6,266 pairs of frames that we stored as
.png files. Out of these, 182 are identified by the LCS as
showing the same code snippet7. The first author manually
analyzed these 182 pairs as well as 182 randomly selected
pairs for which the LCS does not report an overlap of the
pixels in the frame higher than γ (i.e., these pairs are not
marked as showing the same code snippet in CODETUBE).
The goal of the manual validation was to verify whether the
LCS is able to correctly classify the pairs of code frames as
containing/not containing the same code snippet. The results
of such a manual validation are reported in the confusion
matrix shown in Table 5: The columns report the classification
automatically made by the LCS, while the rows show the
manual classification made by the first author. True indicates
that the two code frames contain the same code snippet
(based on the LCS output or on the evaluator judgment),
while false indicates no code overlap.

The results reported in Table 5 show that when the LCS
indicates the two frames as reporting the same code snippet,
it rarely fails. Indeed, its precision when reporting code
overlap is 95% (173 out of 182 pairs correctly classified as
showing the same code snippet). Instead, when no overlap is
detected by the LCS, the accuracy of such a heuristic drops
to 24% (43 out of 182 correctly classified as not showing
the same code snippet). The manual analysis of these cases
showed that the LCS heuristic is frequently failing in two
cases. First, and as expected, the LCS fails in case of zooming,
totally missing the detection of code snippets shared in the
two frames. Second, it happens very frequently in video
tutorials that, while coding in the IDE, the tutor opens a
small window covering a large part of the code shown in
the IDE. In these cases, while the human evaluator can still
see the few statements of code not covered by the window
and map them to the previous frame, the LCS heuristic does
not work. Devising more advanced strategies to successfully
deal with these cases is part of our future work agenda.

Once analyzed the code in the frames, in a subsequent
step CODETUBE analyzes the audio transcripts (black lines

7. We used as value for the γ threshold the one identified during the
parameters’ tuning process detailed in Section 3.5.

http://y2u.be/eKXnQ83RU3I
http://y2u.be/NMDPxN8FgXM
http://y2u.be/jQWB_-o1kz4
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at the bottom of Figure 5) to refine the already identified
code intervals (grey lines). CODETUBE identifies the audio
transcripts starting and/or ending inside each code interval.
The audio transcripts are provided in the SubRip8 format
when extracted from YouTube’s videos. In the example
reported in Figure 5, three audio transcripts are considered
relevant when refining the code interval going from frame
3 to 7. CODETUBE uses the beginning of the first and the
end of the last relevant audio transcript for a code interval
to extend its duration and avoid that the code interval starts
or ends with a broken sentence. The extended code interval
represents an identified video fragment (Fragment 2—light
cyan in Figure 5).

There might still be non-code frames in the video that
have not been assigned to any video fragment (e.g., frames 1
and 2 in Figure 5). These frames are grouped together on the
basis of the audio transcript part they fall in. For example,
the first two frames in Figure 5 are grouped in the same
video fragment (Fragment 1), since they both fall in the same
audio transcript part.

As a final step, each subsequent pair of fragments is
compared to remove very short video fragments and to
merge semantically related fragments. CODETUBE merges
two subsequent fragments if:

1) Their textual similarity (computed using the Vector
Space Model (VSM) [17]) is greater than a threshold λ.
Each video fragment is represented by the text contained
in its audio transcripts and in its frames (as extracted by
the OCR). The text is pre-processed by removing English
stop words, splitting by underscore and camel case, and
stemming with the Snowball stemmer9.

2) One fragment is shorter than µ seconds. This is done to
remove short video fragments that unlikely represent a
complete and meaningful fragment of a video tutorial.

3.3 Features Construction for the Classification

The Video Fragment Classifier is in charge of classifying them
into one of the seven categories obtained as output of the
study presented in Section 2 (see Table 2).

There are different aspects to consider when devising an
approach to automatically classify complex objects like video
fragments. The information characterizing a video fragment
is heterogeneous, and it includes (i) temporal aspects, e.g.,
the position in the video with respect to other fragments, (ii)
structural features, e.g., presence of shapes on the screen, (iii)
semantic features, e.g., textual topics, and (iv) information
concerning the source code being shown on the screen.
We present all features involved in the construction of the
feature vector used by the machine learning algorithm to
automatically classify a given video fragment.

3.3.1 Temporal Features
Some types of video fragments have a tight relationships with
their temporal position in the video, and with their duration
as well. Specifically, we consider the following three features:
Beginning Time, expressed as percentage of the whole

video (i.e., begin_time/video_length). Identifying

8. https://en.wikipedia.org/wiki/SubRip
9. http://snowball.tartarus.org

the position of the fragments should help the classifier
in identifying relationships between certain categories
of video fragments and their temporal position within
the video. For example, introduction to the tutorial topic
and closing of the tutorial to the beginning and the end of
the video, respectively.

Fragment Length, in seconds. Different fragment categories
are likely to have different durations. For example,
fragments related to the opening and closing of a tutorial
are likely to be short, while fragments showing code
implementation activities are likely to last longer, since
they constitute the core of a tutorial.

Fragment Coverage, as percentage of the video tutorial
covered by the fragment (i.e., fragment_length /
video_length). Although the coverage can be con-
sidered similar to the fragment length, it avoids possible
issues related to video tutorials having a substantially
different duration. Indeed, fragments extracted from
long video tutorials are likely to be longer than those
extracted from short video tutorials, despite their “type”.
This feature, being normalized on the video tutorial
length, avoids this issue.

3.3.2 Structural Features
Another aspect to be considered is the structure of each frame
composing a given video fragment. Specifically, different
frames have different content of graphical elements, that
translates into different features to be leveraged for video
fragment identification. CODETUBE focuses on:

Average Pixel Overlap between all possible frame pairs
in the fragment. The overlap is calculated pixel-wise. Only
pixels in the same position and with the same color in two
frames are considered overlapping. Fragments categorized
as theoretical concepts are likely to have a higher percentage
of overlapping pixels between frames, since the tutor may
show the same slide for several seconds while discussing the
concepts. Since we have discarded subsequent similar frames,
we need to take this into consideration when computing such
a feature. For example, assume that our video fragment V
is composed of frames F1, F2, and F3 and that we have
discarded F2 as being too similar to F1. Also, suppose that
the pixel overlap between F2 and F3 is 60%. We consider
100% of pixel overlap between F1 and F2, thus obtaining
80% as average pixel overlap for the fragment.

Average Number of Quadrilaterals, i.e., the average
number of quadrilaterals identified by shape detection
analysis in the fragment’s frames. Figure 7 shows an example
of frame taken from a fragment tagged as code implementation.

There are several quadrilaterals corresponding to code
editor, console output, package explorer, and the UI designer.
The number of quadrilaterals is likely to discriminate frag-
ments in which the IDE is shown (e.g., a code implementation
fragment) from the others. Also, the number of quadrilaterals
on the screen also helps in discriminating execution of the
implemented code from code implementation. Indeed, we expect
the execution of the implemented code to open new windows
(e.g., the Android emulator) on the screen. In this case we
adjust our computation to take into account the removal of
(quasi-)identical frames. In this case, if our video fragment
is composed by the frames F1 (4 quadrilaterals), F2 (4
quadrilaterals), and F3 (1 quadrilateral) and F2 has been

https://en.wikipedia.org/wiki/SubRip
http://snowball.tartarus.org
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Fig. 7. A frame taken from a code implementation fragment.

removed as too similar to F1, we consider F1 twice in the
computation of the average: (4+4+1)/3=3. This approach is
exploited in all features requiring the computation of the
average between properties of the fragment’s frames.

Average Largest Quadrilateral shown in the fragment’s
frames, expressed as a percentage of the total screen area.
The goal is to understand if the IDE is the foreground of the
frame. In Figure 7 the code editor is the largest quadrilateral
and occupies about 32% of the frame space.

Having a high average coverage of the largest quadri-
lateral could imply having an IDE on the foreground
and therefore helping the classifier in discriminating the
categories involving development, e.g., code implementation,
execution of the implemented code, and dealing with errors. As for
the previous structural features, we considered frames that
were removed, and we replicate the value of their predecessor
in the calculation of the average.

3.3.3 Code Features
Using the information extracted with the island parser, we
compute the following features:

Average Constructs i.e., the average number of code con-
structs found in the fragment’s frames. The classifier could
use this feature to discriminate between fragment categories
likely to show a lot of code (e.g., code implementation),
and categories with less or no code (e.g., topic introduction,
working environment setup). We considered frames that
were removed, by replicating the value of their predecessor.

Average Specific Node Types i.e., the average number of
occurrences of some specific AST nodes in the fragment’s
frames. In particular, we count identifiers, imports, class
declarations, method declarations, blocks, statements, stack traces,
XML tags, and JSON constructs. The idea is to differentiate the
type of constructs for the different categories. For example,
categories like theoretical concepts, topic introduction, or closing
are unlikely to have complex constructs like declarations and
statements. Fragments dealing with common errors are likely
to contain more constructs related to stack traces. Instead,
JSON constructs or XML tags could be shown in a frame
when detailing some specific portions of the implementation
(e.g., JSON for illustrating access to remote services, or XML
for Android app permissions or activity design). Also, XML

constructs can be shown in the context of the environment
setup. As for the previous structural features, we considered
frames that were removed, and we replicate the value of
their predecessor in the calculation of the average.

3.3.4 Semantic Features
The last set of features concerns the semantics of a fragment
as captured by its textual content. Textual content relates to
(i) the audio transcript, when available, and specifically to
the transcript subset related to the segment time interval,
and (ii) the text contained in the frames.

Considering the occurrences of each term as a feature for
the machine learning algorithm would inevitably hinder the
performance of any classifier, e.g., by introducing problems
related to synonymy or polysemy. A viable solution is
to reduce the dimensionality of the semantic features by
substituting terms with a set of topics extracted from the
fragments. In our approach we use Latent Dirichlet Allocation
(LDA) [18], an unsupervised topic modeling technique that,
as suggested by Blei et al. [18], can be used as feature
reduction approach for terms. We use the Stanford Topic
Modeling Toolbox10 configured to identify seven topics
from the fragments corpus. The number of topics has been
selected according to the number of labels resulted from the
open coding session and reported in Table 2. Although a
near-optimal configuration of LDA could require a proper
setting—e.g., through search-based optimization techniques
[19]—in this work we have set the number of topics equal
to the number of expected categories, an approach already
followed when LDA has been used to categorize text [20].
Also, we adopted the default parameters for α=0.01, β=0.01,
and n =1,000 (where n is the number of Gibbs iterations).

3.4 Classifying Video Fragments
The starting point for building a classifier able to discriminate
between the different types of video fragments is a training
set built from a collection of video fragments, their temporal,
structural, code, and semantic features, and their respective
category (e.g., code implementation). While the computation of
the video fragments’ features is fully automated, the training

10. http://nlp.stanford.edu/software/tmt/

http://nlp.stanford.edu/software/tmt/
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set labeling with categories is manual (e.g., by relying on a
process similar to the one presented in Section 2).

Once a training set is available, a supervised learning
algorithm is run on it. Our approach uses the Weka [21]
implementation of the Random Forest machine learning
algorithm [22], which builds a collection of decision trees
with the aim of solving classification-type problems, where
the goal is to predict values of a categorical dependent
variable from one or more continuous and/or categorical
predictor variables.

The categorical dependent variable is represented by the
video tutorial fragment category as identified in the open
coding process (see Table 2), e.g., code implementation, execution
of the implemented code, etc., and we use the features described
in Section 3.3 as predictor variables.

After experimenting with different machine learning
algorithms, e.g., J48, Bayesian Network, Logistic Regression,
and Bagging classifiers (details of the comparison are in the
replication package [23]), we selected the Random Forest
algorithm. The built model can then be used to classify new
video fragments. To do so, we extract the same set of features
considered in the training set, and based on their values, the
Random Forest is used to automatically determine the video
fragment category.

Since some of the features we considered might correlate,
we perform an information gain feature selection process
[24] aimed at removing all features do not contributing to
the information available for the prediction of the video
fragment category. Also, when training the model we check
the distribution of training set samples across the seven
fragment categories. In case of imbalanced dataset, we apply
a re-balancing technique, as it will be detailed in Section 4.1.

3.5 Tuning of CodeTube Parameters

The performance of CODETUBE depends on three parameters
that need to be properly tuned:

γ: the minimum percentage of LCS overlap between two
frames to consider them as containing the same code
fragment;

λ: the minimum textual similarity between two fragments
to merge them in a single fragment;

µ: the minimum video fragment length.

To identify the most suitable configuration, one of the
authors—who did not participate in the approach definition—
built a “video fragment oracle” by manually partitioning a set
of 10 video tutorials into cohesive video fragments11. Then,
we looked for the CODETUBE parameters configuration best
approximating the manually defined oracle. A challenge
in this context is how to define the “closeness” of the
automatically- and manually-generated video fragments.

Estimating Video Fragments Similarity. A video can
be seen as a set of partitions (video fragments) of frames,
where each frame belongs to only one partition, i.e., the
generated video fragments are clusters of frames. To compare
the closeness of the video fragments generated by CODETUBE
and those manually defined in the oracle, we used the MoJo

11. These 10 videos are not part of the 136 considered in the study
presented in Section 2.

effectiveness Measure (MoJoFM) [25], a normalized variant
of the MoJo distance, computed as:

MoJoFM(A,B) = 100−
(

mno(A,B)

max(mno(∀EA, B))
× 100

)
where mno(A,B) is the minimum number of Move or Join
operations needed to transform a partition A into a partition
B, and max(mno(∀ EA, B)) is the maximum possible
distance of any partition A from the partition B. Thus,
MoJoFM returns 0 if A is the farthest partition away from
B, and returns 100 if A is exactly equal to B.

While MoJoFM is suitable to compare different partitions
(video fragments) of the same elements (frames), we must
take into account that video fragments are characterized
by a constraint of sequentiality (i.e., they can only contain
subsequent frames). This could lead the MoJoFM to return
high values (similarity) even when applied to two totally
different video partitions. For example, consider the video
frames F = {1, 2, 3, 4, 5, 6} and two sets of video fragments
where the first set, A = {1, 2, 3, 4, 5, 6}, contains a unique
partition (video fragment) with all the elements (frames),
and the second set, B = {{1, 2, 3}, {4, 5, 6}}, contains 2
partitions of size 3. Since the MoJoFM is not a symmetric
function, it would return MoJoFM (A,B) = 25.0 and
MoJoFM (B,A) = 80.0, i.e., two different values, despite
the fact that the two partitions are the same.

Keeping a one-way comparison between the oracle and
the obtained video fragments undermines the tuning phase.
To avoid this, yet keeping a margin of approximation, both
sides of the MoJoFM should be taken into account. Two sets
of fragments will tend to have the same value if they are
close in their partitioning. For this reason, we calculate the
similarity in both directions and compute their mean value:

closeness(A,B) =
MoJoFM(A,B) +MoJoFM(B,A)

2

In doing so, spikes of high values for the MoJoFM between
two sets of video fragments for one direction are lowered or
preserved depending on the opposite.

Estimating the Most Suitable Parameter Configuration.
For each parameter, we identified a set of possible values.
Table 6 shows the intervals we adopted, and the step (∆)
used whenever a new combination is generated.

TABLE 6
Parameter tuning intervals.

Parameter Min Max ∆
γ 5% 50% 5%
λ 10% 80% 5%
µ 1,000s 120,000s 10,000s

In total, we experimented 1,800 different parameter
combinations, adopting the one with the top ranked MoJoFM
(γ =5%, λ =15%, µ =50s) for the full-fledged analysis phase.

3.6 Integrating Other Sources of Information

CODETUBE can be enriched by mining other online resources,
as our goal [26] is to offer a holistic point of view, also
because we argue that no single type of resource can offer
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Fig. 8. The CODETUBE user interface: (1) video fragment, (2) fragment controls, (3) related Stack Overflow discussions, (4) related video fragments,
(5) search box.

exhaustive assistance. As an initial contribution, we added as
an additional online information source the Stack Overflow
data dump. We mined and extracted discussions related to
the topics of the extracted video tutorials, pre-processed them
to reduce the noise, and made them available to CODETUBE.

The last step in the data pre-processing of CODETUBE
consists in indexing both the extracted video fragments and
the Stack Overflow discussions.

For this step we use LUCENE12. Each video fragment is
considered as a document, while for each Stack Overflow
discussion we separately index each question and answer.
The text pre-processing phase is identical to the one explained
in Section 3.2. The text indexed for a video fragment is
represented by the terms contained in its frames and audio
transcripts. The text indexed for the Stack Overflow post is
represented by the terms they contain.

3.7 The CodeTube User Interface
The main user interface of CODETUBE is depicted in Figure 8.
CODETUBE provides a service that allows users to search,
watch, and navigate the different fragments of a video
tutorial. The user can input a textual query and select via
checkboxes the type of fragment categories she is interested
in (see Figure 9).

CODETUBE will provide a list of relevant video tutorial
fragments (search results) from which the user can select the
one she is interested in watching. When a video fragment
is selected for watching from the search results, the GUI
depicted in Figure 8 is shown.

CODETUBE uses the YouTube player (1) provided by
the YouTube API13. The video starts at the time devised by
the selected fragment. CODETUBE provides an additional
controller (2) to visualize the timestamps of the fragments
identified by our approach, select a specific fragment, or
move to the next/previous fragment. During the playback,
the selector underneath the video player keeps the pace of
the video timing and shows the current fragment. When a
new fragment is reached, or the user jumps to it, CODETUBE

12. https://lucene.apache.org/
13. https://developers.google.com/youtube/js_api_reference

Fig. 9. CODETUBE: Search page with filtering.

automatically extracts a query from the text contained in the
fragment (i.e., transcripts and OCR output of the frames it
contains), queries both the index of Stack Overflow and of
the video fragments, and updates the related discussions (3)
and the suggested YouTube video fragments (4). A search
bar (5) is always available to the user to run new queries.

4 STUDY I: IDENTIFICATION AND CLASSIFICATION
OF VIDEO TUTORIAL FRAGMENTS

The goal of this study is to evaluate CODETUBE with the
purpose of determining its ability to (i) extract meaningful
video tutorial fragments, and (ii) correctly classify them,
using the categories identified in Section 2.

We cast such an evaluation into two research questions:

RQ1: To what extent do automatically and manually ex-
tracted video tutorial fragments overlap?

RQ2: How accurate is CODETUBE in classifying video
tutorial fragments in the considered categories?

The first research question assesses the overlap between
the video tutorial fragments automatically extracted by

https://lucene.apache.org/
https://developers.google.com/youtube/js_api_reference
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CODETUBE and those manually identified by people watch-
ing the same tutorial. A high overlap indicates the ability of
CODETUBE to split video tutorials as humans would do.

The second question (i) assesses the accuracy of our
technique in classifying video tutorial fragments in the seven
categories listed in Table 2, and (ii) investigates the relevance
of the different categories of features (i.e., temporal, structural,
code, and semantic) described in Section 3.

4.1 Study design and procedure
We use the dataset of video tutorial fragments described
in Section 2, consisting of 748 manually tagged fragments
taken from 136 video tutorials related to Java programming,
JSPs/Servlets, and Android development, distributed across
the seven categories of video fragments. We run CODETUBE
on this dataset to identify and categorize video fragments.

To answer RQ1, we computed the MoJoFM [25] between
the fragments extracted by CODETUBE and the ones man-
ually identified by the study participants, by essentially
applying the same procedure adopted for the parameters’
tuning (see Section 3.5). We show boxplots of the MoJoFM
achieved by CODETUBE over the 136 subject video tutorials.

To answer RQ2, we performed a 10-fold cross validation,
computing the overall average accuracy of the model when
(i) only relying on temporal, structural, code, and semantic
features in isolation, (ii) combining the four categories of
features in pairs (six possible pairs) and in groups of three
(four possible groups), and (iv) considering all of them.

We performed a feature selection process using the
information gain feature selection technique [24] before run-
ning the 10-fold cross-validation. Table 7 shows selected
and discarded features (and their rank as provided by the
information gain) when considering the complete dataset.

TABLE 7
Feature selection results.

Feature Type Name Selected

Temporal
Beginning Time 3 1
Fragment Length 3 2
Fragment Coverage 3 4

Structural
Average Pixel Overlap 3 3
Average Number of Rectangles 3 8
Average Largest Rectangle 3 7

Code

Average Constructs 3 9
#identifiers 3 15
#class declarations 3 17
#method declarations 3 19
#blocks 3 13
#statements 3 10
#imports 3 20
#stack traces 7 –
#JSON constructs 7 –
#XML tags 7 –

Semantic

topic 1 3 16
topic 2 3 5
topic 3 3 14
topic 4 3 18
topic 5 3 12
topic 6 3 11
topic 7 3 6

The temporal feature is top ranked as some fragments
occur in specific time frames of the video. Some features
that seem to be related (e.g., fragment length and coverage)
are both taken into account and ranked in the top position,

hence indicating that they bring complementary information.
Instead, data-specific features (e.g., JSON constructs and
XML tags) do not bring information for discriminating the
considered categories. The same happens for stack traces,
that could have been potentially useful for discerning error
scenarios. One possible interpretation is that the OCR failed
to successfully capture stack traces, e.g., because the console
output is not fully visible in the IDE.

Since our dataset is strongly unbalanced (see Table 2), we
balanced the training set at each iteration (i.e., for each of the
ten folds) by exploiting the Synthetic Minority Oversampling
TEchnique (SMOTE) [27]. SMOTE re-balances the training
set by creating artificial instances obtained by joining nearest
neighbors of the minority class instances. While we balanced
the training set to build the classifier, the test set was never
modified to avoid any bias.

We assess the overall performances of the model with its
average accuracy. Also, we dig into the results by presenting
(i) the obtained confusion matrix, (ii) the model accuracy for
each of the seven considered fragment categories, and (iii)
the Area Under the ROC curve (AUROC) [28] obtained for
each category as well as for the overall model. An AUROC
of 0.5 indicates a model having the same prediction accuracy
in identifying true positives as a random classifier. A perfect
model (i.e., zero false positives and zero false negatives) has
instead AUROC=1.0. Thus, the closer the AUROC to 1.0, the
higher the model performances.

4.2 Study results
4.2.1 RQ1: To what extent do automatically and manually
extracted video tutorial fragments overlap?
Figure 10 shows (i) the boxplots of the MoJoFM obtained
when comparing the video fragments automatically extracted
by CODETUBE with those manually defined by watching the
136 video tutorials subject of this study, and (ii) the scatterplot
of the MoJoFM and video length, useful to investigate
possible relationships between the accuracy of CODETUBE in
identifying video fragments and the video length.
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Fig. 10. RQ1: MoJoFM achieved on the 136 video tutorials and scatterplot
between MoJoFM and video length

On average, CODETUBE achieves 77% of MoJoFM (me-
dian=76%), suggesting a high similarity between manually-
and automatically-identified video fragments. In seven cases,
the video partition proposed by CODETUBE is exactly the
same manually defined by participants and, for twenty
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videos, the MoJoFM is higher than 90%. Clearly, there are
cases in which CODETUBE fails in identifying meaningful
fragments, as it happens for the five video tutorials in
which it achieves a MoJoFM lower than 60%. We looked
into these cases to understand the reasons behind such a
low performance of CODETUBE. We identified three main
situations in which CODETUBE clearly exhibits limitations in
identifying meaningful video fragments:

1) Very low video quality. Low quality videos14 make it
difficult to extract meaningful text with the OCR,
substantially limiting the information available to the
CODETUBEVideo Fragments Analyzer.

2) Zooming on the screen. In some videos the tutor zooms in
and out the screencast15 , thus making it challenging to
identify video fragments. Indeed, zooming at different
levels in different frames limits the effectiveness of some
of the heuristics adopted by the Video Fragments Analyzer
(e.g., the LCS).

3) Continuous shifting of the portion of the screen captured in
the screencast. In some tutorials the screencast does not
capture the whole screen, but just the portion of the
screen surrounding the mouse pointer. This results in a
continuous shifting of the part of the screen shown in
the tutorial16.

The scatterplot in the right part of Figure 10 does not
show any strong relationship between the MoJoFM and the
length (in seconds) of the video tutorials. Also the Kendall’s
τ coefficient (-0.17) confirms that while CODETUBE is slightly
more precise in the identification of video fragments on
shorter videos, there is a very weak negative correlation
between MoJoFM and video length.

4.2.2 RQ2: How accurate is CODETUBE in classifying video
tutorial fragments in the considered categories?
Table 8 reports the accuracy (i.e., percentage of correctly
classified instances) and AUROC obtained by our approach
when relying on different sets of features.

TABLE 8
RQ2: Performances when using different combinations of features.

Considered set of features Accuracy AUROC
Temporal 56% 0.82
Structural 30% 0.65
Code 41% 0.68
Semantic 40% 0.70
Temporal+Structural 61% 0.85
Temporal+Code 67% 0.88
Temporal+Semantic 66% 0.84
Structural+Code 46% 0.74
Structural+Semantic 48% 0.75
Code+Semantic 45% 0.75
Temporal+Structural+Code 68% 0.88
Temporal+Structural+Semantic 68% 0.88
Temporal+Semantic+Code 70% 0.90
Structural+Semantic+Code 52% 0.79
Temporal+Structural+Semantic+Code 72% 0.92

When exploiting the temporal, structural, code, and
semantic features in isolation, the best performances are

14. For example, https://www.youtube.com/watch?v=-VRUX-iSPWc
15. For example, https://www.youtube.com/watch?v=xuX96Lik3Co
16. For example https://www.youtube.com/watch?v=-L8FAKadrhg

provided by the temporal features, with 56% of accuracy
and AUROC=0.82. While this result might look surprising,
temporal features can be very effective in identifying at least
two of the categories considered in our study: the introduction
of the tutorial topic and the closing of the tutorial.

Indeed, 85% of the tutorials start with an introduction to
the tutorial topic and 35% end with a closing part generally
featuring a summary of the tutorial and/or information
about future tutorials that will be published. Thus, it is
quite simple for the model to learn how to spot out these
types of fragments by exploiting temporal features—e.g.,if
beginning time17 < 0.1 then fragment type is introduction of
the tutorial topic. Temporal features also help in identifying
fragments dealing with code implementation activities. For this
fragment type, our approach learns, by exploiting temporal
features, that if a fragment starts during the first half of the
tutorial (i.e., beginning time < 0.58) and it lasts for over 40%
of the overall tutorial length (i.e., fragment coverage > 0.42) it
likely represents a code implementation fragment. This makes
sense since code implementation often represents the bulk of
software development video tutorials.

The other sets of features (i.e., structural, code, and
semantic) obtain substantially lower performances than
temporal features when used in isolation. However, for some
specific categories of fragments, they perform as well as or
even better than the temporal features.

Semantic features help in characterizing fragments de-
scribing how to deal with common errors. This is possible
thanks to a specific LDA topic (topic 2) described by key
words such as exception, try, and throw. This topic is exploited
by our approach in the identification of video fragments
explaining how to deal with common errors. However, this
is not enough for our technique to provide a high accuracy in
the identification of this type of fragments. This is mainly due
to the fact that topic 2 plays a major role in tutorial fragments
dealing with implementation activities, thus leading to a
high number of mis-classifications.

Code features are the best ones in identifying code imple-
mentation fragments: our approach learns that a high number
of code snippets shown on the screen for the whole fragment
duration likely indicates its focus on implementation tasks.
Finally, structural features provide the lowest accuracy and,
when used in isolation, exhibit very low accuracy in the
identification of all categories of video fragments.

When combining the four sets of features in pairs,
performances are boosted up to 67% of accuracy and 0.88
of AUROC (obtained when combining temporal and code
features), indicating quite good performances of the built
model. Again, it is clear the major role played by the temporal
features. Indeed, the three models exploiting them have
AUROC≥0.84 as compared to the 0.74 and 0.75 obtained
in the two models do not exploiting temporal features. The
accuracy further increases up to 70% (AUROC=0.90) when
using three groups of features at a time (temporal, semantic,
and code features), reaching its maximum value (72%) when
all four sets of features are exploited. In this case, the built
model exhibits a quite high AUROC of 0.92.

17. Beginning time expresses the relative beginning of the video
fragment as percentage of the video tutorial length.

https://www.youtube.com/watch?v=-VRUX-iSPWc
https://www.youtube.com/watch?v=xuX96Lik3Co
https://www.youtube.com/watch?v=-L8FAKadrhg
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TABLE 9
RQ2: Confusion Matrix and AUROC per each Category when Using all Features.

Predicted Category
Reference Category CT DE ES EIC CI TC ITT AUROC
Closing of the Tutorial (CT) 37 0 0 5 3 0 0 0.98
Dealing with Errors (DE) 0 7 0 0 8 3 1 0.88
Environment Setup (ES) 1 0 19 0 7 4 7 0.88
Execution Implemented Code (EIC) 11 2 3 83 17 6 1 0.91
Code Implementation (CI) 7 8 18 26 200 20 6 0.89
Theoretical Concepts (TC) 1 4 0 6 14 55 7 0.90
Introduction tutorial topic (ITT) 0 1 3 0 2 6 131 0.98

Table 9 reports the confusion matrix obtained by this
comprehensive model, showing as well the AUROC for each
of the seven categories of fragments.

Our approach is very effective in identifying fragments
related to the introduction to the tutorial topic (accuracy=82%,
AUROC=0.98) and to the closing of the tutorial (accuracy=92%,
AUROC=0.98). This very high AUROC is possible because
the temporal features are effective to discriminate video frag-
ments of these two categories. Classification performances
are also very good for fragments dealing with the execu-
tion of the implemented code (accuracy=67%, AUROC=0.91),
the explanation of theoretical concepts (accuracy=63%, AU-
ROC=0.90), and code implementation activities (accuracy=70%,
AUROC=0.89). Concerning the former (e.g., the execution of
an implemented app in the Android emulator), we expected
structural features to be highly discriminating, because the
execution of the code would have opened a new window,
resulting in more quadrilaterals shown on the screen.

However, these features resulted to be useless for the
identification of these fragments. This is due to the fact
that often the implemented code is executed directly inside
the IDE’s console (always shown on the screen) without
opening a new window. This makes it difficult to discern
this situation from a code implementation with no execution
activity. Currently, our approach identifies these fragments as
“short implementation activities” (i.e., they are characterized
exactly as code implementation fragments, but they are
much shorter). Probably, other features should be thought
to increase the classification accuracy for this category of
fragments.

An effective identification of code implementation frag-
ments is possible with a combination of temporal and code
features. For example, one of the rules used in a decision
tree generated by our approach identifies implementation
fragments as those lasting at least 42% of the overall
video length, starting during the first half of the tutorial,
and containing at least one code statement and one block
statement.

Finally, while still being acceptable, performances de-
crease when categorizing fragments related to the environ-
ment setup (accuracy=50%, AUROC=0.88) and to common
errors one could encounter during implementation activities
(accuracy=37%, AUROC=0.88). In these cases, we expected
semantic features to help in the classification of these
fragments. As previously mentioned, semantic features only
partially help in the identification of fragments related to
implementation errors. A deeper investigation revealed that
the limited contribution of the semantic features is due to

the high imprecision of the OCR in extracting terms from
the video frames. As previously explained, OCR tools are
usually designed to deal with text on white background
(i.e., paper documents). When using an OCR tool on video
frames, the high variability of the background can result
in a high amount of noise. Very likely, the accuracy of our
approach could strongly benefit from the implementation of
more robust OCR tools designed to deal with such a noise.

5 STUDY II: INTRINSIC EVALUATION WITH USERS

In our previous study we assessed the accuracy of CODE-
TUBE in (i) identifying meaningful video fragments, and (ii)
correctly classifying video fragments in the seven considered
categories. In this study we dig deeper in the quality of
the extracted video fragments, looking at their cohesiveness,
self-containment, and relevance to a query as perceived by
developers. Also, we assess the relevance and complementar-
ity of the video fragments to the Stack Overflow discussions
recommended by CODETUBE.

The three research questions of this study are:

RQ3: To what extent are the extracted video tutorial frag-
ments cohesive and self-contained?

RQ4: To what extent are the Stack Overflow discussions
identified by CodeTube relevant and complementary
to the linked video fragments?

RQ5: To what extent is CodeTube able to return results
relevant to a textual query?

RQ3 aims at assessing the capability of CODETUBE to
extract fragments that are on the one hand cohesive—i.e.,
related to a very specific (sub)topic of the tutorial—and on
the other hand self-contained, i.e., they can be understood
without watching the rest of the video.

The purpose of RQ4 is to assess the capability of CODE-
TUBE to link video tutorial fragments to relevant Stack Over-
flow discussions. While specific approaches to recommend
Stack Overflow discussions exist [6], our aim is to determine
whether the textual content of the video tutorial fragment can
be used to retrieve such discussions. Also, to determine the
usefulness of a multi-source recommender like CODETUBE,
we are interested to understand whether the Stack Overflow
discussions provide complementary information with respect
to the video tutorial.

RQ5 assesses CODETUBE’s retrieval capabilities over the
indexed video fragments, to determine whether the indexed
textual corpus allows to find relevant video fragments, and
whether such fragments are at least as relevant as those
returned by YouTube with the same query.
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The context of the study consists of participants and objects.
The participants have been identified using convenience
sampling among personal contacts of the authors, and
by sending invitations over mailing lists for open-source
developers. In total, 40 participants completed the survey.
The objects of the study are a set of 4,74718 video tutorials
about Android development indexed in CODETUBE. From
these video tutorials, CODETUBE extracted a total of 38,783
fragments. Note that in this study we chose to focus on video
tutorials dealing with a specific technology (i.e., Android)
and we only involved participants having experience with
such a technology. This was a constraint to ensure a good as-
sessment of the video tutorial fragments and Stack Overflow
discussions identified by CODETUBE.

5.1 Study design and procedure
The study has been conducted using an online survey
questionnaire, through which we asked questions to the
potential respondents to assess the results of CODETUBE.
The questionnaire is composed of two sections, preceded
by preliminary assessment of the primary activity (indus-
trial/open source developer, student, academic), program-
ming experience, and specific experience about Android
development of respondents. This preliminary section also
included exploratory questions aimed at understanding (i)
how often and in which circumstances respondents use video
tutorials and Q&A Websites, (ii) whether they found useful
information there, and (iii) how they react to video tutorials
being too long (e.g., scroll it, watch it anyway, or give up).
We also asked participants what the main aspects of strength
and weakness of video tutorials are, compared to standard
documentation and Q&A Websites.

The first section shows to respondents a video tutorial
from YouTube together with its video fragments extracted by
CODETUBE. Each video shown to respondents is randomly
selected from the set of videos composed by exactly three
fragments in the CODETUBE dataset. For each video frag-
ment we ask (RQ3) whether the fragment is cohesive and
self-contained. We also show the top-three relevant Stack
Overflow posts, and ask (RQ4) to what extent they are
relevant and complementary to the video tutorial fragments.
For each respondent, this section is repeated for two video
tutorials randomly chosen from a sample of 20 video tutorials
randomly selected from the 4,747.

TABLE 10
Queries formulated by graduate students.

1 How to send logs to server android
2 How to initiate an activity as a background service in Android
3 How to display multiple items in listview android
4 Material ui examples android
5 How to animate a transition between fragments android
6 How to access accelerometer data on Android device
7 How to access external file system android
8 Stop background services android
9 How to modify the layout of the UI in android
10 Android GUI thread

The second section aims to assess the relevance of the top-
three returned video fragments to a given query (RQ5). As

18. These numbers refer to a previous publication [29]. The current
numbers are reported in Section 1.

a baseline for comparison, we evaluate the relevance of the
top-three videos returned by YouTube using the same query.
The query shown to each respondent is sampled from a set of
10 queries (see Table 10) formulated by graduate students at
Florida State University, having a long experience in Android
development. The queries involve typical Android tasks, e.g.,
sending logs to servers, initiate activities in background,
animate transitions, access accelerometer data, stopping
background services, or modifying the UI layout.

The queries are generic, and YouTube is likely able to
return as relevant results as CODETUBE. Only specific queries,
referring to code elements—not contained in YouTube
metadata—would show the advanced of the indexing capa-
bilities of CODETUBE. Instead, we are interested in showing
that, for the typical queries a developer formulates, CODE-
TUBE returns at least as relevant as YouTube, but consisting
in shorter, cohesive and self-contained fragments.

Finally, after the second section, we asked the respondents
to evaluate, through an open comment, the main points of
strength and weakness of CODETUBE.

All the assessment-related questions follow a three-
level Likert scale [30], e.g., “very cohesive”, “somewhat
cohesive”, and “not cohesive”. We limit the number of video
fragments, Q&A discussions and queries for each respondent
to avoid the questionnaire being too long. Before sending
the questionnaire to perspective respondents, we ran a pilot
study to assess its estimated duration, which resulted to be
between 25 and 40 minutes.

The questionnaire was then uploaded on the
QUALTRICS19 online survey platform, and a link to the
questionnaire was sent via email to the invitees. We made it
clear that anonymity of participants was protected and data
were only published in aggregate form. The Qualtrics survey
platform allowed us to achieve randomization and balancing,
by automatically selecting video tutorials (with related Stack
Overflow discussion) and queries to be evaluated by each
respondent. After sending out the invitation, invitees had
two weeks to respond.

5.2 Study results
Out of the 40 study participants, 6 declared to have no
experience in Android development. Since the video tutorials
considered in the study were not introductory but related
to specific Android topics, we excluded their answers. We
collected a total of 180 video tutorial fragment evaluations
(with respect to their cohesiveness and self-containment),
540 Stack Overflow discussion evaluations, and 90 video
tutorial fragment evaluations with respect to a query. Each
fragment and SO discussion received 3-5 evaluations, except
for 3 videos and 2 queries, that, due to the exclusion of
some participants motivated above, received less than 3
evaluations. These videos and queries were excluded from
the analysis.

Table 11 shows the demographics of the participants
involved in the survey. The population who completed our
survey is composed of 70.6% of professional and open source
developers, 17.6% of master students, and 11.8% of PhD
students. 32.3% of the population has more than 10 years
experience, 17.5% has between 5 and 10 years, 38.3% between

19. https://az1.qualtrics.com

https://az1.qualtrics.com
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TABLE 11
Participants’ Occupation, Experience in Java, and Usage of Video Tutorials for Study II.

Occupation Total % Experience in Java Total % Usage of Video Tutorials Total %
Faculty 0 0% Less than 1 year 0 0% Daily 1 3%
PhD Student 4 11.8% 1-3 years 4 11.8% Few times a week 13 38.2%
Master Student 6 17.6% 3-5 years 13 38.3% Few times a month 12 35.3%
Undergraduate Student 0 0% 5-10 years 6 17.5% Rarely 8 23.5%
Professional Software Developer 24 70.6% More than 10 years 11 32.3% Never 0 0%
Total 34 100% Total 34 100% Total 34 100%

3 and 5 years, 11.8% between 1 and 3 years. When asked
about Android programming experience, the majority (38.3%)
declared less than 1 year of experience, followed up by 23.5%
of respondents with more than 3 years experience, 20.5%
between 2 and 3 years, and 17.6% between 1 and 2 years of
experience.

The participants use video tutorials either on a weekly
(38.2%) or monthly (35.3%) basis. 3% declared to use video
tutorials on a daily basis; nobody declared to never use them.
Video tutorials are unlikely to help bug/error fixing (5%),
but are the primary means to learn new concepts (43%).

When asked to provide open comments on the weak-
nesses and strengths of video tutorials, respondents pointed
out different aspects. The primary point of strength is the
step-by-step nature of a video. One respondent wrote “As
opposed to Q&A Websites, video tutorials describe a complete
process step-by-step. The visualized flow of actions is particularly
useful in setting up working environments”, another emphasized
the “possibility to see the complete interaction of the developer
with the IDE” and “how a specific library is imported before it is
used in the code. This does not hold when you simply copy and
paste code from Websites”. Another positive point concerns
the guidance given by a tutor. One respondent reported
that “there is a ’real’ person talking with you, so it is easy to
learn new concepts”, while another respondent emphasized
the fact that “you can see what the tutor does”. The primary
weakness identified by respondents concerns time. When
a video tutorial is too long, respondents said they would
either try to scroll it to seek the relevant information (47%),
or give up to find alternative sources (53%). Nobody opted
for the third option, i.e., watching the whole video anyway.
Respondents generally consider videos too long and slow
and not suited when “you need to quickly solve a problem”, or
“just a small piece of information”. One respondent reported
how “due to time constraints I cannot always watch the entire
tutorial”. The lack of searching and indexing functionalities
of the contents of a video is also considered a weakness. One
of the respondents claimed that “browsing is not easy, unless
the video has an index to navigate through the concepts/sections
in the video”, while another highlighted how “searching for a
particular piece of information in the whole video is much harder
than doing the same in a text document”.

5.2.1 RQ3: To what extent are the extracted video tutorial
fragments cohesive and self-contained?
Figure 11 synthesizes the results of our study for RQ3.

More specifically, the top of Figure 11 shows a diverging
stacked bar chart reporting the distribution of responses
concerning the perceived fragment cohesiveness score. 129
responses (64%) indicated fragments as very cohesive, 56 (28%)
as somewhat cohesive, and 16 (8%) as not cohesive.
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Self-contained
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Fig. 11. RQ3: Distribution of cohesiveness and self-containment.

The bottom of Figure 11 shows the distribution of the
perceived self-containment score. In this case, 104 (52%)
fragments were evaluated as very self-contained, 68 (34%) as
somewhat self-contained and 29 (14%) as not self-contained. The
lower scores achieved for self-contained are not surprising,
because obtaining self-contained fragments—and hence
understandable without watching the rest of the video—is
more challenging than achieving a high cohesiveness.

5.2.2 RQ4: To what extent are the Stack Overflow discus-
sions identified by CodeTube relevant and complementary to
the linked video fragments?
Figure 12 synthesizes the results of our study for RQ4.
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Fig. 12. RQ4: Relevance of Stack Overflow discussions to video frag-
ments, and complementariness to videos.

The top of Figure 12 shows the distribution of the per-
ceived relevance of the Stack Overflow discussions associated
to the video fragments of each video tutorial considered in
the study. 101 (50.5%) of the provided response indicated a
very high relevance, 53 (26.5%) a somewhat high relevance, and
46 (23%) no relevance.
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The bottom of Figure 12 shows results related to the
complementariness. In 51 cases (76%) the Stack Overflow
discussions were evaluated as very complementary, in 13 cases
(19%) as somewhat complementary, and in 3 (4%) case as
having a low complementariness. In summary, results indi-
cate that, while respondents only considered the retrieved
discussions fairly relevant to the fragments from where the
queries were generated, they almost totally agreed about the
complementarity of the provided information. We believe
that video tutorials have a different purpose than Stack
Overflow discussions. The former have an introductory, step-
by-step guide to a given problem, the latter discuss a specific
problem/answering a specific questions.

5.2.3 RQ5: To what extent is CodeTube able to return results
relevant to a textual query?
We asked participants to evaluate the top-three results that
CODETUBE and YouTube retrieved for a set of 10 queries (see
Table 10). Each participant evaluated the relevance of a result
with respect to the query by following a three-level Likert
scale [30], i.e., “very related”, “somewhat related”, and “not
related”. We use the Normalized Discounted Cumulative
Gain (NDCG) [31] to aggregate the results.

Similarly to what done for the other research questions,
queries with less than 3 replies are ignored. The NDCG is
thus calculated on a set of 8 queries out of the initial 10. We
obtained NDCGCT (Q, 3) = 0.67 and NDCGY T (Q, 3) =
0.63 for CODETUBE and YouTube, respectively.

Even if CODETUBE seems to perform slightly better
than YouTube, a statistical analysis of the NDCGY T and
NDCGCT distributions, performed using the Wilcoxon
signed-rank (paired) test, did not show the presence of a
statistically significant difference (p-value=0.49). Even though
the data collected is not enough to draft any statistically
significant conclusion, there are some considerations to make.
First, when extracting the top-three results from YouTube we
removed all the retrieved videos that are not included in the
CODETUBE dataset. This makes the comparison unfair for
our approach. Second, YouTube recommends entire videos,
while CODETUBE recommends specific fragments. Thus,
our approach is potentially more focused even if both the
fragment and the whole video recommended by YouTube
are equally relevant.

5.2.4 Strengths and Suggestions for Improvement
We also asked participants to freely comment about CODE-
TUBE. They had a positive impression. One respondent
reported “CodeTube looks very useful, added to the bookmarks!”,
while another wrote “excellent work, [..] the idea behind
CodeTube is brilliant”. The extraction of fragments has been
appreciated and considered “very useful for developers who
are already knowledgeable about the topic, they can save a lot
of time”. The possibility of having complementary sources
of information, e.g., Stack Overflow, was appreciated. One
respondent reported “the concept is amazing, and has a lot of
possibility of improvement, given the huge amount of different
sources of data available”, while other participants asked for
additional features. One participant asked for “the possibility
to search for SO discussions directly below the video”, while
another wondered that “it would be nice if the tool can provide
a summary/description that describes the context”.

6 STUDY III: EXTRINSIC EVALUATION

A successful technological transfer is the main target objec-
tive for each prototype tool. Thus, the goal of this second
study is to extrinsically investigate CODETUBE’s industrial
applicability. Specifically, the research question we aim at
answering with this evaluation is:

RQ6: Would CODETUBE be useful for practitioners?

The context of the study is represented by three leading
developers—all with more than five years of experience
in app development—of three Italian software companies,
namely Next, IdeaSoftware, and Genialapps. Although this
is a fairly limited context, the main purpose of this study is to
collect feedback about the possibility of adopting CODETUBE
in realistic development scenarios, as well as suggestions for
its improvement.

6.1 Study design and procedure
We conducted semi-structured interviews to get quantitative
and qualitative feedback on CODETUBE. Each interview
lasted two hours. During the interview we let developers
explore CODETUBE for about 90 minutes, searching for video
tutorials on specific technology or to fix problems.

Each interview was based on the think-aloud strategy.
We also explicitly asked the following questions: (1) Do you
use video tutorials during development tasks? (2) Would the
extraction of shorter fragments make you more productive?
(3) Is the multi-source nature of CODETUBE useful? (4) Are
you willing to use CODETUBE in your company?

Participants answered each question using a 4-point scale:
absolutely no, no, yes, and absolutely yes. We avoided the
intermediate, neutral level, as we wanted participants to take
a clear position. The interviews were conducted by one of
the authors, who annotated the answers as well as additional
insights about the strengths and weaknesses of CODETUBE
that emerged during the interviews.

6.2 Study results
Nicola Noviello, Project Manager @ Next. Nicola posi-
tively answered to our first three questions (i.e., “absolutely
yes”). Nicola declared to use video tutorials daily; “they
are particularly useful for senior and junior developers for both
learning a new technology or finding the solution to a given
problem. I see very often my developers on specialized YouTube
channels searching for and watching video tutorials.” Nicola also
appreciated the multi-source nature of CODETUBE; “the video
tutorial provides the general idea on the technology, while Stack
Overflow discussions are particularly useful to manage alternative
usage scenarios and specific issues.”. Regarding the extraction
of fragments, Nicola commented that “I usually discard video
tutorials that are too long, because when I try to scroll/fast forward
it to manually locate segments of interest, I am generally not able
to find what I need. I strongly believe that the relevant segment is
there but randomly scrolling a video tutorial is not worthwhile! I
prefer to look for more focused video tutorials. Also, the possibility
to filter video fragments on the basis of their category is a fantastic
feature!”. Nicola then confirmed that the availability of shorter
fragments would make him much more productive.

Nicola answered “yes” to the question related to the
usefulness of CODETUBE; “I did not answer absolutely yes
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because of the limited number of indexed tutorials. However, I
strongly believe that the tool has an enormous potential.”. Nicola
declared that he will present the tool to a newcomer trainee
to quantify to what extent the tool is useful for developers
that have a little knowledge on the Android world; “I usually
suggest to trainees to look for and watch video tutorials but very
often they are not able to find the right information. I would
like to see whether CODETUBE is able to mitigate such a problem.”.

Luciano Cutone, Project Manager @ IdeaSoftware.
Luciano positively answered to our first three questions;
“I love video tutorials but several times they are too long and I
do not have enough time to watch whole videos. Thus, I have to
scroll the video hoping to identify relevant segments. This takes
time and makes video tutorials less effective. With CODETUBE
life will be easier!” Luciano particularly appreciated also the
possibility to filter video fragments on the basis of their
category. He also suggested an interesting new features:It
could be nice to give the possibility to the user to change the
classification of the video tutorials. In this way it is possible to
correct possibly misclassification and improve the classification
accuracy of the tool. Of course, a moderator is required to accept
the proposed change.“ When exploiting different sources of
information, Luciano works differently from Nicola; “I like
the idea of having video tutorials together with Stack Overflow
discussions. However, the main source of information for me
is Stack Overflow, while video tutorials should be used to fix
problems; if I need to apply a new technology, I would like to
start from Stack Overflow since there I can find snippets of code
that I can copy and paste into my application. Then, if something
goes wrong, I try to find a video tutorial to fix the problem.”.
Luciano also suggested a nice improvement; “Besides the
integration of video tutorials with discussions on forums, I suggest
to add another source of information, namely sample projects.
Specifically, on GitHub there are several sample projects that
explain how to apply specific technologies. Having them together
with video tutorials and Stack Overflow discussions would be
fantastic.” Another suggestion was the addition of a voting
mechanism to provide information on the usefulness and
the effectiveness of a specific (fragment of a) video tutorial.
Luciano answered “absolutely yes” to our last question
(i.e., the one related to the usefulness of CODETUBE); “I just
added CODETUBE to my bookmarks. This is the tool I wanted.
I spent several hours of the day and of the night on YouTube
and Stack Overflow to fix problems or learn new things. This is
part of my job, unfortunately. With CODETUBE I am sure that
I will find relevant information quickly. I can finally go back to
sleep during the night!”. The day after the interview, we got
a text message from Luciano: “I have just used CODETUBE
this morning. I was looking for something related to Android
WebSocket. I found all I needed. Awesome!”.

Giuseppe Socci, Project Manager @ Genialapps.
Giuseppe answered “absolutely yes” to our first question,
stating that in his opinion “Video tutorials are a crucial source of
information for learning a new technology”. Instead, he answered
“no” to our second research question related to the extraction
of fragments; “I am not 100% sure that extracting shorter
fragments makes you more productive. It depends on the scenario
where the video tutorial is used. To me, video tutorials should
be used to learn a new technology. In this case I should watch

the whole video. However, there could be cases where you just
need to fix a problem or have some clarifications on a specific
part of the technology. In this case watching fragments instead of
whole videos could be worthwhile”. In this particular scenario,
Giuseppe found the possibility to filter video fragments on
the basis of their category a great feature: “the filtering based
on the category of the video fragments can really help in improving
productivity.”

Giuseppe also suggested a way to make the tool more
usable based on his way of interpreting video tutorials;
“the search of a video tutorial should be scenario-sensitive. Before
searching, the user should specify why she is searching for a video
tutorial. The first option could be ’I have a problem’. In this case,
the search is based on fragments. The second option could be ’I want
to learn’. Here, whole videos should be retrieved”. As well as the
other two developers, Giuseppe liked the integration of video
tutorials with forum discussion (he answered “absolutely yes”
to our third research question). Consistently with findings of
Study I (Section 5.2.4), he highlighted the need for manually
refining queries when retrieving Stack Overflow discussions:
“all the visualized Stack Overflow discussions are related to a
specific video tutorial. However, Stack Overflow discussions should
be useful to resolve a problem I encountered when applying the
technology explained in the video tutorial. Thus, it might be useful
to filter the retrieved discussion by a specific query (e.g., the type
of error I got).”. Finally, Giuseppe answered “yes” to our
final question; “I think that the tool is nice. You are trying
to solve an important and challenging problem, that is merging
accurately different sources of information in order to make them
more productive.”. Giuseppe also gave a suggestion on how to
improve the visualization of the relevant fragments; “After
submitting a query, CODETUBE provides the list of relevant video
fragments. However, it is quite difficult from the title of the video
and the cover image to identify the most relevant one. I strongly
suggest to show for each video the relevant textual part of the
video content, similar to the part of the text in a Web page content
visualized by Web search engines. The same approach could be
used also to make the navigation of the fragments of a specific video
easier.”.

6.3 Reflection: Approach vs. Tool

The reception of CODETUBE was positive. All leading
developers saw great value and even greater potential in this
line of work. Several improvement suggestions, obtained
also in Study I, regard the tool that embodies our approach,
which we are currently considering. Clearly, tools can always
be improved, given sufficient time and human resources.
However, we would like to emphasize that, stepping beyond
mere implementation and UI concerns, the main contribution
of the paper lies in the underlying approach.

7 THREATS TO VALIDITY

Threats to construct validity are mainly related to the mea-
surements performed in our studies, and in Study I and II
in particular. In Study I this is mainly due to subjectiveness
in the construction of the labeled fragment dataset used in
our study, since each video has been fragmented and tagged
by one expert only. However, during the second phase (open
coding) two authors, before starting the open coding activity,
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performed a sanity check of the obtained fragments and tags.
Finally, subjectiveness in the open coding was mitigated by
employing a multiple-coder strategy, for which there has also
been a very strong inter-rater agreement even since the first
coding phase.

In Study II, instead of using proxy measures, we preferred
to let developers evaluate video fragments and their related
Stack Overflow discussions. Subjectiveness of such an evalua-
tion was mitigated by involving multiple evaluators for each
video, although as explained in Section 5.1 we favored the
number of videos over the number of responses per fragment.
Also, although a four or five-level Likert scale [30] could have
provided a more accurate evaluation, we preferred a simpler
three-level scale for the sake of facilitating the task to the
respondents, which was already long, due to the need for
watching the videos before answering the questions.

Threats to internal validity concern factors internal to
our studies that could have influenced our results. In
Section 3.5 we have shown how the CODETUBE parameters
γ, λ, and µ have been tuned. Instead, we did not tune
the similarity threshold used to detect similar subsequent
frames (10%). This is because such a threshold is mostly an
optimization parameter that, based on tests we performed
while defining our approach, does not really affect the way
the video fragments are defined but only reduces the required
computational time. In Section 3.1 we have reported results
of a study aimed at assessing the impact of such a threshold
on the approach’s cost. Last, but not least, in Section 3.2 we
have reported a study aimed at assessing the impact of the
LCS heuristic in identifying related frames.

Another possible problem is that the evaluation in
Study II could have been influenced by the knowledge of
respondents about the topic. We mitigated this threat by
discarding responses of participants not having any knowl-
edge about Android. In addition, the evaluation is mainly
related to cohesiveness, self-containment and relevance of
video fragments, and relevance and complementariness of
Stack Overflow discussions, rather than to how they would
be helpful for the respondents. Also, a possible bias could
have been introduced by the choice of the videos used in
the survey. Such videos have been randomly sampled by
considering 7 minutes as maximum video duration, and
three as maximum number of fragments for each video and
query results. These limitations have been introduced to
restrict the survey duration to a reasonable time.

Concerning the machine learning classifier, for the prepro-
cessing phase, we have mitigated possible multicollinearity
problems by using a feature selection approach. Also, we
have used SMOTE to deal with unbalanced data. Finally,
while we have tried different machine learning techniques
and chosen the one (Random Forest) producing the best
results, it is possible that we did not consider techniques (or
parameter settings for a technique) producing even better
results than what we achieved. As explained in Section 3 we
adopted a simple and possibly sub-optimal LDA calibration
when extracting semantic features. This is in line with work
using LDA in classification approaches [20].

Threats to external validity concern the generalizability of
our findings. Our studies are limited to Java video tutorials
only. We do not expect large differences in the structure
of a video tutorial for a different programming language.

Also, it is possible that results might not generalize. Also,
although our approach captures a wide range of information
characterizing video tutorials from different perspectives, it is
possible that additional information might be required when
dealing with tutorials about pieces of technology not consid-
ered in our dataset. Finally, the validity of the third study is
limited to the three very specific mobile app development
contexts we considered. However, the main aim of the third
study was not to achieve generalizability, nor conclusions on
statistical basis. Instead, as explained in Section 6, the main
aim was to collect feedback about CODETUBE’s applicability
and suggestions for its improvement.

8 RELATED WORK

To the best of our knowledge, there is limited work about
studying and analyzing video tutorials in the software
engineering context. MacLeod et al. [2] have conducted
an empirical study investigating how and why developers
produce video tutorials. This study focused on screencasts,
and its goals were to understand how and why develop-
ers produce and share such documentation. The findings
revealed that videos are a useful medium for communicating
program knowledge between developers, and that they
present key advantages compared to written documentation.
MacLeod et al.’s study therefore brings into attention the
need to leverage such information and motivates our work.
CODETUBE is the first approach to actually process and
recommend information extracted from video documentation
for software development.

A very recent work by Yadid and Yahav [32] proposes an
approach to extract source code from video tutorials. Their
approach combines OCR with statistical language models
and ensures a recall between 66% and 81%, and a precision
between 80% and 82%. The approach adopted by CODETUBE
to identify the source code to be indexed is different (as
explained in Section 3) as it is based on identifying the
IDE source code frame and in filtering source code text by
combining the use of programming language dictionaries
and island parsing. In future work we contemplate the
possibility of comparing or combining the two source code
extraction approaches. CODETUBE, however, goes beyond
just source code extraction, as it (i) identifies, classifies, and
indexes cohesive video tutorial fragments, (ii) links such
fragments to relevant Stack Overflow discussions, and (iii)
provides a mechanisms for querying the indexed fragments.

In the following subsections we discuss related work
about (i) recommender systems for software documentation
and code examples, (ii) automatic categorization of software
engineering artifacts, (iii) multimedia retrieval and process-
ing, (iv) analysis of multimedia tutorials and lectures, and
(v) use of multimedia in learning.

8.1 Recommender systems for software documenta-
tion and code examples

Numerous approaches have been proposed to provide devel-
opers with official or informal documentation for their task
at hand, as well as code samples they can reuse. Among the
various informal documentation sources, Stack Overflow has
been used by many recommender systems [3], [6], [33], [34],
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[35], [36]. Other recommenders have focused on recovering
links between code and documentation [37], with some
focusing on recommending or enhancing API documentation
[4], [38]. Among these, the work of Petrosyan et al. [39] is
the most related, as it analyzed tutorials to extract fragments
explaining API types. With respect to such approaches,
CODETUBE is specific for analyzing video tutorials and
recommending their cohesive and self-contained fragments.

Other approaches focused on the in-project knowledge
[40], [41], [42], [43] to retrieve relevant artifacts for developers.
A prominent example is Hipikat [40], a tool that builds a
project memory from artifacts created during a software de-
velopment project (e.g., source code, documentation, emails),
and recommends such artifacts if they result relevant to
the task being performed. Several approaches focused on
mining API usage to synthesize code samples [7], [8], [9],
[10], [44], [45], [46], [47]. An example is proposed Prospector
[44], a tool that synthesize jungloids using both API method
signatures and jungloids mined from sample client programs.
Prospector integrates with the Eclipse IDE code assistance
feature, and infers queries without programmer intervention.

Other work suggested relevant web discussions to help
solve coding problems [6], [35], [48], or from online resources
in general. An example is Dora [48], a tool integrated into
Visual Studio that automatically query and analyze online
discussions (e.g., Stack Overflow) to locate relevant solutions
to programming problems.

The infrastructure of CODETUBE is designed such that
any source of documentation can potentially be used to
complement the information extracted from video tutorials.
While the current CODETUBE instantiation leverages Stack
Overflow discussions, future work will investigate integrat-
ing additional information sources.

8.2 Automatic Categorization of Software Engineering
Artifacts

Researchers have proposed many approaches that categorize
various kinds of software engineering artifacts, like bug
reports, change sets or API documentation. For example,
Antoniol et al. used text mining techniques to separate bug
reports from enhancements when issue trackers fail to do
so [49]. Hindle et al. built a classifier to categorize a change
request into corrective/adaptive/perfective maintenance, fea-
ture addition, or non-functional improvement [50]. Instead,
Kim et al. applied machine learning to detect and distinguish
change sets that induce (or not) a bug fix [51], and Thung et
al. classified the type of defects by using features collected
from both bug tracking systems and code repositories [52].
Concerning other type of artifacts, Bacchelli et al. proposed a
technique to classify the content of development emails at
the line level, detecting for example code, patches, or stack
traces [53]. McMillan et al. presented an approach to classify
software applications by using API calls from third-party
libraries [54]. Last, but not least, the approach developed
by Chatri and Robillard [4] aimed at distinguishing “refer-
ence” (i.e., indispensable, or at least valuable) parts of API
documentation, from less valuable details. In our previous
work we focused on Stack Overflow discussions, and in
particular to the classification and categorization of quality
using readability and structural metrics [55], [56].

8.3 Multimedia Retrieval
Multimedia information retrieval focuses on extracting and
retrieving relevant information from multimedia resources
(e.g., images, audio, or video). One problem in the field
is splitting a video into semantically coherent fragments.
Existing approaches usually employ supervised machine
learning techniques applied to various textual, acoustic, and
visual features [57] to resolve such an issue. Galuščáková
and Pecina [58] explored the use of Passage Retrieval
segmentation techniques to retrieve relevant segments by a
textual query in a set of audio-visual recordings. Mettes et
al. [59] proposed an approach using hierarchical clustering
and syntactic and semantic similarity metrics to identify the
segments.

While CODETUBE also identifies fragments within a
video, it is significantly different than those proposed in
multimedia retrieval: it is not supervised and bases its seg-
mentation algorithm on information specific to the software
development domain, i.e., the occurrence of code in the
tutorials, something that has not been done in the field of
multimedia information retrieval [60].

8.4 Analysis of Multimedia Tutorials and Lectures
Recent work in related fields, such as human-computer
interaction has also recognized the general limitations of
current multimedia platforms and has set out to address
some of these limitations. Banovic et al. [61] proposed an
approach able to analyze end-user software video tutorials
and extract the GUI elements appearing on the screen (e.g.,
menus, icons, etc.), as well as the interaction with those
elements present in the video (e.g., user clicks), without
a-priori knowledge of the application. Other works have
also extracted GUI elements from end-user software training
materials, but using templates to identify them [62], [63], [64].
Moslehi et al. [65] proposed an approach to mine the speech
in YouTube videos, extract use case scenarios, and show how
their content can supplement existing documentation.

Other related works have focused on segmenting videos
based on various criteria. Pongnumkul et al. [64] introduced
Pause-and-Play, a system that detects important events in
video tutorials, segments videos based on these events, and
links them to events in the target application as the end user
is replicating what they see on the screen. DemoCut [66], a
video editing system introduced by Chi et al. also segments
video tutorials based on important events, but it requires the
users to mark these key moments within videos showing
physical demonstrations. Shin et al. [67] introduced “visual
transcripts” for blackboard-style video lectures, obtained
by segmenting a video based on visual entities such as
equations or figures, linking parts of the available audio
transcripts to these entities, and then producing a transcript
that intertwines them.

In addition, some research investigated ways to improve
categorization, summarization, and navigation of video
lectures and tutorials. For example, the technique by Chatbri
et al. [68] generates and analyzes the audio transcripts of
science and math videos in order to categorize them based on
their discipline. The video digests introduced by Pavel et al.
[69] allow users to browse and skim long talks by segmenting
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and organizing the videos into chapters, and then providing
short summaries for each section. Kim et al. [70] also aim to
improve the navigation and summarization of educational
videos, and propose various techniques to address this, such
as a video timeline, transcript search, keyword summaries,
relevant frame extraction, and a visual summary.

While similar to our work in analyzing part of the infor-
mation captured in video tutorials, CODETUBE differs from
all this previous work as it focuses specifically on software
development tutorials, and includes tailored analysis for
this purpose: identifying and extracting source code found
within the video, segmenting videos based on the presence
of code, classifying video fragments into categories found
specifically in software development video tutorials, and
linking video fragments to other, complementary sources of
developer documentation such as Stack Overflow.

An extensive treatment of approaches for video analysis
and repackaging for the purpose of distance education is
provided in a book by Ram and Chaudhuri [71]. In particular,
they introduce the concept of media repackaging on client’s
side, to provide remote students with customize content.
The general idea is to provide videos eliminating redundant
frames, e.g., by detecting slide transitions in presentations,
or by distinguishing frames providing content by those not
providing content (e.g., where an instructor just talks).

While we share with Ram and Chaudhuri the goal of
producing short video fragments, CODETUBE is very specific
to software development video tutorial. This is because
(i) it employs specific heuristics for identifying IDEs and
their content; (ii) it relies on source-code related text-mining
approaches [72], [73], [74] to analyze the source code shown
in video frames and to identify fragments relevant to a query.

8.5 Use of Multimedia in Learning
Multimedia resources, especially those using videos, have
been shown to be a very effective medium for learning,
which is also often preferred by students over written text.
Mayer [75] established twelve principles, based on numerous
studies, that define the use and efficiency of multimedia
in learning environments. Some of these principles clearly
motivate CODETUBE: (i) the multimedia principle states that
people learn better from words and graphics than from words
alone; (ii) the temporal contiguity principle indicates that people
learn better when corresponding words and pictures are
presented simultaneously rather than successively. These
two principles stand at the core of CODETUBE and suggest
that video tutorials could be a better learning medium for
developers than traditional software documentation, where
text is often the only information source, or, at best, it
is shown in a sequence with graphics. Future work will
investigate this direction through user studies. Previous work
has also shown that YouTube can be an efficient way to teach
new concepts. Duffy [76] has shown that students like to
use YouTube, as it provides a user-guided experience. For
Mullamphy et al. [77] videos allow students to learn at their
own pace. These observations were also confirmed within
our first study.

9 CONCLUSION

Software development video tutorials are a modern medium
to disseminate in-depth technical knowledge, and if we were

to make an informed guess, they represent the next frontier
in software documentation. However, the intrinsic nature of
audio-visual content poses a number of challenges. First, it
is difficult, if not impossible, to search videos based on their
contents. This is a prime requisite to make the information
contained in the video tutorials more accessible. Second, it
is non-trivial to understand whether a video contains the
information one is looking for, short of watching the whole
video.

We presented CODETUBE, a novel approach to extract and
classify relevant fragments from software development video
tutorials. CODETUBE mixes several existing approaches and
technologies like Optical Character Recognition (OCR) and is-
land parsing to analyze the complex unstructured contents of
the video tutorials. Our approach extracts video fragments by
merging the code information located and extracted within
video frames, together with the speech information provided
by audio transcripts. Also, it automatically classify the “type”
of video fragment (e.g., theoretical, implementation) and
complements the video fragments with relevant Stack Over-
flow discussions. We conducted three studies to evaluate
CODETUBE, showing its ability to identify and correctly
classify meaningful code fragments. Also, we investigated
the perception of our approach in industry environments
by interviewing three leading developers, receiving useful
insights on the strengths and potential extensions of our
current work. To our knowledge, CODETUBE is the first, and
freely available20 tool to perform video fragment analysis for
software development.

The approach presented in this paper is, to the best of
our knowledge, the first classification and fragmentation
approach for video tutorial fragments used in software
engineering. The work on CODETUBE will continue by
experimenting additional strategies to successfully deal with
sources of noise (e.g., scrolling, zooming) present in video
tutorials as well as for improving the linking between each
video fragment with the related Stack Overflow discussions.
Finally, we plan to revise the CODETUBE user interface to
take inspiration from recent advances in the field of Human-
Computer interaction (see e.g., [70]). Our long-term vision is
to seamlessly integrate video tutorials with the development
environment, and to move towards the concept of a holistic
recommender, where we aim at providing additional sources
of information other than Stack Overflow altogether.
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