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This thesis proposes a Distributed Intrusion Detection System for Smart Grids by 

developing and deploying intelligent modules in multiple layers of the smart grid in order to 

handle cyber security threats. Multiple Analyzing Modules are embedded at different levels 

of the smart grid - the Home Area Network, Neighborhood Area Network, and Wide Area 

Network. These intelligent modules employ Support Vector Machines and Artificial Immune 

System to detect and classify malicious data and possible cyber attacks. Analyzing Modules at 

different levels are trained using data that are relevant to their levels and will also be able to 

communicate with each other in order to improve the detection performance. Simulation 

results demonstrate that this is a promising methodology for improving system security 

through the identification of malicious network traffic, and the detection efficiency is 

improved by applying the optimal communication routing. 
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Introduction 

1.1 Background 

It is predicted that the amount of the electricity utility will increase 30 percent in the 

upcoming 25 years. The electricity grid we are using in current days, however, was built in 

the early 20th century and could not satisfy such great amounts of the electricity. The power 

grid is becoming increasingly overloaded and unstable. Some of the infrastructures have 

been obsolete to transmit the electricity, and the blackouts may have more chances of 

occurrences [1], [2].  

Since 1982, growth in peak demand for electricity driven by population growth and 

various digital products, such as high-definition televisions, computers and video game 

systems, more air conditioners and more computers, has exceeded transmission growth by 

almost 25% every year. From 1998, the frequency and magnitude of outages have increased 

at an alarming rate. There have been five massive blackouts over the past forty years, and 

three of them occurred within the nine years. And according to the data record, billions of 

dollars would be wasted every minute as the economic loss in the blackouts in U.S. For 

instance, one of recent blackouts happened on November 11, 2009 in Brazil [3]. It lasted 4 

hours and nearly half of the country was plunged into darkness. And life of more than one 
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third of citizens was affected. It was regarded as “world’s worst power cuts”. What’s more, 

varieties of uncertainties are created by growing concerns over power plant pollution. In 

order to prevent the disasters brought by the blackouts, an affordable, reliable, secure, 

efficient, environmentally friendly grid is needed to meet the needs of the customers. 

The concept of the smart grid promises the world an efficient and intelligent approach 

of managing energy supply and consumption. Consumers and energy suppliers alike can take 

advantage of the convenience, reliability, and energy savings provided through real time 

energy management. The “smart gird” is composed of the sensors, digital smart meters, 

digital controls, and analytics tools to monitor and control two-way energy flow [4]. This 

enables the customers to manage their energy based on the information from their energy 

consumption and management tools in the individual networked appliance. The customers 

could apply the optimal algorithms to purchase the cheapest electricity depending on the 

amount of electricity consumptions in different time; also the customers can generate their 

own electricity and sell it back to the grid. Some sensors will also be able to monitor the 

damaging situation of the smart grid, the power outages could be detected immediately, and 

the damages will be located and isolated for failure reparation. Also, the customers will be 

informed when the power is restored on time. What’s more, the smart grid will allow the 

energy suppliers and utility companies to aware power demands from the users in real time, 

so that the delivery and incorporation of the energy could be improved. These capabilities 

enable the application of the renewable energy like wind and solar power, and will achieve 

the rapidly increasing energy needs around the world such as the application of power 

efficient devices like plug-in electric vehicles [5], [6]. 

One of the advantages of the smart grid is the installation of a completely new, two-way 

communication network between energy suppliers and their customers. This allows the 
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smart grid to be viewed as an electric power grid that has an integrated data communication 

network allowing the collection and analysis of data by the communication sensors at all 

levels in real time [7]. The real-time communication ability of the smart grid will enable 

utilities to optimize and modernize the power grid in order to realize its full potential [8]. 

The requirement of the communications for the data transport of the smart grid is to 

address the backbone and the spur segments. The smart grid will use the upgraded 

backbones as backhaul Ethernet/IP data traffic with the highest speed at 10 GB/S to 

achieve in the highly reliable manner. The existing networks could be overlaid by 

overbuilding the gigabit Ethernets on the available wired or broadband wireless network 

over the microwave paths [9]. The communication network of the smart grid will provide a 

number of new energy concepts including real-time pricing, load shedding, consumption 

management, cost savings from peak load reduction and energy efficiency, integration of 

plug-in hybrid electric vehicles for grid energy storage, and the integration of alternative 

distributed generation sources including  photovoltaic systems and wind turbines. This new 

communication network will be constructed using various communication paths including 

fiber optic cable, twisted pair, broadband over power line, and wireless technologies [10]. By 

providing a framework identifying seven domains within the smart grid—Transmission, 

Distribution, Operations, Bulk Generation, Markets, Customer, and Service Provider, a 

secure communication architecture is provided by [11]. In it, a smart grid domain is defined 

as a high-level grouping of organizations, buildings, individuals, systems, devices, or other 

institutes with similar objectives and similar types of applications. Across the seven domains, 

numerous institutes will capture, transmit, store, edit, and process the information necessary 

for smart grid applications. To enable the functionality of the smart grid, the institutes in the 
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particular domain can interact with institutes in other domains. The secure communication 

architecture proposed from [11] and [12] is illustrated in Figure1.1. 

 

Figure 1.1:  Interaction between Institutes in the Smart Grid through Secure 

Communication and Electricity Flows [11], [12] 

The proliferation of these new technologies, especially an Internet-like communications 

network, may introduce some new threats to the security of the smart grid. In the smart grid 

network there are three crucial aspects of security that may be threatened due to the 

CIA-triad. The CIA-triad defines three principles of security issues: Confidentiality, Integrity, 

and Availability [13]. These principles are illustrated in a triangle secure system in Figure1.2. 

The three aspects of the CIA-triad are defined as follows.  

Confidentiality is “the property that information is not made available or disclosed to 

unauthorized individuals, entities or processes”. The attack of the confidentiality occurs 

when an unauthorized person, entity or process can reach into the system and access the 

information.  

Integrity is “the property of safeguarding the accuracy and completeness of assets”. The 

integrity of the system proves the information in the system won’t be modified by the 

attacks.  
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Availability refers to “the property of being accessible and usable upon demand by an 

authorized entity”. The resources should be kept accessible at all times to authorized entities 

or processes [14]. 

 

Figure 1.2:  The CIA-triad [8] 

Besides the application of the traditional computer network security mechanisms such as 

secure protocols, intrusion detection systems, and appropriate security processes, the smart 

grid should also considers novel challenges and attacks for its cyber security. The computer 

network security approaches should be applied in the industrial control systems; also it 

should take into account the real-time nature of the smart grid and adapt the risk 

management as graceful degradation when the grid is attacked. The interconnection between 

the smart meters or other smart grid components and the systems, such as the building 

networks, may also bring cyber security challenges on trust, key management, and the 

relative authorization policies [15]. The interconnection between the smart grid and the 

other systems is illustrated in Figure 1.3. 
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Figure 1.3:  The Interconnection Core between the Smart Grid and Other Systems [15] 

Beyond cyber threats like malware, spyware, and computer viruses that currently threaten 

the security of computer communication networks, the introduction of new and distributed 

technologies such as smart meters, sensors, and other sub networks can bring new 

vulnerabilities to the smart grid [16]. For instance, the data flow of the entire network may 

be interrupted using SYN flood attacks against the metering infrastructure. In the smart 

metering systems, several ports are applied for transmitting metering and controlling 

information from the customers to the energy company. These new institutes will bring new 

attacks to the grid system. For instance, P0 is the port which provides administrative access 

to service engineers, and the customers can access and try to connect to their metering 

systems through the right equipment to interface with P0. Due to the configuration options 

available through P0, the meter data or price settings can be altered and the data integrity 

could be breached. Also, availability of the meter data will be affected when communication 

settings with other connected ports are modified. Another instance of P0 security is when an 

engineer readout or modify meter settings through a set of configuration buttons on the 
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meter combined with an optional display. In case poor protective measures such as a secret 

key combination are being applied to access these administrative features, this may lead to 

perform attacks without using any additional hardware [8]. 

Another aspect is the electronic security of critical cyber assets of the power 

infrastructure in the power community. It includes the supervisory control and data 

acquisition (SCADA) systems that are widely applied in the industry for monitoring and 

control of the power grid. The SCADA systems include computer and communication 

devices installed in power plants, substations, energy control centers, company headquarters, 

regional operating offices, and large load sites. In the three main control systems of the 

critical infrastructure systems, the SCADA systems are the central nerve system of a 

wide-area control network that constantly gathers the latest status from remote units [17]. 

The communication system for wide-area protection and control of a power grid can be 

blocked or cutoff due to component failures or communication delays [18]. If one of the 

crucial communication channels fails connecting in the operational environment, the 

inability to control or operate important facilities may happen, and possible power outages 

may be raised [19]. 

1.2 Research Approach  

Due to the issues presented in 1.1, an integrated strategy to improve the security of the 

power grid with regards to the cyber-physical security of the smart grid is extremely 

important. In the following chapters we propose a new architecture for a hierarchical and 

distributed intrusion detection system called the smart grid Distributed Intrusion Detection 

System (SGDIDS) that is applied to a representative three-layer communication network. 

This Distributed Intrusion Detection System (DIDS) is able to successfully analyze 
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communication traffic using an Analyzing Module (AM) that leverages classification 

algorithms such as Support Vector Machine (SVM) and Artificial Immune System (AIS) in 

order to determine if an attack is occurring, what type of attack it is, and where it comes 

from in the communication system.  

1.3 Organization 

The remainder of this thesis is organized as follows: Chapter 2 provides a literature 

review of this research field, Chapter 3 presents the architecture and design of the SGDIDS 

proposed, Chapter 4 gives the simulation results and analysis of the SGDIDS in multiple 

scenarios, and Chapter 5 provides conclusions and future work. 
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Literature Review 

2.1 Smart Grid 

The electric transmission and distribution system is on the verge of a transformation that 

will integrate the advanced communication network capabilities of the information 

technology sector with the traditional electricity delivery capabilities of the existing 

transmission and distribution grid, this technologically enhanced electric grid is named as the 

“smart grid” [1], [20]. This advance in the electric system promises improvements in how the 

power is transmitted and used, and the new relationships between the commissioners, 

companies, customers, and other electricity sector stakeholders should be constituted.  

The transformation from the current power grid to the smart grid requires new 

investment and commitment with high value returned. Expectations from the smart grid can 

be divided into six value areas. 

l More reliable: the new smart grid can provide enough and qualified power when the 

users need it on time.  

Chapter 2 
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l More secure: the smart grid withstands physical and cyber attacks and prevent the 

system from suffering massive blackouts or exorbitant recovery costs. It will be less 

vulnerable to natural disasters and can recover from the attacks quickly.  

l More economic: the more economic smart grid will be operated under the basic 

laws of supply and demands, and the fairer prices of power could be supplied. 

l More efficient: new strategies should be applied to provide the smart grid 

characteristics of cost control, minimal transmission and distribution losses, efficient 

power production, and optimal asset utilization, the consumers will also manage 

their energy usage.  

l More environmentally friendly: the smart grid will reduce environmental impacts 

through improvements in efficiency and applying more intermittent and renewable 

resources so that the pollution and greenhouse effect would be prevented. 

l Much safer: the smart grid will not be harmful to the public or the grid workers and 

will be sensitive to users who depend on it as the medical utilization.  

The smart grid can be considered as the transactive agents which enables financial, 

informational, and the electrical transactions among the consumers, energy suppliers, 

and the other authorized users. The smart grid has the following seven principal 

characteristics [21]. 

l Enable active participation by consumers: the smart grid will provide consumers 

information, control, and options so that they could be engaged in the new 

electricity markets. The willing consumers can modify their consumptions based on 

the balancing of their demands and resources which are supported by the grid 

operators, so that their electric equipments can reach higher level of requirements. 
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l Accommodate all generation and storage options: all types and sizes of electrical 

generation and storage systems will be integrated by simplified interconnection 

processes and interoperability standards to achieve a “plug-and-play” level of 

convenience. Large central power plants will utilize renewable resources to develop 

and deploy the distributed equipments such as the electric vehicles.  

l Develop new products, services, and markets: the smart grid will connect the 

consumers and the energy suppliers together. This will support the creation of new 

electricity markets from the home energy management system to the technologies 

that allow consumers and third parties to bid their energy resources into the 

electricity market. A consistent market operation across regions will be supplied by 

the smart grid. 

l Provide power quality for the digital economy: the smart grid will monitor, diagnose, 

and respond to the power quality deficiencies and prevent a dramatic reduction of 

business losses to the consumers resulted from insufficient power quality. 

l Asset utilization optimization and efficiency: the smart grid will improve the load 

factors, outage management performance, and lower the system losses. It has great 

additional space to build and repair the necessary equipment by the planners and 

engineers, and the management to the work force will be more effectively.  

l Self-healing ability: the smart grid will have the ability of anticipating and responding 

to the system disturbances. By applying the continuous self-assessments and 

detecting the attacks, the smart grid will take corrective actions, restore the grid 

components or network sections, and rapidly heal itself. The problems of civil 

alteration and management will also be settled by changeable network. 
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l Resilient operations for cyber and physical attacks: the smart grid will apply a system 

based solution to reduce cyber and physical vulnerabilities and recover rapidly from 

them. The resilience of the smart grid will store a database for intrusion prevention, 

and it will also be built more robustly to the natural disasters. 

The development of the smart grid is seen as four milestones, completion of these 

milestones requires development and integration of various technologies and applications.  

l Consumer Enablement (CE): the CE is the current development procedure of the 

smart grid, which empowers the consumers by supplying them necessary 

information of the smart grid for the new equipment and options effectively. It 

includes information of Advanced Metering Infrastructure (AMI), home area 

networks (HAN) with in-home displays, distributed energy resources (DER), 

demand response programs, and upgrades to utility information technology 

architecture and applications with all future technologies. 

l Advanced Distribution Operations (ADO): ADO will improve reliability of the 

communication and energy supply, and will enable the self-healing of the network. 

ADO includes equipments such as smart sensors and control devices, advanced 

outage management, distribution management and distribution automation systems, 

geographical information and other technologies which are used for 2-way power 

flow and micro-grid operation. 

l Advanced Transmission Operations (ATO): ATO combines the distribution system 

with Regional Transmission Organization operational and market applications, 

improves overall grid operations, and will reduce transmission congestion. ATO 

includes substation automation, integrated wide area measurement applications, 

power electronics, advanced system monitoring and protection schemes and 
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modeling, simulation, and visualization tools to increase situational awareness and 

supply the understanding of real time and operating risks in the future. 

l Advanced Asset Management (AAM): AAM will integrate the grid intelligence 

acquired after completing the above three milestones with new and existing asset 

management applications. This integration will enable reducing the operations and 

maintenance costs of the equipments and achieve better utilizing assets during 

operations. Also, AAM will significantly improve the performance of capacity 

planning, maintenance, engineering and facility design, customer service processes, 

and work and resource management [22]. 

2.2 Cyber Security Issues in Smart Grid 

The cyber security of the smart grid is quickly becoming an important issue due to the 

growing awareness of security issues in cyberspace. The potential vulnerabilities and attacks 

brought about by the inclusion of new technologies that will support the smart grid are 

discussed in [8], [17], [24], [25]. In [26] it is found that the confidentiality or integrity of the 

consumers’ data may be compromised due to the increase of the entry points and paths for 

adversaries, or the introduction of malicious software. Therefore, the tasks of the cyber 

security of the smart grid are described in [27] such as selecting the use cases with cyber 

security considerations and performance of a risk assessment. 

The current specific issues of cyber security in the smart grid applications focus mostly 

on topics such as [23]:   

l AMI Security  

l Privacy of customer data  

l Protocol for the mapping of different players in different domains  
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l Risk Management for SCADA systems  

l Cyber Security Risk Management Framework 

Several parts of the smart grid may suffer from cyber security vulnerabilities such as the 

Advanced Metering Infrastructure (AMI), unsecured wireless mesh network 

communications, and other attackable technologies.  

The AMI is composed of four parts (A smart meter, customer gateway, AMI 

communication network, and headend) and can generally be considered as a metering system 

providing two-way communications, automated meter data collection, outage management, 

dynamic rate structures, and demand response for load control [13]. It is viewed as a 

fundamental technology for the smart grid. Currently, there are a number of potential 

vulnerabilities that have been discovered in AMI networks. For instance, the device memory 

in the AMI network could be modified by inserting malicious software [28] or the disconnect 

command may be sent to the meters which would block the transmission of metering 

information [13]. AMI system security must protect the tasks of all AMI business functions 

without introducing the attacks as some method of control of the grid. This does not imply 

that AMI security architects are only responsible for ensuring this, but rather that 

responsibility must be assigned for a system perspective wherein potential AMI impacts on 

the larger grid are analyzed, anticipated, and defended against in some portion of the whole 

system of systems (SoS) architecture and implementation [29]. 

Wireless networks are also commonly used in the current smart grid because of their 

convenience and low cost. Some smart grid implementations use mesh networks with 

wireless devices to provide self-adapting, multi-path, or multi-hop communication between 

the nodes. Mesh networks provide redundant communication paths as well as multiple 

communication paths that can compensate for the failures brought on by the break-down of 
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communication nodes. For instance, Zigbee is a low-cost and low-power wireless mesh 

networking protocol which can be widely deployed and utilized in a more reliable 

environment. This makes it advantageous to use the technology in the smart grid even 

though it allows for easy attacks due to the commoditized and open nature of the wireless 

radios used. An example of this can be found in [30] where DoS attacks are associated with 

Zigbee implementations in the smart grid. Further examples of attacks that are used against 

wireless network technologies include damaging the integrity of configuration, routing, and 

communication traffic, illegitimate network operations, inconsistent traffic direction, 

alteration of data, unintentional dissemination of consumer data, unresponsive destination 

nodes, grid bandwidth over-usage and signal power over-consumption. For the wired 

networks, various researches on the security are also being developed, for instance, In [31], 

the security of the wide area measurement system (WAMS) that can be applied in the wide 

area communication networks of the smart grid is researched and the development of the 

WAMS technologies are expected to be become integrated into the real-time control system.  

Each two-way communication path which supports control and measurement in the 

smart grid also has the potential to become an entry point for both physical and cyber 

attacks that may be used by anyone with mal intent. Wireless networks can easily be probed 

or sniffed by attackers and are susceptible to Man-in-the-Middle (MIM) attacks. Although 

there are security mechanisms which could prevent unauthorized use of these 

communication paths, weaknesses still exist in these mechanisms. In [31], it found the cyber 

security vulnerabilities in the North American SynchroPhasor Initiative network (NASPInet) 

it proposed, such as intrusions caused by the insufficient fault tolerant design that avoids 

single points of failure; the non-authorized admission control connected to the Data Bus 
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(DB); the attacks to end-to-end integrity and confidentiality of the Phasor Measurement Unit 

(PMU) data; and the malicious logging and auditing to the files. 

What is more, in smart meters and SCADA systems, it is possible to log on to these 

nodes and reprogram the measuring and controlling commands [33]. For instance, in the 

smart meter systems, one crucial issue is the integrity of the meter reading to the utility. This 

requires the meter should not be reporting false values under any circumstance. However, 

this is not realistic because the human interaction always exists and the access control of the 

smart meter is operated by the consumers [13]. This could lead to significant errors in power 

measurements which could, in turn, lead to severe power outages. Also, without a fixed 

standard or proprietary security mechanism, the implementation of the smart grid may lead 

to poor interoperability and issues of security by obscurity. This means that if the security of 

the smart grid is designed based on the concept of hiding all of the known vulnerabilities and 

flaws, knowledgeable attackers may overcome network security and the grid with ease [34]. 

Although a series of regulations for critical infrastructure protection have been published, a 

mature standard is still in process.  

In the portion of the power system dealing with monitoring and control, a number of 

digital vulnerabilities have been discovered at the entrances to substations of the SCADA 

systems [35]. Multiple access points of the SCADA could be attacked. Examples of this 

include blocking or probing the communications between the modem and the Remote 

Terminal Unit (RTU). A DoS attack is simulated in [36] where clients communicate with the 

simulation of a power system that was implemented using PowerWorld. In [37], it simulated 

a shorted power line in a SCADA power grid containing trusted and untrusted sensor 

node/relays. In the SCADA networks, various industrial and proprietary protocols will be 

integrated for cooperating together, such as TCP/IP standards and Common Industrial 
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Protocol (CIP) family. These protocols will be applied in the control process; however, these 

combined protocols are lack of protection mechanisms, which may introduce new and 

serious vulnerabilities for the security of the SCADA system [38]. The work in [39] also 

discusses the possible cyber vulnerabilities and their detection regarding the SCADA system. 

2.3 Intrusion Detection System Background 

Intrusion detection is defined as “the problem of identifying individuals who are using a 

computer system without authorization (i.e., ‘crackers’) and those who have legitimate access 

to the system but are abusing their privileges (i.e., the ‘insider threat’)” [40]. The intrusion 

detection system is “A computer system (possibly a combination of software and hardware) 

that attempts to perform intrusion detection” [41], Intrusion detection systems can be 

classified as host-based and network-based. Host-based systems make their decisions by the 

information obtained from a single host which is usually audit trails, and the network-based 

systems obtain data by monitoring the traffic in the network to which the hosts are 

connected [40]. Intrusion detection systems can also be classified into centralized intrusion 

detection system (CIDS) and distributed intrusion detection system (DIDS) by the way how 

their components are distributed [42]. A CIDS is the IDS that the analysis of the data will be 

performed in some fixed locations without considering the number of hosts being 

monitored [43], while a DIDS is composed of several IDSs over large networks whose data 

analysis is performed in a number of locations proportional to the number of the hosts. 

Components in the DIDS can communicate with each other or with a central server that 

facilitates advanced network monitoring. In the distributed environment, DIDS are 

implemented by applying co-operative intelligent agents distributed across the networks [44]. 

Most intrusion detection systems try to complete the attack detections in real time, but some 
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intrusion detection systems may not operate in real time, which may be raised by the natural 

reaction speed [45] or by the influence of the past record in the system [46].  

The ideal characteristics of the intrusion detection systems are listed below [47]. 

l Work continually with minimal human supervision. However, since the IDS should 

be operated continuously by applying additional resources in the system, the 

detection and monitoring occur even when there are no intrusions, this may cause 

the resource usage problem and failure in addressing the normal operation. 

l Fault tolerant: the IDS should be robust and be able to recover from system crashes 

either caused by accidentally or malicious activity; after a crash, the IDS should be 

able to re-heal its previous state and resume its operation in the shortest time. 

l Subversion resistance: a significant difficulty should be set to prevent an attacker for 

disabling or modifying the system; the IDS should be able to monitor itself and find 

out whether its setting has been modified by an attacker. These three characteristics 

above may introduce the reliability problem to the IDS, since the IDS is 

implemented as separate programs, the programs of the IDS may be disabled or 

modified by the attackers, and the IDS will become useless.  

l Impose a minimal overhead on the systems to avoid interfering with their normal 

operation.  

l Be configurable to the security policies of the systems being monitored. 

l Ease of development: this can be achieved by integrating different architectures and 

operating systems, through simple installation mechanisms, and by easy application 

and understanding from the operator. 
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l Adaptable to alterations in system and user behavior over time: the changes caused 

by new applications being installed, users changing from one activity to another, or 

new resources in system use patterns should be able to tolerate by the IDS. 

l Ability of detecting attacks: considering the legitimate activity as an attack (false 

positives) should be avoided by IDS; flag any real attacks (false negatives) should 

also be prevented by the IDS, the IDS should report intrusions as soon as possible 

after they occur, and the IDS should be general enough for various types of attacks 

detection. However, since the information used by the IDS is obtained from the 

audit trails on a network, data needs longer path from the origin to the IDS with the 

danger of being destroyed by the attackers during the processing. Additionally, the 

IDS has the fidelity problem that the IDS may cause the misinterpretations when it 

is inferring the behavior and checking the data collected from the system [48], [49]. 

As one part of intrusion detection systems, the DIDS has specific advantages than the 

CIDS. For instance, the DIDS is highly scalable and can provide graceful degradation of 

service [47]. Therefore, during these years, more focuses are shifted to the construction of 

DIDS. Many distributed intrusion detection systems have been discussed in the literature, 

much of which is focused on applications in the area of the computer networks. For instance, 

in [50] a distributed community based intrusion detection system was proposed. This system 

was applied to detect security threats known as worms. The work in [51] proposes a dynamic, 

hierarchical, multi-agent-based DIDS that is designed to detect distributed attacks in 

communication networks. The work in [52] proposes a network-based DIDS that leverages 

an intrusion detection message exchange format to support digital signatures and increase 

the confidentiality of the entire communication system. An intrusion detection system which 



 
 

20 
 

uses autonomous modules was proposed to monitor the security of the networks in [53]. 

These models are successfully applied but limited to pure computer networks.  

2.4 Computational Intelligence Algorithms in the Intrusion 
Detection Systems 

As described in 2.3, the intrusion detection system is defined as a computer system for 

intrusion detection; it is therefore common for the IDS to imply the computational 

intelligence algorithms for the faster vulnerabilities detection. Some popular algorithms are 

applied in the IDSs as listed below: 

l Artificial Neural Network (ANN) 

ANN can be applied in supervised learning and unsupervised learning. One instance of 

supervised learning is Radial Basis Function (RBF)-based neural network is presented for the 

anomaly detection due to its simple architecture and quick learning ability in [54], it focuses 

on the parameters of the hidden layer and proposes a novel grid-based approach for data 

compression and clustering. In this algorithm, the Neural Network (NN) model is a 

traditional three-layer model and the two-stage learning process is employed in the training 

framework. The grid-based method divides the object space into numerical cells named 

hyper-rectangles or units unequally, which means the dimension of the dataset is divided into 

10 unequal length intervals by applying the S-function which can amplify or decrease the 

results of the inputs.  

The structure of the RBFNN is shown in Figure 2.1, in this structure, the inputs are 

attributes of the attack data; and it has a hidden layer and only one output node since this is 

anomaly detection.  
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Figure 2.1:  The Structure of RBFNN at the Detecting Stage 

The instance of the unsupervised learning of the ANN is self-organizing maps (SOM) 

are single-layer feed forward networks, their outputs can be compressed into a low 

dimensional grid and they are the most widely used NN for anomaly detection tasks [55]. 

Lots of researches have involved SOM into the multi-layer agent detection system such as 

[56], which proposed a two layer detection framework. In the first layer a SOM was used for 

clustering the payload and compressing the data, the second layer which took the 

compressed data as input, would classify the data more accurately. Reference [57] uses the 

similar architecture which also consists of two layers. The first layer comprises of feature 

specific SOMs which perform like the detectors for separating the six TCP features, and the 

second layer consists of an integrating SOM which is used for combining the information of 

the six input features. Between the two layers, clustering algorithms such as fuzzy K-means 

clustering algorithm could be applied to increase the detection rate and decrease the false 

positive [58].  

l Evolutionary Computation (EC) 

EC is a field of research that concludes the ideas of evolutionary biology for 

optimization techniques. It includes genetic algorithms (GA), genetic programming (GP), 
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evolution strategies, and lots of other algorithms [59]. EC is also widely applied in the IDS, 

which constitutes and trains the software agents for a better detection performance. 

In [60], GP is used for agents learning training, instead of saving a static intrusion types 

database in the system, the agents are required to learn the new intrusions and update their 

own knowledge-base.  

GP combines a set of operators (functions) and a set of primitives that obtain the value 

of metrics in to the agent code, the code is then interpreted by an evaluator for information 

audition supplied by System Abstraction Layer (SAL). It is not difficult to discover from the 

figure that forward feedback occurs between SAL and evaluator. The process of the 

evaluation of the agent is presented by Figure 2.2 [60]. 

 

Figure 2.2:  Agent Using GP [60] 

The GP uses fitness value for evaluating the bias of the real intrusion situation and the 

predicted intrusions, by embedding the multiple Automatically Defined Functions (ADF) in 

3 agents and monitoring the network timing of the source and destination, the suspicion 

reporter sends out a set of the suspicion value.  

l Swarm Intelligence (SI) 



 
 

23 
 

SI is an artificial intelligence technique which involves the study of collective behavior in 

decentralized systems. It computationally emulates the behavior of the insects such as ants, 

bees, and termites to simplify the problems in the distributed environment. SI is popular in 

the application for optimization. Two popular SI methods in computational areas are Ant 

Colony Optimization (ACO) and Particle Swarm Optimization (PSO) [59], [60]. 

In [61], a self-organized ant colony based intrusion detection system for intrusion 

detection in network architecture is presented. The positions are represented by a vector 

with the position r, and the orientationθ . The pheromone weighting function is expressed 

as in (1), which illustrates the transition rule between the points. The equation calculates the 

probabilities that the ant move to the point with the pheromoneσ . The parameters δ and 

β represent the sensory capacity of each ant. 

( ) (1 )
1

W βσσ
δσ

= +
+

                            (1) 

By combining different response thresholds for data updating, very high clustering rate 

has been achieved.  

2.5 Intrusion Detection in Smart Grid 

Since the smart grid network is a hybrid of the power system and a communication 

network, intrusions should be detected that concern either the physical power system or the 

communication network or both. The combination of these issues refers to the 

cyber-physical aspect of the smart grid. In [62], several secure smart grid models are 

proposed and approaches of critical infrastructure security for the smart grid are listed. In 

this thesis, cyber security of the cyber-physical power system is addressed, which considers 

the cyber components from both cyber and physical domains. For instance, phasor 
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measurement units and FACTS devices can be deemed as physical (hardware) components, 

but their cyber parts (e.g., embedded software) also can be intruded which will lead to 

various network traffic patterns. Our cyber security study also covers the cyber 

vulnerabilities from these physical devices which include both hardware and software 

components.  

In the security system of the smart grid, it is crucial to choose an efficient 

communication topology and a reasonable communication standard as well as a robust 

attack classification algorithm. In light of this, many works about network topologies, 

standards, and classification algorithms were reviewed. In [10] and [63] the wireless mesh 

network topology was discussed and compared with other topologies. It was considered that 

the mesh network could supply a reliable, robust, and cost-effective topology for 

communication. In [64] the construction and parameters of wireless mesh networks in 

different environments were discussed. In [65] and [66] threats regarding the security of the 

wireless networks were presented and some solutions, such as secure routing protocols, were 

proposed.  

The standards which are suitable for the wireless mesh topology are also studied. Zigbee 

is a low-cost and low-power network standard which can be widely deployed and utilized in 

the limited range of wireless mesh network environment [67]. The 802.11n Wi-Fi 

standard can enable a further range of communication with faster data transmission speeds 

than was previously cost prohibitive or impractical in wireless mesh networks [68]. WiMAX 

can also provide low costs and remote communication within the wireless mesh network 

[69]. 

One of the requirements of the SGDIDS method proposed is the ability to classify 

attacks efficiently and effectively through the use of a robust classification algorithm. In 
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order to accomplish this, a Support Vector Machine (SVM) is chosen as the classification 

algorithm because of its convenience of usage and high accuracy in classification [70]. Many 

experiments have also applied SVM algorithm on the KDD99 dataset [71] for data mining. 

In [72] an enhanced SVM model was created based on the important features of the training 

data. In [73] a radial basis function (RBF) was used as the kernel for the SVM algorithm in 

order to classify the KDD99 dataset. The work in [74] and [75] presents a methodology for 

applying SVM to the multiple classification of a large, scaled dataset.  A popular SVM tool 

named LIBSVM [76] is applied for the classification of the intrusion data in this work as it 

provides good computational performance regarding attack detection. 

In order to make a comparison with SVM algorithm, we also apply the artificial immune 

systems (AIS) as another classification algorithm. AIS are computational algorithms that 

emulate the mechanisms of human immune systems [55]. They involve learning, memory, 

and optimizing capabilities for conforming supervised and non-supervised computational 

algorithms. The primary advantages of AIS are that only positive examples are needed in the 

algorithms, and the patterns AIS has been trained with or learned can be explicitly examined. 

There are mainly four fields of algorithms which are derived from AIS: negative selection 

algorithms, immune network algorithms, danger theory, and clonal selection algorithms. In 

this application, the clonal selection algorithm is considered because of its flexibility. Its 

theory is used for emulating the basic process of an adaptive immune response to the 

antigenic stimulus. Only those cells that can recognize the antigens are allowed to clone and 

proliferate.  

The clonal selection theory was first proposed by Burnet in [77] and numerical research 

has been completed by other scholars. For instance, De Castro proposed the Clonal 

Selection Algorithm (CSA) in [78], transformed it into the CLONALG algorithm in [79], the 
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Clonal Selection Classification Algorithm (CSCA) was reported in [80], and in [81] a dynamic 

clonal selection algorithm with the property of self-adaptation was proposed. In [82] 

Watkins proposed the Artificial Immune Recognition System (AIRS) algorithm which 

competes with CLONALG in terms of efficiency. The improvement of parallelization was 

described in [83]. 
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System Design 

The method that we propose for integrating greater cyber-security into the smart grid 

communication scheme consists of three essential pieces: A three layer network 

infrastructure with multiple distributed modules, the use of SVM/AIS for attack 

classification, and an optimal communication scenario among distributed modules. 

3.1 Network Architecture 

When considering the large communication network that will exist in the smart grid, we 

propose a three-layer network composed of home area networks (HAN), neighborhood area 

networks (NAN), and wide area networks (WAN) that may be assumed as a reasonable 

infrastructure design.  

The first layer of the network is the home area network (HAN) which consists of the 

service module (SM), the metering module (MM), and the HAN intrusion detection system 

(IDS) module. The SM will provide real-time energy cost and consumption data to the 

consumers while the MM (which includes the smart meters) will record the consumption of 

the energy in a consumer’s home. The HAN IDS will, as expected, track and scrutinize both 

Chapter 3 
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incoming and outgoing communications in order to determine if any lapses in security are 

occurring. 

The second layer is the neighborhood area network (NAN). The NAN is a large 

metering and controlling network which collects metering and service information from the 

multiple HANs that are geographically near each other. The NAN will consist of three 

components: The central access controller (CAC), the smart meter data collector (SMDC), 

and the NAN IDS. The CAC can be considered as the interface that manages the 

communication between HANs and the energy supplier or utility. The SMDC will be a 

wireless node that is in charge of the metering record of the whole community as composed 

by the neighboring HANs. All data that is flowing either in or out of the NAN will be 

passed through the NAN IDS in order to detect any possible security threats. 

The final layer is the WAN. It provides broadband wired and wireless communication 

between the NAN, substations, other distributed grid devices, and the utility. This layer will 

consist of the energy distribution system (EDS), the SCADA controller, and the WAN IDS. 

The EDS will remain in charge of the energy and metering data distribution. The SCADA 

controller provides the utility or grid operator with distributed process control in order to 

manage the distribution grid elements. Since the large-scale control and metering data are 

crucial to the energy and service corporations (E&SC), a WAN IDS is required between the 

SCADA controller and the supplier in order to maintain security. A graphical depiction of all 

three levels of the proposed network can be seen in Figure 3.1.  

Because of the recent implementation of standards-based wireless communication 

protocols such as IEEE 802.15.4 Zigbee, the widespread use of 802.11 protocols, the use of 

802.16 WiMAX, and the need for distributed sensing technology, it can be assumed that 

large parts of each network layer will exist in the form of a wireless mesh network [10]. 
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Figure 3.1:  Three Layer Network Architecture. 

 The communication network topology chosen for the SGDIDS architecture is the 

wireless mesh network (WMN). The mesh network topology is adopted and is beneficial due 

to its redundant communication paths which compensate for natural failure as well as its 

scalable, dynamic and self-healing capacities [10]. Mesh networks also provide multiple, 

redundant communication paths that can compensate for the failures brought on by the 

break-down of communication between nodes due to failures, congestion, and other 

maladies. It is known that the majority of utilities have applied the wireless mesh system for 

smart grid components. The earth2tech’s Katie Fehrenbacher estimated that 96% of the 

market is owned by wireless mesh networks when smart grid network installations are 

considered [42]. 

Since thousands of network standards are able to support the smart grid protocols and 

networks, requirements should be set for selecting the optimal network standards for the 

communication network of the smart grid, though these requirements will differ across the 

different layers. In the lower HAN and NAN layers the requirements include high network 
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capacity and data transmission rate. In the third layer, stability and reliability of the 

communication network is the main requirement. 

In the HAN, the network standard chosen is 802.15.4 Zigbee. This protocol provides 

radio communication specifically suitable for personal and home area networks [30]. It has 

three available bands: 868-868.6 MHz with 1 channel for European utilities, 902-928 MHz 

with 10 channels for North American utilities, and 2.4 GHz with 16 non-overlapping 

channels for worldwide utilities. The 2.4 GHz band is chosen since it supports the data rate 

of 250 kbps as over-the-air data transmission which is higher than the data rates of other two 

bands. This band also has 16 channels. The maximum wireless capacity is calculated in (2) 

where maxC  represents the maximum wireless capacity, r  represents the data rate, and CN  

means the non-overlapping channels. Thus, the maximum capacity of one data link under 

the 802.15.4 Zigbee standard is 4Mbps. 

 max CC r N= ×                               (2) 

In the NAN, 802.11n is chosen as the communication standard. Compared with other 

Wi-Fi standards, 802.11n increases the over-the-air data rates to a maximum of 300 Mbps on 

the 2.4 GHz band. This band is also shared with 802.15.4 Zigbee in the PHY layer [85]. The 

number of possible un-overlapping channels achieved is 23. The communication range is the 

largest when compared with the other 802.11 standards as the total range can be up to 250 m 

outdoors. By using (2), the maximum wireless capacity of links under the 802.11n standard is 

6,900Mbps. 

In the WAN, since the elements are mostly fixed and physically distant from each other, 

both wireless and wired networks will be applied to assist the availability and reliability 

between the communications of the smart grid elements. In our network, the large amount 

of data that is transmitted is sent via wired communication techniques such as power line 
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communication (PLC), while the control information is transmitted by a wireless network. 

The wireless standard chosen is the WiMAX 802.16-2009. This protocol is currently utilized 

with a 70Mbps data rate under the spectrally efficient orthogonal frequency division 

multiplexing (OFDM) mechanism. The most crucial reason for choosing WiMAX is that it 

can provide communication at a distance as large as 2 miles [69]. By applying the WMN 

topology and maintaining high data rate standards, the SGDIDS can provide a robust 

communication environment that is also congestion aware. For instance, when one access 

point of a smart meter is broken or flooded with traffic, the user can still read their metering 

information by accessing data from the other communication nodes or components. Also, 

by applying the broadband and high capacity wireless standards, SGDIDS is able to satisfy 

the requirement of transmitting a large amount of data. 

Though the use of wireless communication technologies is a necessary aspect of the 

smart grid, these technologies introduce new vulnerabilities and security issues into the smart 

grid. Because of this, it is crucial to construct a cyber security strategy to protect the 

confidentiality, integrity, and availability of the data transmission in the smart grid. The 

inclusion of IDS technology provides a process of identifying the network activity that may 

lead to a compromise of security policy. It also monitors activities from access points while 

recording and preventing the suspicious activities which are marked as intrusions [72], [86]. 

3.2 Distributed IDS Modules 

The HAN IDS is designed by combining multiple intelligent modules as shown in Figure 

3.2. The Information Acquisition Module (IAM) collects the data packets of the energy 

consumption information and saves them in a matrix. The Data Segmentation Module 

(DSM) partitions the received data into proper-size segmentation files which are suitable for 
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the detection algorithm with the Preprocessing Modules (PM). The Analyzing Modules (AM) 

are used to detect suspicious intrusions. An AM is composed of three parts as shown in 

Figure 3.3. The intrusion data acquisition component saves the processed data from the PM 

and the intrusions are classified by using the trained SVM algorithm or the AIS algorithm. 

Finally the intrusion types, attack time, and the addresses are recorded and printed out by the 

output module. The whole detection process is, in the HAN, controlled by the Controlling 

module (CM). 

 

 

Figure 3.2:  Home Area Network Intrusion Detection System. 

 

 

Figure 3.3:  Analyzing Module Architecture 

The IDSs that are designed for NAN IDS and WAN IDS are shown in Figs. 4 and 5. 

Each one is a combination of the best HAN IDS and other classifier models focusing on a 

better classification of the specific malicious attacks through the processing of massive 

amounts of data. For the attacks which are difficult to be classified in the current layer, the 

evaluation results will be checked in order to determine whether the data should be sent to 
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the higher layer for further evaluation. Also, in WAN IDS, a central controller is needed for 

controlling the NAN IDS in the sub-layer. 

 

Figure 3.4:  Neighborhood Area Network Intrusion Detection System 

 

 

Figure 3.5:  Wide Area Network Intrusion Detection System 

3.3 Wireless Mesh Network Model and the Optimal Routing 
Algorithm 

Here we use a directed graph, ( , )G V E= , to illustrate the multi-hop multi-channel 

network [87]. Each node  V  can be considered as a smart grid component for measuring 

electricity consumption and managing communications with other nodes or higher layer 

components. Each edge, E , represents the wireless links between the nodes. In this graph 

interference amidst communications is not considered for simplicity. Only 

( )C e C∈ channels can be activated on any link e of the network where each channel is 

orthogonal to another. The data sent on each channel is transmitted by one and only one 

radio, i . Each channel of the data link has a capacity of ( )ic e . This is a constant showing 

the maximum data flow on that channel. The information flow currently transmitting on 

channel i  of link e is denoted as ( )if e .  
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In order to make sure the data flow can be transmitted in the channels smoothly, the 

constraints for the link or channel and all flows should be set appropriately. Suppose the 

scheduling variable ( )t
ix e exists as ( ) 1t

ix e =  when data is transmitting on link channel i of 

link e  during time slot t . Thus, the maximum number of the active channels is 

( )C e during time slot t  is: 

( ) ( )t
i

i C

x e C e
∈

≤∑      e E∈                        (3) 

Also, we have λ  sets of link and channel constraining pairs ( 1 2, ,...,S S Sλ ) between 

each pair of nodes which are allowed to communicate to each other directly. In each pair, 

jS means the constraining set belongs to channel i  of link e . Each pair has a RHS 

constant, ( )jSβ , according to the following constraint: 

( , )

1 ( )
1

( ) ( )
j

i

e i Sj i

f e
S c eβ ∈

≤∑ ,   }{1,2,...,j λ∈                   (4) 

The nodes communication's with each other consist of M source destination pairs 

(shorted as commodity pairs) denoted as ( ( ), ( ))s m d m . In each pair the flow allowed on 

channel i  is set to be ( )m
ip e  and the total flow, ( )r m , transmitted between the pair can be 

calculated as
( )

( ) ( )m
i

e s m i C

p e r m
= ∈

=∑ ∑  according to the constraint 

( )
1

1
( )

j

m
i

m M

Sj i

p e

S c eβ
∈ ≤
∑

∑� �                            (5) 
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The primal-dual algorithm is applied to find the optimal path for communication flows. 

Set SF as the maximum scaling factor where its value denotes the total slack capacity 

needed in the network. Because of the constraints above, it is required that SF should not 

be smaller than 1. The primal dual algorithm is described as Figure 3.6: 
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Figure 3.6:  Primal Dual Algorithm [88]. 
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In this algorithm ( )w j  is the weight of the constraining pair of link i  channel e  and 

( )jα  is the weight of each set jS  whose value is calculated by the distance between two 

nodes. When searching for the optimal route, all the routes starting from the source node 

and ending with the destination node will be counted and the accumulation of the 

constraining pairs’ weights will be calculated. Then the route which has the lowest value of 

weight accumulations will be labeled as the shortest path. The desired data flow, ( )r m , is 

distributed to the corresponding node, and this source destination pair, which is also called a 

commodity pair, can find the optimal route with the shortest distances and link weights. By 

using this algorithm, the problem of finding the optimal path and the flow distribution is 

settled. Through the application of the primal-dual algorithm to find the shortest path of 

communication, a communication network could be provided to satisfy the requirement of 

efficient power consumption in the smart grid. 

3.4 SVM for Attack Classification 

Machine learning via SVM has previously been found to exhibit improved performance 

and is a powerful tool for the classification of data [89]. SVM is a type of machine learning 

technique that attempts to successfully classify sets of data by leveraging two basic 

principles: Large-margin separation and kernel functions. Large-margin separation refers to 

the idea that when classifying data it is sensible to draw a line of separation in such a manner 

that the distance between that line and the closest data point on either side of that line is 

maximized. Kernel functions are algorithms or functions that calculate the similarity between 

two points and must be used if non-linear classification boundaries are required. Generally 

speaking, as the dimension of classification increases hyper planes are used to separate the 
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data instead of lines. This is completed by mapping the data to a different space (also using a 

kernel function) where a hyper plane is able to classify the data.  

In order to achieve a classification based on these ideas, a convex, quadratic program 

must be solved that is, in the case of data that is non-separable, of the form:  

 min ∑
=

+
l

i
iCw

1

2

2
1

ξ
 

(6) 

 such that ii
T

i bxwy ξφ −≥+ 1))((  (7) 

 0≥iξ  (8) 

where w  is the weight vector, C is a value that and controls the variance between 

margin maximization and error minimization, iξ is a set of slack variables that measure 

constraint violation, iy denotes that there is a unique constraint for each necessary 

classificationi , b is the bias, ix is a training vector, and )( ixφ is the kernel function that 

maps the training or testing vector to a different space [88], [90]. The formulation is the 

equivalent of maximizing the margin while also minimizing error. 

Often it is also necessary to classify data into three or more categories. Two methods are 

typically used to perform this classification: the one-against-many and the one-against-one 

approach. The former approach is simpler and examines one category at a time while 

merging the remaining categories into a single category. This allows for simple, binary 

classification. The latter approach is more computationally intensive though more accurate 
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as it creates 2/)1( −kk  models in order to classify all data where k is the number of 

classifications required.  

3.5 Clonal Selection Classification Algorithm for Attack 
Detection 

The clonal selection principle describes the process of the reaction between the immune 

system and antigens. During the reaction, lymphocyte cells are created so that the unknown 

antigen is better recognized. The cells start their proliferation through cell cloning and 

differentiation that is based on mutation. The activation of the B-cell evaluates its binding to 

the antigen. The number of clones produced by the activated B-cell depends directly on its 

level of activation. The higher level the activation has, the more clones will be produced. 

This fact leads to faster immune adaptation since B-cells with low affinity are differentiated 

through high mutation rates. This may also increase the affinities of the following 

generations. The B-cells with poor affinities after the differentiation process are effectively 

eliminated. The elimination of less qualified B-cells and the affinity-proportionate cloning of 

B-cells emulate the natural selection process, meaning that only the cells with highest 

adaptation to the environment are selected and regenerated [91].  

In the area of AIS there has been evidence that the nature of the immune system can be 

realized and applied in network intrusion detections [92]. In this chapter we apply two clonal 

selection algorithms, CLONALG and AIRS2Parallel, for the generation of classifier models. 

3.5.1 CLONALG Algorithm 

The CLONALG algorithm is successfully applied in many complex problems with a low 

complexity structure. When being applied in classification problems it provides promising 



 
 

39 
 

accuracy. CLONALG was proposed by De Castro, named as the clonal selection algorithm 

(CSA), and later renamed as CLONALG. This algorithm takes a population of antibodies 

and then creates a population which is more sensitive to the antigens by exposing the 

antibodies to the antigens for several generations. As described in [78] and [80], the basic 

CLONALG algorithm achieves this by repeating the maintenance, selection, cloning, and 

mutation of the antibodies until they reach a threshold of sensitivity to the antigens. 

Compared with the AIRS algorithm, CLONALG has a lower complexity and a smaller 

number of parameters that influence the classification accuracy. 

The main algorithm for a single generation of CLONALG is described as follows: 

1. Randomly generate an initial population of antibodies (Ap), which is composed of two 

subsets: A pool of the memory cells (Mp) and the reservoir pool (Rp). Also create a set of 

antigenic patterns, A; and 

2. Select one antigen Ai from A, measure the affinity between Ai and every member of 

Ap, and pick n antibodies which have the highest affinities;  

Affinity is the value of the similarity between two sets of data. A simple approach to 

measuring affinity is the Hamming distance between two sets of strings with equal length. 

The Hamming distance is calculated by using (9): 
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where D is the Hamming distance, Api is the antibody, Ai is the antigen, and m is the 

length of the data string.                             

3. Regenerate the clones of the n antibodies with the highest affinities and place them in 

a new population C. The number of clones is decided by the values of the affinities; 

4. Mutate the clone population C at a rate inversely proportional to their affinity to 

produce a mature population C`; 

5. Re-evaluate the affinity to each member of the population C` and select the antigen 

with the highest affinity as the candidate memory cell of the memory cell set Mp. The 

member of the memory cells is updated when the affinity of Ci is greater than the current Mpi; 

and 

6. Replace the antibodies with low affinities in Rp with those of high affinity. Repeat two 

to six until all the antigens are involved and present it to the antibodies. This completes one 

generation of CLONALG is completed. Figure 3.7 provides a complementing diagrammatic 

representation of the workflow of the CLONALG algorithm.  

After G generations of immune training, a matured memory pool is created as the result 

of the CLONALG algorithm. The elements in the memory pool can be applied to different 

problems such as pattern recognition, optimization, and the Travelling Salesman Problem 

(TSP). 
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Figure 3.7:  Diagram of the CLONALG algorithm [80] 

3.5.2 AIRS2Parallel Algorithm 

The artificial immune recognition system (AIRS) algorithm is one of the 

immune-inspired supervised learning algorithms which include clonal selection, affinity 

maturation, and affinity recognition balls (ARBs) [83]. In the experiments of [93] it has been 

concluded that AIRS has the highest value of classification accuracy. The AIRS algorithm is 

a cluster-based approach especially for data classification that optimizes the location of 

cluster centers. This is different from CLONALG which is an unsupervised learning 
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algorithm. But similar to CLONALG, AIRS also focuses on the development of the 

memory cells over multiple generations. There are five steps in the AIRS algorithm: 

Initialization, antigen training and competition, memory cell selection, and classification of 

the dataset. The second to fourth steps are repeated iteratively.  

First, the dataset is normalized and the affinity threshold variable is calculated. Then two 

different populations, the artificial recognition ball (ARBs) pool and the memory cell pool 

are created. In the antigen training step, each antigen is required to be exposed to the 

memory pool. The best memory cell for the memory pool is selected when the stimulation 

value is maximized during the stimulation process. This cell is then applied for the affinity 

maturation process where it is cloned and mutated based on its value of the affinity. The 

clones are then added to the ARB pool. The competition then starts and ARBs which have 

low resources are discarded from the pool until the stopping criterion is satisfied. The ARB 

which has the highest stimulation value is selected as the candidate memory cell and is added 

into the memory cell pool. These steps are repeated until all the antigens are tested and then 

the classification will take place by performing the k  nearest neighbor search in the memory 

pool [94]. Figure 3.8 illustrated the life circle of the AIRS algorithm. 

 

Figure 3.8:  The life cyber of the AIRS algorithm [95] 
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The AIRS2Parallel algorithm may also increase computational efficiency [96]. The 

difference between this algorithm and the AIRS algorithm is that the dataset used in 

AIRS2Parallel are departed for the parallel calculation and the combination of the memory 

cells into a single pool for classification. By using this approach, both computation speed 

and the accuracy of the classification are increased. 

3.6 Dataset and Preprocessing 

In the proposed models, the SVM and AIS algorithms will be used as the two methods 

of attack classification. Each IDS at the HAN, NAN, and WAN level will incorporate these 

methodologies in order to detect attacks and stave off intrusions. In order to accomplish this, 

we have incorporated SVM using LIBSVM and CLONALG/Airs2Parallel using the Weka 

plug-in [97]. These tools are use with an improved and simplified version of the KDD Cup 

1999 Data set (KDD99) [71] called the NSL-KDD dataset [98].  

The NSL-KDD dataset is a short form of KDD99 which was gathered at MIT Lincoln 

Labs. KDD99 is the most widely utilized dataset for the evaluation of the anomaly detection 

as it is an extremely large data set that has a huge number of redundant records of network 

traffic. However, because of the redundant and repeating records of DoS attacks and the 

biased distribution of the four types of the attacks, the accurate classification of the U2R and 

R2L becomes difficult. To address this problem, we use NSL-KDD as the dataset for 

training and testing. The NSL-KDD dataset discarded the redundant and duplicated records 

so that the training time is significantly reduced. In total, the training data consists of 

125,937 samples consisting of 41 features and 22 separate types of attacks and the testing 

data composes of 22,544 samples of records. The attacks can be divided into four separate 

categories including Denial of Service (DoS), User to Root (U2R), Remote to Local (R2L), 
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and Probing/Scanning.  This dataset can be considered as an abbreviated form of possible 

attack scenarios that are applicable when considering the smart grid’s communication 

network. 

Smart grid can be considered as a combination of the computer network and the power 

system with some new characteristics. Thus, some communication scenarios in the current 

computer network can be applicable to the smart grid. For instance, some attacks occurring 

in the computer network can find their counterparts in the smart grid such as the block of 

the communication traffic and the theft of the data. Although the KDD 99 dataset used in 

the SGDIDS is based on the communication scenarios in computer networks, the features 

of the record samples such as the service duration time can also be applied to the smart grid 

communication network scenario. Besides the network traffic patterns, other features of the 

power system itself (i.e., the current-carrying part) such as the voltage or current values, 

power flow values, and phasor measurements can be incorporated to enhance the dataset. 

Based on the variations of power system characteristics under different cyber attacks, the 

dataset used for classifier training and testing can be developed. 

Concerning SVM, our model uses a Gaussian Radial Basis function for the kernel [85]. 

The models are trained using a partition of the NSL-KDD dataset. Because of the 

hierarchical three-layer structure of the SGDIDS, the distribution of training data differs 

layer by layer. As IDSs in the HAN layer have a limited chance of suffering from most types 

of attacks, we use training data that has a higher concentration of Normal and DoS, Probing 

attacks. The NAN IDSs data differs as its focus is on less common attacks like the R2L 

attacks. The WAN IDS will focus more heavily on U2R attacks. Because of these differences, 

training data that have different concentrations of attack types are used at each level.  
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The training and testing data used is prepared for classification by using the pre-scaling 

approach to create a format suitable for use with the SVM methodology and the LIBSVM 

library [13], [99], [100]. In large scale data mining it is very important to make the dataset 

sparse. In order to accomplish this, all non-numeric data (protocol types, service types, and 

flag types) are mapped to numeric numerals. As an example, in this study the feature called 

‘attack type’ is changed from the values DoS, R2L, U2R, and Probing to the values 1, 2, 3, 

and 4 respectively. After this step, all numeric data types are scaled to a range between 0 and 

1. This is done by dividing each specific value (V) by the difference of the maximum (Fmax) 

and minimum (Fmin) value for that feature according to (10). All of these values are then 

stored in a file in the format specific to LIBSVM. 

minmax FF
V
−  

(10) 

In CLONALG and AIRS2Parallel, training and testing data sets used are preprocessed 

for classification by using the NormalizeMidpointZero filter in Weka for pre-scaling. This 

increases the accuracy of the classification. After this step, all numeric data types are scaled 

to a range between -1 and 1. All of these values are then stored in a file and trained by using 

the Weka GUI platform. 

All simulations are run using Matlab on a computer with Ubuntu 10.04, two Intel Xeon 5504 

quad core processors, and 16 GB of RAM.
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Simulations Results and Analysis 

4.1 Distribution of Possible Attacks in Different Layers of 
SGDIDS 

In the smart grid network, the threats launched are different from those found in a 

typical computer network. In [100], forms and approaches of the attacks in the smart grid 

scenario are surveyed and discussed. It is found that the specialized layout, design, and 

communications of the smart grid network expose it to more possible vulnerabilities than a 

typical computer network.  As an example, the AMI may suffer from cyber vulnerabilities 

related to routing, configuration, name resolution, or authentication protocols while also 

suffering from physical (hardware) vulnerabilities and encrypted key access.  

When compared to the attacks in computer networks, attacks in the smart grid 

environment should also consider the motivations of its attackers.  These motivations can 

be categorized into five areas: Curiosity for information, motivated attacks, unethical power 

theft, power consuming information theft, and financial motivations for economic benefits 

[57].    

Chapter 4 
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While these motivations are important, our model considers all attacks and motivations 

to be encapsulated in the NSL-KDD dataset. These attacks are also illustrated in Fig. 3.1. 

Based on literature regarding the cyber security of the smart grid, it can be assumed that 

diverse attacks occur in different layers of the SGDIDS. 

In HANs, wireless probing of consumers metering data and the stopping of data 

transmission between meters may occur. These types of attacks belong to the categories of 

Probing and DoS attacks respectively. In NAN, Probing attacks may occur in order to steal 

the control information of the CAC or to disable the connection between the metering 

modules and the CAC can be constructed by the DoS attacks, what’s more, the data security 

parameters or controlling information could be reset or altered by the U2R attacks. In WAN, 

besides the DoS attack as disruption of the metering data transmission to the EDS or E&S 

C, and the Probing attack as large scale disclosure of customer’s metering data, the 

components in WAN may also suffer from the U2R and R2L attacks such as the alteration 

of metering and controlling data in the EDS and E&S C, or broadcasting of control 

commands from the SCADA [8], [57]. In a word, the types of attacks increase in the higher 

layers of the architecture. 

The IDS that is placed into the communication network will detect the existence of and 

classify the types of these intrusions. 

4.2 Grid Topology and Communication Routing Optimization 

The wireless mesh communication scenario that uses SGDIDS is simulated using 

MATLAB as it is a powerful tool for simulating a complex communication system. Figure 

4.1 shows the simulation of the hierarchical, three layer smart grid communication network 

proposed in Figure 3.1. As can be seen, the network is composed of components by nodes 
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with nodes 1 to 20 in the HAN, nodes 21 to 23 in NAN, and node 24 in the WAN. In order 

to ensure the security of each component, every node has an IDS belonging to its 

corresponding network, It means the HAN IDSs are embedded into nodes 1 to 20 in the 

HAN, and the NAN IDS and WAN IDS are combined in the nodes 21 to 23 and 24 

respectively in NAN and WAN. 

In Figure 4.1, a mesh network with 20 HAN nodes which are scattered randomly in a 

500 500×  square is generated. These nodes representing the SM or MM compose several 

HANs. According to the rules of the communications among the nodes in a wireless mesh 

network, a node can directly communicate with another node by the link between them as 

long as it is located less than a specified distance away. Here the direct communication 

distance as set to about 100m since the longest communication distance of Zigbee is 150m. 

Remote node pairs that need to communicate with each other will use the multiple-hop 

approach by sending their communications through other nodes. The medium sized nodes 

(21 to 23) represent the CAC or SMDC components in each NAN. These components can 

directly communicate with the nearest nodes in HAN by using the 802.11n standard. 

Remote nodes in HAN that need to communicate with other nodes in the NAN can send 

the information through other HAN nodes. Since one NAN node may route the metering 

and detection information from multiple HAN nodes, the capacity of the each node and link 

in the NAN is set higher.  

Adding the largest node (24) into the WAN completes the entire 1000 500×  network. 

The WAN node can be considered as an EDS, a SCADA Controller, or the E&SC. As the 

communication between the WAN node and NAN node is completed across a larger 

distance, the majority of power for communication is consumed at the intermediate nodes. 

As such, it is necessary to make sure that there is enough power available at these 
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intermediate nodes. The wireless communication standard between a NAN node and the 

WAN node uses the WiMAX protocol. The link between a WAN and NAN has only one 

wireless channel in this study. The wired communication standards are applied for metering 

data transmission because of the larger distance and the great amount of data. 
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Figure 4.1:  Smart Grid Distributed Intrusion Detection System Topology 

The source and destination node pairs are randomly picked from HAN, NAN and WAN 

nodes. The source nodes are tasked to send out packets to the destination nodes directly or 

by using multiple hops. In this simulation, five commodity pairs are set with each pair 

labeled using one color. The corresponding route is also labeled with the same color that is 

used by the commodity pair. If the node is both used as the source and the destination, its 

color would be overlapped. The shortest routing for the commodity pair is found by using 

the primal dual algorithm described in Section 3.3. In order to more realistically simulate the 

data transmission, the number of channels and the data rate is randomly set on each link 

under the rule of the network constraints. This means that in the HAN a maximum 16 
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channels can be opened simultaneously on one link. In the NAN the highest number of 

channels is 23. Figure 4.2 illustrates the communication routing between the commodity 

pairs and the optimal routings are recorded in Table 4.1.  
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Figure 4.2:  Optimal Communication Routing Selection in the SGDIDS 

In Table 4.1, it can be seen that the route chosen by commodity pair (16, 18) uses nodes 

15 and 19 as hopping nodes. Although the distance between node 15 and 18 is shorter than 

the distance from 15 to 19 and 19 to 18, the link between 15 and 18 has a higher weight 

value since fewer channels are open on this link. This is an example of how using only the 

shortest path may bring about communication congestion. Thus, by applying the Primal 

Dual algorithm, optimal routing of the communication could be achieved.  
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Table 4.1: The Routing Table of the Communication among Nodes. 

Source node Intermediate nodes Destination node 
3     10 
7   11 15 23 
11     15 
16   15 19 18 
20 15 11 10 5 1 

4.3 Intrusion Detection with the SGDIDS 

The detection result is presented in Figure 4.3. When the packets arrive at the destination 

node, the destination node will use its IDS to extract the 41 features of the KDD99 from the 

communication. Some features that are examined include the duration of the node’s 

connection and the protocol type of the connection. The DIDS will then use its 

classification mechanism (SVM or AIS) to detect whether this set of features represents 

normal communications or an attack.  

The classifiers are trained by using a specific portion of the NSL-KDD dataset in 

LIBSVM and the Weka plug-in for AIS algorithms. As these algorithms are nonlinear 

algorithms, the accuracy of the testing doesn’t depend on the size of the training dataset. 

Rather, it depends on the proportions of the normal and the malicious records.  

Our SVM model uses a Gaussian Radial Basis function for the kernel [74], a value of 

152   for C, a value of 32   forξ , and a value of 0.1 for ε  as the parameters. The choice 

of the cache size (a parameter particular to LIBSVM) is 1,600 MB because of the large scale 

of the training dataset. 

Regarding the two AIS, the classification performance of the AIRS model is influenced 

by eight parameters and the performance of the CLONALG is influenced by six parameters 

[101]. The optimized values of the parameters which lead the algorithm to the best 
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classification results are listed in Table 4.2. The choice of the cache size for operation of 

Weka is 2,500 MB in order to prevent the out of memory errors. 

 

Table 4.2: The Influencing Parameters and the Optimized Values 
 

CLONALG AIRS2Parallel 
Parameters Values Parameters Values 

CF (Clonal Factor) 0.9 ATS (Affinity Threshold 
Scalar) 

0.4 

APS (Antibody Pool Size) 50 CR (Clonal Rate) 10 
SPS (Selection Pool Size) 20 HR (Hyper-mutation Rate) 2 
TR (Total Replacements) 2 kNN (Number of Nearest 

Neighbors) 
3 

NG (Number of 
Generations) 

10 IMPS (Initial Memory Cell 
Pool Size) 

50 

RPR (Remainder Pool Ratio) 0.1 NIAT (Number of Instances 
for Affinity Threshold) 

-1 

  ST (Stimulation Threshold) 0.5 
  TR (Total Resources) 150 

 

We distribute twenty HAN IDS modules, three NAN IDS modules, and one WAN IDS 

module into the network nodes using both SVM and AIS algorithms. From the possible 

attacks analyzed in Section 4.1, the HAN IDS modules includes models for Normal 

communications, DoS attacks, and Probing attacks since these two types of attacks are more 

likely to occur. The NAN IDS modules include the best testing model of these HAN IDSs 

and the model trained for classifying the U2R attacks. For the module in the node of WAN 

IDS, besides the best HAN IDS model and the best NAN IDS model, it has the third model 

which is used for classifying the R2L attacks.  
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Figure 4.3:  Intrusion Detection Routing in Home, Neighborhood, and Wide Area 

Network. 

As the process of simulating packet transmission and gathering data (such as packet type, 

connection duration, etc.) is complex, we have simplified it by including features of KDD99 

dataset as a payload. It is this payload data that is classified as either normal or malicious.  

    If a source node has a communication with a destination node and the IDS in the 

destination node cannot clearly detect what kind of communication those features belong to, 

the features are then packaged and sent to a higher layer IDS for classification. Because of 

the limited possibility of types of attack samples, the IDSs in the lower layer can only detect 

limited types of intrusions as was stated in section 4.1.  

In any case, if the HAN IDS is unable to classify network traffic, then the data will be 

packaged and transmitted to a NAN IDS. If the NAN IDS is unable to classify traffic, it will 

first attempt to contact the closest NAN IDS for classification. The HAN IDS does not 

have this mechanism because of its smaller communication capacity and the limited 
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detection ability. If the NAN IDS fails at classifying the data, it will then be sent on to the 

WAN IDS as it has the highest classification accuracy and ability. In Figure 4.3 the search 

pattern for traffic classification is detailed. For example, the red line between nodes 18 and 

19 represents the detection IDS as it is switched from HAN IDS to NAN IDS. The 

detection procedure is illustrated in Figure 4.4. 
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Figure 4.4:  Detection Procedure in the SGDIDS  

The intrusion detection routing table is illustrated in Table 4.3. The first column shows 

the destination nodes in part 4.3 that use the local IDS to make the detection and the last 
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column represents the final IDSs used for the classification. The nodes between the 

destination nodes and the final nodes failed to perform a successful classification. The rule 

of optimal routing is also followed here. The first row of Table III illustrates the cooperation 

that can occur between the IDSs at multiple levels. In this case, the HAN IDS in node 10 

then attempts to classify the communication as benign or malicious but is unable to do so. 

Because of this, node 10 packages and passes the communication up the network hierarchy 

to node 23 through the optimal routing of (10, 11, 15, 23). The NAN IDS in node 23 then 

attempts to classify the communication using its own AM, but it also fails to do so. The 

communication is once again packaged and passed to node 22 which has another NAN IDS. 

As this IDS cannot successfully classify the data, it will pass it up the hierarchy to node 24 

with a WAN. If a successful classification is made, the classification will be transmitted down 

the hierarchy to the source node. The second and third rows show that the classifications 

succeed locally. 

 

Table 4.3: The Detection Routing Table of the Communication among Nodes. 

Destination node Intermediate nodes Final node 
10 11 15 23 22 24 
23     23 
15     15 
18   19  22 
1 5 10 11 15 23 

 

4.4 Results and Discussion 

In the real smart grid communication network environment the transmission of packets 

will be continuous. This is simplified in our simulation as it is run a total of 50 times. Every 



 
 

57 
 

time a record sample is randomly abstracted from the test dataset and sent to the IDS in the 

destination node, and the classification occurs as described in Section 4.3, then a notice is 

displayed on the screen showing whether there is any threat to the network. The amount of 

time spent in classification, a count of the normal communications, a count of the total 

attacks, and the number of classification failures will be recorded and illustrated on the 

screen as well. If a classification cannot be properly made, a “detection failed” note will be 

posted and the total accuracy will be decreased.  

In the simulation there are 113 normal communications, 82 DoS, 34 R2L, 2 U2R, and 19 

Probing attacks launched to the SGDIDS. The accumulation of the classification results and 

the classification failures using the SVM, CLONALG and AIRS2Parallel algorithms from 

the simulation are recorded in Figure 4.5. The first column shows the number of the normal 

communications followed by the accumulations of DoS, R2L, U2R, and Probing attacks. 

The final column shows the number of times that classification fails. From Figure 4.5, it can 

be found that the performance of the SVM is better than CLONALG and AIRS2Parallel 

algorithm at finding the R2L and U2R attacks. The classification failures of AIS algorithms 

are mostly due to insufficient attack samples in the training dataset. In particular, in roughly 

126,000 records of training dataset only 995 are R2L and 52 are U2R. However, the SVM 

can classify them by using the appropriate proportion of data in the training dataset.  
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Figure 4.5:  Results Using SVM and AIS Algorithms 

In order to achieve a better comparison of these algorithms, the overall false positive 

rate (FPR) and false negative rate (FNR) values of the SGDIDS are calculated by evaluating 

the whole test dataset. FPR values evaluate the cases where the normal communications are 

classified as attack scenarios and FNR evaluates the situations where the attacks of DoS, 

U2R, R2L and Probing are classified as normal communications and the type of attacks 

which they don’t belong to. The records of the FPR and FNR are shown in Table 4.4. 

 

Table 4.4: The Overall FPR/FNR Values of the SGDIDS 

    Classifier 
Values 

SVM CLONALG AIRS2Parallel 

FPR 0.67% 0.7% 1.3% 
FNR 2.15% 21.02% 26.32% 

 

From the values of the FPR/FNR in the Table 4.4 it can be concluded that the SVM has 

stronger classification ability than the AIS algorithms. The main reason for the high FNR 
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values of the AIS algorithms in the NAN and WAN layers is their failure to classify U2R 

attacks due to the low occurrence in the training dataset and their classification mechanism. 



 
 

60 
 

 

Conclusions and Future Work 

5.1 Conclusions 

As the obsolete electricity and power grid built in last century has brought people various 

energy problems, the major infrastructure of the power grids should be evolved. The advent 

and development of the smart grid will introduce more cyber and physical vulnerabilities. 

Besides taking into account the current cyber attacks in the communication and computer 

networks as the infrastructure design and deployment, the implementation of the new cyber 

or physical vulnerabilities and relative approaches of attack detection should also be 

considered.  

The intrusion detection systems have grown considerably in these years, and as the 

advantage of highly scalable and ease of providing satisfying degradation of service, a large 

number of distributed intrusion detection systems have been or are being developed and 

deployed for addressing various needs in current days, but more advanced DIDSs are 

needed for thwarting the new threats brought by the new equipments, architecture, and 

networks of the smart grid technology.  

Chapter 5 
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In order to improve the cyber security of the smart grid, this work proposed a new 

architecture, SGDIDS, by utilizing a hierarchical and distributed intrusion detection system. 

SGDIDS applies a three-layer network composed of home area networks (HAN), 

neighborhood area networks (NAN), and wide area networks (WAN) that can apply a robust 

two-way communication network, as well as providing the distributed intrusion detection 

systems with hierarchical detection abilities to each components in the networks to observe 

attacks at various levels.  

This SGDIDS is applied in the wireless mesh network while also finding the optimal 

routing for smart grid communications. By using the wireless mesh networks, the scalable, 

dynamic, and energy-saving communication paths can be provided to create a more efficient 

communication network for the future smart grid with the more complicated structure. The 

simulation results illustrate that the optimal communication routes between the commodity 

pairs can be found simultaneously by using the energy-saving routing searching algorithm. 

The weights between the constraining pairs are evaluated and the routing of the commodity 

pairs with lowest weights is selected as the optimal routing. 

Security is improved via the classification of intrusion data using the SVM and AIS 

algorithms. The effectiveness of the SGDIDS for improving security is demonstrated 

through multiple simulations. Because of the advantages of high accurate classification and 

the convenient usage, the SVM algorithm and the AIS algorithms are chosen as the 

classification algorithms in the SGDIDS. By applying these two algorithms on the 

NSL-KDD dataset, the intrusion detections occur on the related IDS of each node in the 

network, and sending the testing data to the IDS in the upper layer expressing the 

hierarchical mechanism. Both SVM and AIS perform well as the detection results have 

illustrated. All normal and attack communications can be classified by using SVM algorithm. 
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The accuracy of R2L and Probing detection by AIS algorithms is higher than 90%. The 

reason of low detection rate of the U2R by AIS is due to the low occurrence of the training 

dataset and the classification mechanism of the AIS. 

5.2 Future Work 

Though the two classifiers used in this study have exhibited acceptable or satisfactory 

performance on the design of the SGDIDS architecture, there is room to further improve 

their performance.  

l The current classifier models will be improved through the inclusion of network packets 

and attacks that are unique to the smart grid. The parameters of the classifier models 

will be re-evaluated for better training of the new constructed data.  

l It is also possible that some other classifiers may be able to achieve better performance. 

Thus, one of our future research focuses is to evaluate the effectiveness of some 

existing classifiers for our problem. In this way, for each attack type the most effective 

classifier can be determined.  

l The optimal combination of different classification techniques and different IDSs can 

also be developed for achieving a higher overall accuracy for intrusion detection. For 

instance, the SVM and AIS can be combined as one classifier for different attack types.  

l Since the communication of the smart grid will be different from the current computer 

network, an enhanced dataset derived based on the variations of power system 

parameters in the presence of cyber attacks will be developed for training and testing 

classifiers.  

l The entire system will also be implemented in a SCADA testbed environment with 

real-time communications. The intrusions will be emulated in the communications 
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between servers, and the improved SGDIDS will be implemented to detect the 

intrusions when they occur.
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Appendix A 

 
Screenshots of Weka Platform for AIS 
Classifiers 

A.1 Preprocess Window (User-Defined) 

 

Figure A.1:  Screenshot of user-defined selection of data preprocess window. 
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A.2 Classifier Selection Window (User-Defined) 

 

Figure A.2:  Screenshot of user-defined selection of classifier algorithms window. 
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A.3 Classification Using CLONALG Model 

 

Figure A.3:  Screenshot of classification result of the CLONALG model. 
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A.4 Classification Using AIRSParallel Model 

 

Figure A.4:  Screenshot of classification result of the AIRSParallel model. 
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Appendix B 

Source Code for Primal-Dual Optimal 
Algorithm and Classifier Algorithms 
(Matlab) 

B.1 Source Code for Primal-Dual Routing Optimization 
Algorithm 

 
epslo = 0.2;                                     % parameter setting 
Flowie = zeros(sizex,1);   
weightj = ones(sizex,1)*10^(-3); 
totalweight = sum(weightj); 
b = 0;      
while(totalweight < 1) 
    for q = 1:numcommodity 
        r = R(q);       
        while (r>0) 
            sq = commodity(q,1); 
            dq = commodity(q,2);                 % get the starting and eding node 
            [dist,path,pred] = graphshortestpath(UG,sq,dq); 
            pathrecord{q}=path; 
            if (size(path)==0) 
                fprintf('node %f no connection.',sq); 
                break;       
            end 
            nodenum = size(path,2);     
            flowpath = zeros(nodenum-1,1);    
            for i = 1:(nodenum-1) 
                pathtemp = path(1,i:i+1); 
                if (pathtemp(1)<pathtemp(2))        % start to find the optimal route 
                    pathnum1 = find(secon == pathtemp(1)); 
                    pathnum2 = find(revercon == pathtemp(2)); 
                    pathnum=intersect(pathnum1,pathnum2);   
                    flowpath(i,1)=X(pathnum,1)+idsflow; 
                    if(pathtemp(2)~=size(C,1)) 
                        

plot([C(pathtemp(1),1)+13,C(pathtemp(2),1)-12],[C(pathtemp(1),2)+13,C(pathtemp(2),2)-12],'Color',[1
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-linkcolortemp(commodity(q,1),1)/round(numcommodity*1.5),0.5,linkcolortemp(commodity(q,1),1)/r
ound(numcommodity*1.5)],'LineWidth',2);                          

% connect two nearest nodes and illustrate the path 
                    end 
                    if(pathtemp(2)==size(C,1)) 
                        

plot([C(pathtemp(1),1)+37,C(pathtemp(2),1)-18],[C(pathtemp(1),2)+5,C(pathtemp(2),2)-23],'Color',[1-
linkcolortemp(commodity(q,1),1)/round(numcommodity*1.5),0.5,linkcolortemp(commodity(q,1),1)/r
ound(numcommodity*1.5)],'LineWidth',2);       

                    end 
                else 
                    pathnum1 = find(secon == pathtemp(2)); 
                    pathnum2 = find(revercon == pathtemp(1)); 
                    pathnum=intersect(pathnum1,pathnum2); 
                    flowpath(i,1)=X(pathnum,1)+idsflow; 
                    if(pathtemp(1)~=size(C,1)) 
                        

plot([C(pathtemp(2),1)+13,C(pathtemp(1),1)-12],[C(pathtemp(2),2)+13,C(pathtemp(1),2)-12],'Color',[1
-linkcolortemp(commodity(q,2),1)/round(numcommodity*1.5),0.5,linkcolortemp(commodity(q,2),1)/
round(numcommodity*1.5)],'LineWidth',2);                               

                    end 
                    if(pathtemp(1)==size(C,1)) 
                        

plot([C(pathtemp(2),1)+37,C(pathtemp(1),1)-18],[C(pathtemp(2),2)+5,C(pathtemp(1),2)-23],'Color',[1-
linkcolortemp(commodity(q,2),1)/round(numcommodity*1.5),0.5,linkcolortemp(commodity(q,2),1)/r
ound(numcommodity*1.5)],'LineWidth',2);      

                    end 
                end 
            end 
            u = min(flowpath);                        % get the shortest routing 
            sigma = min(u,r); 
            r = r-sigma; 
            for i = 1:(nodenum-1) 
                pathtemp = path(1,i:i+1); 
                if (pathtemp(1)<pathtemp(2)) 
                    pathnum1 = find(secon == pathtemp(1)); 
                    pathnum2 = find(revercon == pathtemp(2)); 
                    pathnum=intersect(pathnum1,pathnum2);    
                    Flowie(pathnum) = Flowie(pathnum)+ sigma;   
                % information flow accumulation within the capacity  
                    while (Flowie(pathnum)>Capacity(pathnum)) 
                        Flowie(pathnum) = Flowie(pathnum)-sigma; 
                        newpathtemp = newpath; 
                        if (newpathtemp(1)<newpathtemp(2)) 
                            newpathnum1 = find(secon == newpathtemp(1)); 
                            newpathnum2 = find(revercon == newpathtemp(2)); 
                            pathnum=intersect(newpathnum1,newpathnum2);    
                            flowpath=X(pathnum,1)+idsflow;  

u = min(flowpath); 
                            sigma = min(u,r); 
                            Flowie(pathnum) = Flowie(pathnum)+ sigma; 
                        else 
                            pathnum1 = find(secon == pathtemp(2)); 
                            pathnum2 = find(revercon == pathtemp(1)); 
                            pathnum=intersect(pathnum1,pathnum2); 
                            flowpath =X(pathnum,1)+idsflow;  % this is the new X 
                            u = min(flowpath); 
                            sigma = min(u,r); 



 
 

82 
 

                            Flowie(pathnum) = Flowie(pathnum)+ sigma; 
                        end 
                    end 
                    if (size(flowpath,1) == 1) 
                        weightj(pathnum) = weightj(pathnum)*(1+epslo*sigma/flowpath); 
                        break; 
                    end 
                    weightj(pathnum) = weightj(pathnum)*(1+epslo*sigma/flowpath(i,1)); 
                else 
                    pathnum1 = find(secon == pathtemp(2)); 
                    pathnum2 = find(revercon == pathtemp(1)); 
                    pathnum=intersect(pathnum1,pathnum2); 
                    Flowie(pathnum) = Flowie(pathnum)+ sigma; 
                    while (Flowie(pathnum)>Capacity(pathnum)) 
                         Flowie(pathnum) = Flowie(pathnum)-sigma; 
                        newpathtemp = newpath; 
                        if (newpathtemp(1)<newpathtemp(2)) 
                            newpathnum1 = find(secon == newpathtemp(1)); 
                            newpathnum2 = find(revercon == newpathtemp(2)); 
                            pathnum=intersect(newpathnum1,newpathnum2);    
                            flowpath = X(pathnum,1)+idsflow;  
                            u = min(flowpath); 
                            sigma = min(u,r); 
                            Flowie(pathnum) = Flowie(pathnum)+ sigma; 
                        else 
                            pathnum1 = find(secon == pathtemp(2)); 
                            pathnum2 = find(revercon == pathtemp(1)); 
                            pathnum=intersect(pathnum1,pathnum2); 
                            flowpath =X(pathnum,1)+idsflow;                        
                            u = min(flowpath); 
                            sigma = min(u,r); 
                            Flowie(pathnum) = Flowie(pathnum)+ sigma; 
                        end 
                    end 
                    if (size(flowpath,1) == 1) 
                        weightj(pathnum) = weightj(pathnum)*(1+epslo*sigma/flowpath); 

  % increase the weight of the nodes 
                        break; 
                    end 
                    weightj(pathnum) = weightj(pathnum)*(1+epslo*sigma/flowpath(i,1)); 
                end 
            end 
        end 
    end 
    b = b+1; 
    totalweight = totalweight + sum(weightj); 
end  
rol = max(Flowie); 
bestramda = b/rol; 

B.2 Source Code for AIS Classifier Selection Algorithm 

   

    case 1 
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        type = number*10 + 1;         %use the CLONALG model 

        ModelName=['kdd' num2str(type) '.model']; 

    case 2 

        type = number*10 + 2;         % use the AIRSParallel model 

        ModelName=['kdd' num2str(type) '.model']; 

end 

VData = [attack_inst,attack_label]; 

WekaString = char('weka.classifiers.trees.J48');   % open Weka 

S=size(VData,2); 

for i=1:S-1 

    attributeName{i}=['V' num2str(i)]; 

    attributeType{i}='numeric'; 

end 

attributeName{S}=['V' num2str(S)]; 

attributeType{S}='{1,2,3,4,5}'; 

arffWrite('KDDtest.arff','Verification',attributeName,attributeType,VData);   %  write the data 

type %into the arff file 

ActualPath=cd; 

WekaPath=which('wekaclassalgos.jar'); 

ModelOut='ModelOut.txt'; 

Temp=['java -cp "' WekaPath '" ' WekaString ' -l "' ActualPath '\' ModelName '" -T "' ActualPath 

'\KDDtest.arff"  -p 5 > "' ModelOut '"'];                        % get the test results 

dos(Temp); 

mm = 4; 

testtemp = zeros(1,4);  

fid =fopen('ModelOut.txt'); 

for i = 1:mm 

    headerSt = fscanf(fid,'%s/n'); 

    testtemp(i) = str2double(headerSt); 
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end 

predictvalue = testtemp(2); 

realvalue =  testtemp(4); 

if (predictvalue == realvalue) 

    accuracy = 1; 

else 

    accuracy = 0; 

end 

predict_label = predictvalue; 
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