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Detection of Defaulting Participants of Demand
Response Based on Sparse Reconstruction
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and Nobuyuki Yamaguchi , Member, IEEE

Abstract—In demand response (DR) based on contracts with
consumers, some participants have the potential to default on
providing their scheduled negawatt energy due to demand-side
fluctuations. Thus, the detection of defaulting participants is
an important function of the aggregator. In particular, it is
preferable to detect them with limited information and not by
real-time continuous metering because of communication costs
and social acceptance. This paper addresses the problem of
detecting defaulting participants in contract-based DR, provided
that the aggregator can inspect the total negawatt energy and
the negawatt energies of a limited number of participants via
smart meters. By focusing on the property that only a few
participants are defaulting under their contracts, we propose a
detection method based on sparse reconstruction, i.e., reconstruct-
ing a sparse vector from a small number of scalar equations.
The proposed method is iterative, and each iteration improves
the sparse reconstruction by including the inspection data from
the previous iteration. It is theoretically guaranteed that the
proposed method derives the exact solution under practical con-
ditions. Finally, direct load control is incorporated into the
detection method to eliminate defaulting participants.

Index Terms—Demand response, default detection, sparse
reconstruction, direct load control.

NOMENCLATURE

0 Zero scalar or zero vector
1n n-dimensional column vector whose elements are all

one
cij Scheduled negawatt energy (kWh) of participant i at

time slot j
C Collective matrix of cij (i = 1, 2, . . . , n and j =

1, 2, . . . , m), called the scheduled negawatt table
C(p) Matrix resulting from the modification of the

matrix C so that the p1-, p2-, . . ., pν-th column
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vectors are replaced with zero vectors, where p =
{p1, p2, . . . , pν}

ei i-th standard basis of the space R1×n

m Number of time slots for default detection
n Number of participants of the demand response
P(t) List of participants whose negawatt energy has never

been inspected until time t in the proposed algorithm
P̄(t) List of the participants whose negawatt energy has

been inspected until time t in the proposed algorithm
R Real number field
sj Total amount (kWh) of negawatt energy generated in

the demand response at time slot j
s Collective vector of sj (j = 1, 2, . . . , m), called the

total negawatt vector
SR(t) Sparse reconstruction problem at time t for estimat-

ing the failure rates of participants in the proposed
algorithm

xi Failure rate of participant i
x Collective vector of xi (i = 1, 2, . . . , n), called the

failure rate vector
x∗

i True value of the failure rate of participant i
x∗ Collective vector of x∗

i (i = 1, 2, . . . , n)
x̂i(t) Failure rate of participant i at time t after when

the proposed algorithm for detection and direct load
control starts.

I. INTRODUCTION

OWING to supply-side anomalies such as outages of
power plants, fluctuations in wind and solar generation,

and fluctuations in the fuel price, electric power providers need
to modify the load profiles of their consumers. The demand
response (DR), i.e., the changes in electricity usage of con-
sumers in response to incentive payments [1], is expected to be
a solution to supply-side anomalies (see, e.g., [2]–[4] and the
references therein). In fact, the DR has potential as an alter-
native energy source at a relatively low cost [5]. Moreover,
smart meters have been rapidly deployed worldwide [2], which
enables us to realize the DR.

A typical system architecture for the DR is shown in
Fig. 1. The service provider of the DR, called the aggregator,
manages participants to collect negawatt energy for sale on
electricity markets or to other electric power providers. In the
process of the DR, the aggregator predicts the future demand
of negawatt energy and sends DR requests to appropriately
selected participants. In response to receiving the requests,
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Fig. 1. Demand response.

the participants generate negawatt energy by changing their
normal consumption patterns.

The DR takes various forms depending on its design, includ-
ing price/incentives, prearranged contracts, direct load control,
and so on [2]. In contract-based DR, the aggregator contracts
with individual consumers for, in addition to their participa-
tion, their scheduled amounts of negawatt energy, as illustrated
in Table I. Meanwhile, it is inevitable that some of the par-
ticipants default in providing the scheduled negawatt energy
owing to demand-side fluctuations such as instrument faults,
schedule changes in production, unexpected visitors, and the
uncertainties associated with manual operations. Therefore, the
detection of failure sources (i.e., defaulting participants) in an
expeditious manner is an important function of the aggrega-
tor. Although individual participants may have a little ability
to provide negawatt energy in a smart grid, leaving failure
sources untreated results in the growth of the number of them
over time and may cause major failure soon. On the other
hand, if failure sources are detected, the aggregator can subse-
quently carry out the appropriate procedures for the DR, which
eliminates the risk of major failure at early stage. Moreover,
as a service to the participants, it is favorable to provide fault
information to defaulting ones.

The detection of defaulting participants may be easily per-
formed if the aggregator can continuously meter their real-time
consumption via smart meters. However, such metering is dif-
ficult in practice from the viewpoint of communication costs
(including data traffic). Moreover, real-time continuous meter-
ing will be a barrier to social acceptance for the DR. In
fact, such metering reveals the participants’ highly private
information, e.g., the lifestyles of the participants and busi-
ness and industrial secretes. Consequently, it may result in the
rejection of the DR. Thus, it is preferable to detect defaulting
participants with more limited information, e.g., by irreversible
data compression and intermittent metering.

The closest topic to the detection of defaulting participants
in DR is anomaly detection in energy management systems.
Anomaly detection refers to the methodology of detecting
abnormal events that do not conform to the usual patterns
of energy consumption. Several results have been obtained for
building energy management systems [6]–[13]. Similar results
have been developed for gas supply systems [14] and for a

TABLE I
EXAMPLE OF THE SCHEDULED NEGAWATT ENERGY OF A PARTICIPANT

more general purpose [15]. These results aim at detecting
event time instants (when an anomaly occurs) in terms of the
total energy consumption of buildings etc. In other words, the
results are not for detecting failure sources (what/who causes
an anomaly). Moreover, the above results are not for DR. On
the other hand, to the best of our knowledge, there are only
two studies [16], [17] on anomaly detection in DR. However,
these works do not address the problem of detecting failure
sources, and in particular detecting defaulting participants. In
fact, the former has presented a method to identify anomalous
days, and the latter has presented a DR method incorporat-
ing the detection of abnormal usage. Therefore, it is a new
challenge to develop a method for detecting failure sources
in DR.

This paper addresses the problem of detecting defaulting
participants. We consider a DR in Fig. 1 where the aggrega-
tor collects negawatt energy while metering the total amount
of negawatt energy in real time. In the DR, the aggregator
contracts with consumers so that each participant provides a
scheduled amount of negawatt energy at each time slot, as
illustrated in Table I, and the aggregator can inspect the actual
negawatt energy of a limited number of participants via smart
meters. This implies that the aggregator can use—in addition
to the data of the time series of the total amount of negawatt
energy—the data of the failure rates of some participants to
detect defaulting participants.

To solve the problem, we focus on the fact that the DR is
prearranged by contracts. This allows us to assume that only
a few participants are defaulting on providing their scheduled
negawatt energy. On the basis of this prior knowledge, we
apply the technique of sparse reconstruction, i.e., reconstruct-
ing a sparse vector from a small number of scalar equations
(see, e.g., [18]–[20]), to the detection problem.

The proposed method is developed in the following way.
We first introduce a vector called the failure rate vector, in
which each element corresponds to the failure rate of each
participant, and formulate the detection problem as a sparse
reconstruction problem with respect to the failure rate vector.
It is then shown that the exact solution is not always derived by
direct application of the standard sparse reconstruction tech-
nique to the problem. By observing this result, we develop
an iterative method that improves the sparse reconstruction in
each iteration by including inspection data from the previous
iteration. We give a theoretical guarantee for the proposed
method that the exact solution is derived in a finite num-
ber of iterations. Moreover, a stopping rule is presented for
the method, by which we can derive the exact solution after
a practically small number of iterations. Finally, direct load
control is incorporated into the detection method to eliminate
defaulting participants from the DR.

As a final remark, we note that the proposed method is not
a direct application of sparse reconstruction. In fact, the idea
of introducing individual inspection to sparse reconstruction
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is originally proposed in this paper. Moreover, the selection
rule of a participant to be inspected and the update rule of the
sparse reconstruction problem are newly developed by exploit-
ing special properties of the detection problem. In this sense,
our results are not straightforward consequences of sparse
reconstruction.

II. DEFAULT DETECTION PROBLEM

A. Demand Response

We consider the DR offered by an aggregator to consumers,
as shown in Fig. 1, which is supposed to be implemented
in a smart grid. The aggregator collects a certain amount of
negawatt energy from participants in exchange for incentives
and sells it to other electric power providers or in electricity
markets. The participants are supposed to be in the residen-
tial, commercial, and industrial sectors, such as households,
buildings, stores, and industrial plants.

The contract between the aggregator and each consumer
contains the following clauses.

• The participant commits a certain amount of negawatt
energy to the aggregator at each instance that the partic-
ipant is signaled for the DR.

• The participant agrees to release its smart meter data, but
the aggregator can access the real-time data only when
an anomaly is detected.

• A violation of the scheduled negawatt energy is subject
to a penalty.

As a result of the first clause, the participant provides a
scheduled amount of negawatt energy to the aggregator at each
time slot. This is essential for estimating the DR capacity of
the aggregator and selecting participants to whom the DR is
requested. The second clause, which is related to data release,
is also a standard clause in DR contracts, while the real-time
data access is limited to enhance consumer acceptance. In
addition, the limited data access reduces the communication
costs of the aggregator. The third clause is to ensure that there
are as few defaulting participants as possible.

Three remarks are given for the contract.
First, the facilities for the DR (i.e., to generate negawatt

energy) are not specified in the contract because they are sup-
posed to be arbitrarily selected by each participant. However,
air conditioners, refrigerators, washing machines, production
machinery, etc. may be used.

Second, there are various methods for generating negawatt
energy from facilities. Typical methods are switching the oper-
ation mode of a facility, shifting the operation time of a
facility, and operating a facility on battery power. The first one
includes changing the temperature settings of air condition-
ers and refrigerators and operating a facility in the so-called
energy-saving mode. The second one is applied to facilities
with the flexibility of operational timing, such as washing
machines and production machinery. It is performed by find-
ing an appropriate time by an energy management system to
satisfy the scheduled negawatt energy. The final one is for
participants with a battery.

Finally, the scheduled negawatt energy is assumed to be
prespecified, as illustrated in Table I. This assumption is

reasonable. In fact, it is known that the consumption of typi-
cal facilities providing DR service can be modeled (estimated)
by decomposing the total consumption into the base con-
sumption (unrelated to weather conditions) and consumption
under weather conditions (temperature, humidity, etc.) [21].
Furthermore, the DR participants are expected to install an
energy management system and in such a case the scheduled
negawatt energy will be automatically generated.

Under the contract, the DR program entails the following
steps. Before the DR event day, e.g., the day of the tight power
supply situation, the aggregator predicts the required negawatt
energy and selects participants to obtain a required amount of
negawatt energy (possibly with a margin) for that period by
using the information of their scheduled negawatt energy. The
aggregator sends the DR requests to the selected participants;
then, the participants manage their electricity usage to provide
the scheduled negawatt energy. In the process, the aggregator
meters the total amount of negawatt energy in real time in
order to manage the DR.

B. Problem Formulation

In practice, some of the participants may default in pro-
viding the scheduled negawatt energy. Individual participants
may have a little ability to provide negawatt energy in a smart
grid, but the aggregator must detect defaulting participants as
soon as possible to change their electricity usage in order to
eliminate the risk of major failure caused by the growth of
the number of failure sources. Therefore, let us formulate a
default detection problem.

Without loss of generality, we assume that participants
1, 2, . . . , n are selected to provide a required amount of
negawatt energy at time slots 1, 2, . . . , m. Let cij ∈ [0,∞) be
the scheduled negawatt energy (kWh) of participant i at time
slot j, and let xi ∈ [0, 1] denote the failure rate of participant i.
Note that xi > 0 if participant i is defaulting; xi = 0 other-
wise. We denote the total amount (kWh) of negawatt energy
produced by the DR at time slot j by sj ∈ R0+.

From the first clause of the contract in Section II-A, the
negawatt energy generated by participant i at time slot j is
represented by cij(1 − xi). Thus, we have

n∑

i=1

cij(1 − xi) = sj (1)

at time slot j and obtain

Cx = C1n − s (2)

for m time slots, where

C :=

⎡

⎢⎢⎢⎣

c11 c21 · · · cn1
c12 c22 · · · cn2
...

...
. . .

...

c1m c2m · · · cnm

⎤

⎥⎥⎥⎦ ∈ [0,∞)m×n,

x := [x1 x2 · · · xn]� ∈ [0, 1]n, and s = [s1 s2 · · · sm]� ∈
[0,∞)m. If C1n = s (i.e., x = 0 in (2)), then no participant is
defaulting; otherwise, there exists a defaulting participant.
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The matrix C is called the scheduled negawatt table, and
the vectors x and s are called the failure rate vector and total
negawatt vector, respectively.

Our problem is formulated as follows.
Problem 1: Consider the above DR and assume that
(i) participants 1, 2, . . . , n are selected to provide a required

amount of negawatt energy at time slots 1, 2, . . . , m and
(ii) the scheduled amounts cij (i = 1, 2, . . . , n, j =

1, 2, . . . , m) and (past) total amounts sj (j = 1, 2, . . . , m) of
negawatt energy are known to the aggregator.

If C1n �= s, i.e., a defaulting participant exists, estimate the
failure rates xi (i = 1, 2, . . . , n) of the participants (estimate
the failure rate vector x).

By the first clause of the contract in Section II-A, each par-
ticipant will provide negawatt energy to satisfy its scheduled
amount. In this sense, the participants are supposed to inde-
pendently generate negawatt energy in the DR. On the other
hand, Problem 1 corresponds to finding defaulting participants
from the data of the total negawatt energy, i.e., the sum of the
negawatt energy of all the participants. Thus the solution will
utilize the relation among the participants.

III. SPARSE RECONSTRUCTION AND ITS DIRECT

APPLICATION TO DEFAULT DETECTION

A. Sparse Reconstruction

We review the framework of sparse reconstruction, i.e.,
reconstructing a sparse vector from a small number of scalar
equations (see, e.g., [18]–[20] for more detail).

In this subsection, we focus our attention on a general class
of linear equations apart from Problem 1 in Section II-B.

Consider the following linear equation composed of m scalar
equations:

Ax = b, (3)

where x ∈ Rn is the unknown vector and A ∈ Rm×n and
b ∈ Rm are a constant matrix and constant vector, respectively,
which are exactly known.

As is well-known, if m ≥ n, there exists either no solution
or a unique solution subject to rank(A) = n. Thus, we can
completely solve the linear equation in this case. In contrast,
if m < n, the linear equation has infinitely many solutions, by
which the solution x cannot be uniquely determined.

The sparse reconstruction is a solution to the latter case with
the prior knowledge that the unknown vector x is sparse, i.e.,
x has only a few nonzero elements. It is formulated as the
optimization problem

min
x∈Rn

‖x‖0 s.t. Ax = b (4)

where ‖x‖0 is the �0-norm of the vector x, which corresponds
to the number of nonzero elements in x. By definition, the
minimization of ‖x‖0 reduces the number of nonzero elements,
which renders the solution x sparse. In particular, the sparsest
solution to (3) is provided from (4).

However, the problem in (4) is a combinatorial problem
that is NP-hard [18]. It is therefore reasonable to relax the
problem and substitute the solution of the relaxed problem for

Fig. 2. Principle of the sparse reconstruction with �1-norm relaxation.

the solution to (4). The closest convex relaxation is to use the
�1-norm as

min
x∈Rn

‖x‖1 s.t. Ax = b, (5)

which is known to be equivalently transformed into a linear
programming problem. Thus, the relaxed problem is easily
solved by standard optimization techniques. Moreover, under
mild conditions on the matrix A and the level of the sparsity
of the solution x, the relaxed problem has a sparse solution
that is equal to the original sparse solution to (4) [18]–[20].
Fig. 2 illustrates the equality constraint and a ball in the
�1-norm (which is a square), where the constraint and the
ball of a certain radius intersect at the corner of the ball,
and the corner corresponds to a sparse vector x. Thus, the
minimization of ‖x‖1 results in a sparse solution. In this
way, an unknown sparse vector satisfying a linear equation
can be reconstructed (with a few exceptions) by solving the
corresponding �1-optimization problem.

There are a number of applications for sparse reconstruction.
One application is polynomial curve fitting (regression), which
is fairly basic in machine learning. The problem is to find a
polynomial of order n−1, f (t) := c0+c1t+c2t2+· · ·+cn−1tn−1,
such that yi = f (ti) (i = 1, 2, . . . , m) for a given dataset
{(t1, y1), (t2, y2), . . . , (tm, ym)}. It is clear that the problem is
reduced to the linear equation

Tc = y

for y := [y1 y2 · · · ym]�, c := [c0 c1 · · · cn−1]�, and

T :=

⎡

⎢⎢⎢⎣

1 t1 t21 · · · tn−1
1

1 t2 t22 · · · tn−1
2

...
...

...
...

1 tm t2m · · · tn−1
m

⎤

⎥⎥⎥⎦.

If m < n and we have the prior knowledge that c is sparse,
this problem is reduced to (5) for A := T , b := y, and x := c.

B. Default Detection by Standard Sparse Reconstruction

Now, let us return our attention to Problem 1 in Section II.
As stated before, the participants contract with the aggre-

gator so that each participant provides a scheduled amount
of negawatt energy and violation is subject to a penalty.
Moreover, defaulting is more likely to happen by an instru-
ment fault when the consumption is automatically controlled
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Fig. 3. Results estimated by standard sparse reconstruction (n = 50).
(a) Failure rates xi. (b) Total amounts of negawatt energy sj. (c) Estimation
of xi.

by an energy management system. Thus, it is reasonable to
assume that only a few participants are defaulting. In other
words, we have the prior knowledge that the failure rate vec-
tor x is sparse as a mathematical model of the third clause
of the contract in Section II-A. On the other hand, the linear
equation in (2) holds for the vector x. Therefore, Problem 1 is
reduced to the problem of finding a sparse vector x satisfying
the linear equation in (2), and a solution may be presented by
solving the sparse reconstruction problem in (5) by regarding
C and C1n − s as A and b. Note again that the minimization
of ‖x‖1 plays a role in finding the sparse vector x.

Let us show an example. Consider the DR with n = 50
and m = 24. The scheduled amounts of negawatt energy
cij (i = 1, 2, . . . , 50, j = 1, 2, . . . , 24) are randomly gen-
erated from the uniform distribution on the interval (0, 1].
The (true) failure rates xi (i = 1, 2, . . . , 50) are given in
Fig. 3 (a), where participants 10, 20, . . . , 50 are defaulting.
Note that the choice of defaulting participants does not affect
the following result because the defaults of one participant and
another are independent, i.e., the default of one participant
does not affect the default of another. The total amounts of
negawatt energy sj (j = 1, 2, . . . , 24) are shown in Fig. 3 (b).
Fig. 3 (c) shows the results estimated by sparse reconstruc-
tion, i.e., the �1-optimization problem in (5) with A := C and
b := C1n−s, where the command linprog of MATLAB is used
to solve the �1-optimization problem. We see that the sparse
reconstruction technique exactly estimates the failure rates xi

Fig. 4. Results estimated by standard sparse reconstruction (n = 1000).
(a) Failure rates xi. (b) Total amounts of negawatt energy sj. (c) Estimation
of xi.

(i = 1, 2, . . . , 50). In this case, the estimation error

E := ‖x̃ − x∗‖2

‖x∗‖2
(6)

is nearly equal to 3.617×10−15 (which is almost zero), where
x∗ ∈ [0, 1]n is the collective vector of the true failure rates and
x̃ ∈ [0, 1]n is the estimation result.

Next, consider the case with n = 1000 and m = 24. The
scheduled amounts cij (i = 1, 2, . . . , 1000, j = 1, 2, . . . , 24)
are randomly generated in a similar manner as the former
case. The failure rates xi (i = 1, 2, . . . , 1000) are given as
Fig. 4 (a), where participants 100, 200, . . . , 1000 are default-
ing. The total amounts sj (j = 1, 2, . . . , 24) are shown in
Fig. 4 (b). The results estimated by sparse reconstruction are
shown in Fig. 4 (c). In this case, the solution x is sparse but dif-
ferent from the true failure rate vector x in Fig. 4 (a). In fact,
the estimation error defined as (6) is nearly equal to 1.108,
which is much larger than the value of the former case.

Except for the singular case for the scheduled negawatt table
C, e.g., rank(C) < m, the reason for such an incorrect result is
that m 
 n, i.e., there are too few time slots for the number of
participants. Even if the sparsity of x is assumed, the number
of equations contained in (2) is not sufficient to determine x,
which results in an incorrect solution. Meanwhile, it is typical
that m 
 n in DR. This motivates us to develop a new solution
to Problem 1.
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IV. DEFAULT DETECTION BY SPARSE RECONSTRUCTION

WITH INDIVIDUAL INSPECTION

A. Default Detection Method and Its Performance

As shown in Section III-B, the exact solution is not always
obtained by the straightforward application of sparse recon-
struction to Problem 1 owing to the ratio of unknowns to
equations (i.e., m 
 n). On the other hand, the aggregator can
inspect the actual negawatt energy of an arbitrarily selected
participant via its smart meter, as stated in Section II-A. Thus,
by the inspection of participant i, we can directly obtain the
information of the failure rate xi, i.e., part of the solution
x. This improves the ratio of unknowns to equations, which
brings us closer to the exact solution. On the basis of this idea,
we propose a method incorporating the inspection of actual
negawatt energy into sparse reconstruction.

Here, we denote the true values of the failure rate of partic-
ipant i and the collective vector by x∗

i and x∗, respectively, i.e.,
x∗ = [x∗

1 x∗
2 · · · x∗

n]�. Furthermore, let t denote the discrete
time corresponding to the repetition time of the main routine
for estimation. Note that t is not the index of time slots and is
the time on a relatively faster time scale. Its time granularity
is supposed to be subseconds or seconds in the real world.

The idea of the proposed method is to iterate the following
two operations for each time t:
(a) Estimate the failure rates of all participants by solving

a sparse reconstruction problem formulated in the form
in (5).

(b) Inspect the actual negawatt energy of the most suspicious
participant indicated by the result of (a), and reflect the
inspection result in the sparse reconstruction problem to
be solved at the next time.

This is formalized as Algorithm 1.
In this algorithm, SR(t) is the sparse reconstruction problem

to be solved at time t, and P(t) represents the list of partici-
pants whose actual negawatt energy has never been inspected
until time t. Step 1 corresponds to the initialization of SR(t)
and P(t). Step 2 is the main part corresponding to the afore-
mentioned two operations (a) and (b): Step 2-(1) is given for
(a) and Steps 2-(2) and 2-(3) are for (b). In particular, the
most suspicious participant is selected in Step 2-(2) and is
inspected in Step 2-(3), which is agreed to in the second clause
of the contract in Section II-A. Moreover, Step 2-(4) updates
the sparse reconstruction problem SR(t) and the list P(t) for
the next time.

It should be remarked that participant k(t) is not certified
as a defaulting participant in Step 2-(2), and it is merely
selected for inspection by this algorithm. Moreover, the follow-
ing point should be noted. In Step 2-(3), the negawatt energy
is calculated by subtracting the actual consumption from the
baseline, which is the usual consumption without the DR. The
information of the actual consumption is obtained via a smart
meter, while the baseline is computed by recently developed
methods, e.g., those in [22], [23].

Now, the performance of Algorithm 1 is disclosed. For a
subset p = {p1, p2, . . . , pν} of {1, 2, . . . , n}, let C(p) ∈ R be
the matrix resulting from the modification of the matrix C
so that the p1-, p2-, . . ., pν-th column vectors are replaced

Algorithm 1 Detection of Defaulting Participants
(Step 1) Let SR(0) be the �1-optimization problem in (5) for
A := C and b := C1n − s, and let P(0) := {1, 2, . . . , n}.
(Step 2) For each time t = 0, 1, . . . , n − 1 (corresponding to
each iteration), execute the following operations:
(1) Solve SR(t) and let x(t) be a solution. If there exist multiple
solutions to SR(t), an arbitrarily selected solution is set to x(t).
Let xi(t) be the i-th element of the vector x(t).
(2) Let k(t) be the index i ∈ P(t) of the participant with the
largest element of x(t) in the group P(t), i.e., xk(t)(t) ≥ xi(t)
for every i ∈ P(t). If there exist multiple participants with the
largest element, an arbitrarily selected participant is set to k(t).
(3) Inspect the negawatt energy of participant k(t) via its smart
meter, and obtain the information of its true failure rate x∗

k(t).
(4) Let SR(t + 1) be the optimization problem resulting from
the modification of SR(t) so that the equality constraint xk(t) =
x∗

k(t) is embedded as an additional constraint, where xk(t) is the
k(t)-th element of the variable x of SR(t + 1) and x∗

k(t) is a
constant number given in (3). Let P(t + 1) := P(t) \ {k(t)}.

with zero vectors. For instance, C(p) = [C1 0 0 C4] for
C = [C1 C2 C3 C4], and p := {2, 3}, where Ci is the i-th
column vector of C.

Theorem 1: Consider Problem 1. The following statements
hold for Algorithm 1.

(i) Let Cn−m be the set of (n − m) combinations of
{1, 2, . . . , n} and assume that

(A1) rank(C(p)) = m holds for any p ∈ Cn−m.
Then x(n − m) = x∗.

(ii) Assume that
(A2) C is a positive matrix (i.e., all elements are positive).

If xk(t) = 0 in Step 2-(2) for a time t, then, x(t) = x∗.
Proof: See Section IV-C.
This theorem guarantees that Algorithm 1 provides the exact

solution after a certain number of iterations under the condi-
tions for the scheduled negawatt table C. In particular, (i) gives
an upper bound on the number of iterations subject to (A1),
and (ii) presents a stopping rule of the algorithm under (A2),
which enables the algorithm to be stopped before reaching the
upper bound. Therefore, the exact solution is obtained after at
most n − m iterations but possibly after a smaller number of
iterations.

Four remarks are given for the algorithm.
First, (A1) and (A2) are satisfied in the practice of the DR

with rare exceptions. In fact, C is composed of the scheduled
negawatt energy of each participant, which implies that cij

(i = 1, 2, . . . , n, j = 1, 2, . . . , m) are arbitrarily given positive
values and therefore usually nonuniform and unstructured.

Second, one may consider that Theorem 1 does not hold
for the case where SR(t) may have multiple solutions (e.g.,
in the situation where Ax = b is parallel with one side of the
tilted square in Fig. 2); however, this is not the case because
the theorem is proven only under (A1) and (A2), as shown in
Section IV-C. Meanwhile, if SR(t) has multiple solutions, x(t)
intermediately generated in the algorithm may not be sparse.
Thus, when the true value x∗ is sparse, the stopping rule is
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Fig. 5. Results estimated by the proposed method (n = 1000).

unlikely to be satisfied. Consequently, the number of iterations
will be large.

Third, Theorem 1 makes the proposed method preferable for
both the aggregator and participants. In fact, the theorem guar-
antees that the number of actual inspections is at most n − m
and often lower (actually, significantly lower as shown later).
This property avoids a large amount of data traffic, which will
be an advantage for the aggregator. Moreover, it reduces the
chance of inspection for each participant, which must alleviate
participants’ feeling of being continuously monitored by the
aggregator.

Finally, the defaulting participants are determined by
extracting the indices with a nonzero value from the resulting
x(t) and the normal participants are its complement.

B. Simulations

The proposed method is demonstrated by simulations. As
stated in Section I, there exists no method for detecting default-
ing participants in DR except for our method. Thus we show
here that the proposed method exactly estimates defaulting
participants and their failure rates with a small number of
inspections.

1) The Case Where n = 1000: Consider the DR with n =
1000 in Section III-B. As shown before, the failure rates xi

(i = 1, 2, . . . , 1000) and the total amounts of negawatt energy
sj (j = 1, 2, . . . , 24) are given in Figs. 4 (a) and (b). Moreover,
the scheduled negawatt table C satisfies (A1) and (A2).

Fig. 5 shows the results estimated by Algorithm 1. In this
case, n − m = 976, which is the worst-case number of iter-
ations from Theorem 1. However, the condition xk(t) = 0 in
Theorem 1 holds for t = 41, which stops Algorithm 1 at t = 41
and gives the solution x(41) in Fig. 5. By comparing this result
with Fig. 4 (a), it turns out that the proposed method exactly
estimates the failure rates x∗

i (i = 1, 2, . . . , 1000) with a small
number (4.1% of the number of participants) of inspections. In
this case, the estimation error defined as (6) is equal to exactly
zero because all the defaulting participants are inspected until
t = 41.

In this example, we used linprog of MATLAB to solve the
sparse reconstruction problem SR(t). The computation time
was within several seconds by a laptop computer with an Intel
Core i7-7500U and 16GB of memory.

2) The Case Where n = 10000: Next, let us consider the
case with n = 10000, i.e., ten times as many participants,
and m = 24. The scheduled amounts of negawatt energy cij

(i = 1, 2, . . . , 10000, j = 1, 2, . . . , 24) are given in a sim-
ilar manner as the case where n = 1000 so that (A1) and

Fig. 6. Results estimated by the proposed method (n = 10000). (a) Failure
rates xi. (b) Total amounts of negawatt energy sj. (c) Estimation of xi.

(A2) hold. The failure rates xi (i = 1, 2, . . . , 10000) are given
in Fig. 6 (a), where participants 1000, 2000, . . . , 10000 are
defaulting (the failure rate of participant 10000 is small). The
total amounts of negawatt energy sj (j = 1, 2, . . . , 24) are
given in Fig. 6 (b).

Fig. 6 (c) shows the results estimated by Algorithm 1, where
xk(t) = 0 holds for t = 264 and the solution x(264) is depicted.
Also in this case, the estimation error is equal to exactly zero
for the same reason as above. For this large-scale DR, we see
that our method exactly estimates the failure rates x∗

i (i =
1, 2, . . . , 10000) with a small number (2.64% of n) of inspec-
tions. The computation time was within 3 min by the same
computer.

3) Performance Evaluation by Monte Carlo Simulation:
Finally, the performance of the proposed method is evaluated
by Monte Carlo simulation.

Fig. 7 shows the relation between the number of inspec-
tions in Algorithm 1 and the number of participants n. The
figure shows a box plot based on 100 trials for each n ∈
{200, 400, . . . , 1000}, where m = 24; the default rate, i.e., the
ratio of the number of defaulting participants to n, is 10%;
the scheduled amounts of negawatt energy cij (i = 1, 2, . . . , n,
j = 1, 2, . . . , 24) are randomly generated from the uni-
form distribution on (0, 1]; and the (true) failure rates xi

(i = 1, 2, . . . , n) are given so that x1, x2, . . . , x0.1n are inde-
pendently generated from the uniform distribution on (0, 1]
and the others are equal to zero (for which the default rate
is 10%). Note here that we have no prior information for the
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Fig. 7. Relation between the number of inspections and the number of
participants (default rate 10%).

Fig. 8. Relation between the number of inspections and the default rate
(n = 500).

scheduled negawatt energy at present and thus we use the uni-
form distribution aiming at evenly examining all possibilities
of the scheduled amounts of negawatt energy. We see from the
figure that the number of inspections increases with the num-
ber of participants. This result suggests that it may be difficult
to use the proposed algorithm for very large n. In this case,
it is practical to break the problem down into several sub-
problems with small groups and apply the proposed method
to each subproblem.

Fig. 8, on the other hand, depicts the relation between the
number of inspections and the default rate, where n = 500,
m = 24, and cij (i = 1, 2, . . . , 500, j = 1, 2, . . . , 24) and xi

(i = 1, 2, . . . , 500) are given in the same manner as
before. The box plot is based on 100 trials for each default
rate. It turns out that the number of inspections rapidly
increases with the default rate. This is because the proposed
method utilizes the sparsity of the (true) failure rate vector x,
and the level of sparsity decreases as the default rate increases.
Thus, in our framework, the aggregator must design the DR
program (e.g., penalties and incentives) so that the default rate
is sufficiently small.

We conducted the same experiments (based on 100 trials for
each parameter) 10 times with different seeds for the random
number generator. All the results qualitatively agreed with the
results in Figs. 7 and 8, in terms of the range of the vertical
axis and the monotone increasing property with respect to the
parameters. Therefore, it is concluded that the above results
exhibit the performance of the proposed method.

C. Proof of Theorem 1

1) Preliminary: First, a preliminary result is given.
Lemma 1: Consider Algorithm 1. For any t ∈ {0, 1, . . . ,

n − 1}, the true solution x∗ is feasible for the optimization
problem SR(t).

Proof: This is proven by using mathematical induction.
The constraint of SR(0) is given by (2). Moreover, x∗

satisfies (2) by definition. Hence, x∗ is feasible for SR(0).

We next show that x∗ is feasible for SR(t + 1) if x∗ is
feasible for SR(t). By noting Step 2-(4) in Algorithm 1, the
constraint of SR(t +1) is composed of the constraint of SR(t)
and xk(t) = x∗

k(t), which is the k(t)-th equation of the vector
equation x = x∗. Thus, x∗ is feasible for SR(t + 1).

2) Statement (i): By the definition of SR(0) in Step 1 and
the operation in Step 2-(4), the constraint of SR(n − m) is
composed of (2) and xk(t) = x∗

k(t) (t = 0, 1, . . . , n − m − 1).
That is, the constraint of SR(n − m) is expressed as

⎡

⎢⎢⎢⎢⎢⎣

C
ek(0)

ek(1)

...

ek(n−m−1)

⎤

⎥⎥⎥⎥⎥⎦
x(k) =

⎡

⎢⎢⎢⎢⎢⎣

C1n − s
x∗

k(0)

x∗
k(1)
...

x∗
k(n−m−1)

⎤

⎥⎥⎥⎥⎥⎦
, (7)

where ek(t) ∈ R1×n is the k(t)-th standard basis in the space
R1×n. Note here that the numbers k(0), k(1), . . . , k(n − m −
1) are different from each other because k(t) ∈ P(t) from
Step 2-(2) and k(t) /∈ P(t + 1) from Step 2-(4).

Since only the k(t)-th element is nonzero in the vector ek(t),
the matrix on the left-hand side of (7) can be transformed into

⎡

⎢⎢⎢⎢⎢⎣

C(p)

ek(0)

ek(1)

...

ek(n−m−1)

⎤

⎥⎥⎥⎥⎥⎦

by elementary row operations, where p := (k(0), k(1),

. . . , k(n − m − 1)) and the matrix C(p) has zero vectors at
the k(0)-, k(1)-, . . ., k(n − m − 1)-th columns. The rank of
this matrix is equal to n subject to (A1); thus, the rank of the
original matrix in (7) is equal to n under (A1). Therefore, it
follows that there exists a unique solution x(k) to (7). This
fact and Lemma 1 complete the proof.

3) Statement (ii): Consider the time t satisfying xk(t) = 0
in Step 2-(2) of Algorithm 1. Let Ci ∈ Rm be the i-th column
vector of C and P̄(t) := {1, 2, . . . , n} \ P(t). Note that P̄(t) is
the list of the participants inspected in Step 2-(3) until time
t, and P(t) is that of the participants who have never been
inspected until time t.

Statement (ii) is a straightforward consequence of P(t) ∪
P̄(t) = {1, 2, . . . , n} and the following two facts:

(a) xi(t) = x∗
i for every i ∈ P(t).

(b) xi(t) = x∗
i for every i ∈ P̄(t).

Fact (b) is trivial by the definition of SR(t) and the fact that
P̄(t) is the list of inspected participants.

On the other hand, (a) is proven as follows. By the
definitions of x∗ and x(t), we have

∑

i∈P(t)

Cix
∗
i +

∑

i∈P̄(t)

Cix
∗
i = C1n − s, (8)

∑

i∈P(t)

Cixi(t) +
∑

i∈P̄(t)

Cixi(t) = C1n − s. (9)

Then xi(t) = 0 for every i ∈ P(t) because xk(t) = 0 and
participant k(t) has the largest element of x(t) in the group
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P(t). Applying this fact and (b) to (9) provides
∑

i∈P̄(t)

Cix
∗
i = C1n − s. (10)

Furthermore, (8) and (10) give

∑

i∈P(t)

Cix
∗
i +

∑

i∈P̄(t)

Cix
∗
i =

⎛

⎝
∑

i∈P(t)

Cix
∗
i

⎞

⎠ + C1n − s

= C1n − s;
therefore,

∑

i∈P(t)

Cix
∗
i = 0. (11)

Equation (11) and (A2) imply (a).

V. INCORPORATION OF DIRECT LOAD CONTROL

We next incorporate direct load control for defaulting
participants into the default detection method in Section IV.

A. Direct Load Control for Defaulting Participants

The scenario considered here is outlined as follows. In the
same manner as Section IV, the aggregator executes the default
detection algorithm to estimate the defaulting participants as
well as their failure rates. If a defaulting participant is found
in the inspection step (Step 2-(3)), the aggregator directly
operates the facilities of the participants to reduce the fail-
ure rates to zero. This control is assumed to be agreed to in
the contracts.

Let t denote the time immediately after time slot m. Then,
t = 0 corresponds to the start time of control. Let x̂∗

i (t) be the
failure rate of participant i at time t ≥ 0, and its initial value
x̂∗

i (0) is given as

x̂∗
i (0) = x∗

i (12)

for the (true) failure rate x∗
i before control. We assume that,

at time t ≥ 0, the aggregator can control the consumption of
any participant i to be x̂∗

i (t +1) = 0 by operating the facilities
of participant i. This is modeled as

x̂∗
i (t + 1) =

⎧
⎨

⎩

0 if the aggregator controls the
consumption of participant i

x̂∗
i (t) otherwise.

(13)

Then, the algorithm incorporating direct load control, called
Algorithm 2, is given by modifying Algorithm 1 so that the
following operation is inserted between (3) and (4) in Step 2.

(3’) If x∗
k(t) �= 0, operate the facilities of participant k(t) to

reduce the failure rate x̂∗
k(t)(t + 1) to zero.

By considering that the condition x∗
k(t) �= 0 implies that

participant k(t) is defaulting, the above operation is direct load
control of a defaulting participant. Note that Algorithm 2 is
executed with (12) and (13). Note also that x̂∗

i (0) is unknown
to the aggregator before executing the algorithm because x∗

i is
unknown.

We obtain the following result for Algorithm 2.

Theorem 2: Consider Problem 1. Let x̂∗(t) :=
[x̂∗

1(t) x̂∗
2(t) · · · x̂∗

n(t)]
�. The following statements hold

for Algorithm 2 with (12) and (13):
(i) x̂∗(n) = 0.
(ii) Assume (A2) in Theorem 1. If xk(t) = 0 in Step 2-(2)

for a time t, then x̂∗(t) = 0.
Proof: (i) In Algorithm 2, P(0) = {1, 2, . . . , n} in Step 1,

k(t) is picked from P(t) in Step 2-(2), and P(t + 1) = P(t) \
{k(t)} in Step 2-(4). Thus we have {k(0), k(1), . . . , k(n−1)} =
{1, 2, . . . , n}, which implies that Step 2-(3’) is executed for all
participants until t = n − 1. This proves (i).

(ii) From Theorem 1 (ii) (in which (A2) is assumed), it is
clear that Steps 2-(3) and 2-(3’) are executed for all defaulting
participants until xk(t) = 0. This fact and the operation of
Step 2-(3’) mean that x̂∗(t) = 0 when xk(t) = 0.

Note that x̂∗(t) = 0 implies that no defaulting partici-
pant exists at time t. This theorem states that Algorithm 2
reduces the number of defaulting participants to zero after
at most n inspections. In particular, (ii) presents the same
stopping rule as given for Algorithm 1, which guaran-
tees that the number defaulting participants becomes zero
when xk(t) = 0.

B. Simulation

Consider the DR with n = 1000 in Sections III-B
and IV-B1. Similar to the results in Section IV-B1, the
condition xk(t) = 0 in Theorem 2 holds for t = 41.

Figs. 9 and 10 show the results of Algorithm 2. The for-
mer depicts several snapshots of the controlled failure rates
x∗

i (t) (i = 1, 2, . . . , 1000), and the latter illustrates the num-
ber of (actually) defaulting participants for each time t. It
turns out that the defaulting participants decrease with the
increase in t.

VI. CONCLUSION

A default detection problem for the DR has been dis-
cussed. By imposing the assumption that a few participants are
defaulting in contract-based DR, we have established a detec-
tion method based on sparse reconstruction. The method is
iterative, and each iteration improves the sparse reconstruction
by including the inspection data from the previous iteration.
We have proven that, under mild conditions, the method
derives the exact solution in a finite number of inspections.
Moreover, a stopping rule has been presented, which enables
us to solve the problem with a small number of inspections.
Finally, direct load control is incorporated into the detec-
tion method, which is useful for eliminating the defaulting
participants in the DR.

In this paper, we have assumed that the failure rates of
the participants are time-invariant for a certain period. Such
an assumption is reasonable if defaulting occurs by some
instrument faults. On the other hand, in practice, there is a
possibility that the failure rates are time-varying, i.e., default-
ing occurs intermittently. Our framework will be extended to
such a case in the future. Moreover, our method should be
improved to reduce the number of inspections by incorporat-
ing additional prior knowledge of the participants. It is also



AZUMA et al.: DETECTION OF DEFAULTING PARTICIPANTS OF DR BASED ON SPARSE RECONSTRUCTION 377

Fig. 9. Control results obtained by the proposed method. (a) t = 15.
(b) t = 30. (c) t = 41.

Fig. 10. Number of defaulting participants.

interesting to address default detection for bidding-based DR,
e.g., in [24].
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