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Abstract—The evolving landscape of the electricity sector
along with increasing environmental concerns necessitate modern
power grids to be more efficient, sustainable and adaptive.
Microgrids are typically composed of distributed energy sources
which have great potential for enabling energy independence,
sustainability and flexibility. However, practical difficulties that
deter the widespread deployment of microgrids include the
unpredictability of local generation sources (e.g. renewables)
and the lack of inertia that is naturally present in systems
containing bulk synchronous plants. In this paper, we propose
a near real-time microgrid coordination algorithm that allows
actuating components to adapt to changing system conditions. We
account for the electrical dependencies and limits in microgrid
systems by constructing voltage/current balance relations in the
dq0 frame and applying strategic decompositions to invoke the
Schur’s complement and S-procedure that allow for zero duality
gap. We highlight the convergence, feasibility and scalability
features of the proposed decentralized algorithm via theoretical
and comparative practical simulation studies.

Index Terms—Microgrids, Decomposition, Convex Optimiza-
tion

I. INTRODUCTION

Microgrids typically consist of distributed energy resources
(DERs) such as photovoltaics and wind turbines that generate
electricity by tapping onto locally available natural resources
which is then delivered at low losses to power consumers
residing at close physical proximity. These systems operate in
either grid-connected or stand-alone modes. As the microgrid
operating in stand-alone mode lacks the inertia introduced by
the main grid, highly fluctuating power demand/suppy will
lead to inefficiencies and instabilities that can be overcome by
applying appropriate optimal steady-state and transient control
mechanisms [1]–[5]. In this paper, we focus specifically on
steady-state coordination over near real-time horizons (e.g.
seconds) to closely account for rapidly changing conditions
in the microgrid. This remains an open research challenge
mainly due to the non-convexities present in power flow
relations which must be accurately incorporated for feasible
microgrid operations [6], [7]. Thus, our main contribution in
this paper is the proposal of a decentralized DER coordination
method that accounts for physical power balance relations with
convergence guarantees.

Existing work in this area can be loosely classified into cen-
tralized and decentralized strategies. In centralized coordina-
tion approaches, a single entity computes optimal steady-state
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set-points for actuating electrical nodes. For this, the coordi-
nating entity must be equipped with knowledge of the entire
microgrid configuration along with local power demand/supply
trends. Highly-granular coordination becomes intractable due
to the sheer scale of parameters that must be constantly
accrued by the central entity and the computational complexity
resulting from non-convex power flow relations. To overcome
these issues, forecast models of renewable generation and
consumer demands are utilized to perform computations over
longer time horizons. These models are typically associated
with significant error margins and can lead to inefficiencies
[8]. Non-convexities are addressed via relaxation or heuristic
techniques [9]–[11]. Under certain assumptions and condi-
tions, these relaxations can be proven to be exact as show in
references [12], [13]. These assumptions and conditions can be
limiting. Additionally, the centralized model is associated with
limited flexibility as the coordinating entity must be updated
with every system change. As such, reference [11] proposes a
master-slave coordination strategy in which a dominant DER
performs voltage regulation while other units perform load-
sharing. This proposal, inspired by the conventional power
system, is contingent upon the presence of this central DG and
its relative dominance with respect to other system entities.

Decentralized coordination strategies empower individual
components in the microgrid (i.e. DERs) with actuation ca-
pabilities based on local state measurements and/or iterative
information exchanges with peers. This paradigm eliminates
issues in the centralized model such as single point of failure,
concentrated computational overheads and limited flexibility.
Droop-based coordination methods (e.g. [6]) involve no com-
munication and entail the sampling of local state measure-
ments which are utilized to compute actuation that suppresses
transience. As the global system state is not considered in the
actuation decisions, inefficiencies can exist. Other strategies
leverage communication processes to exchange information
amongst peer nodes in the microgrid where data signals are
designed via consensus and incremental-cost based droop
techniques [14]–[19]. These proposals also apply relaxations
to eliminate non-convex constraints for guaranteeing conver-
gence. For instance, reference [19] applies a semi-definite
(SD) relaxation and eliminates a non-convex rank one matrix
constraint. Then, alternating direction method of multipliers
(ADMM) is applied to solve the problem in a decentralized
manner. The resulting solution is not feasible if it does not
satisfy the eliminated rank one matrix constraint.

In this paper, the proposed microgrid coordination algorithm
is a novel departure from existing literature as we are able to
employ strategic decomposition and problem reformulations
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to account for non-convexities that cause intractability and
solve the coordination problem in a decentralized manner.
Specifically, the three main contributions in this paper are
the following: 1) We are able to decompose the original non-
convex coordination problem into sub-problems for each actu-
ating entity by strategically utilizing a variable transformation
and the operator-splitting method ADMM so that an exact
relaxation can be applied to the sub-problems via the Schur’s
Complement and S-Procedure; 2) Due to the convex nature
of this transformation, the proposed decentralized algorithm
that involves iterative information exchanges with only directly
connected actuating DER nodes is guaranteed to converge
under non-restrictive conditions; and 3) Convergence speed of
the algorithm is proportional to the number of actuating nodes
in the system which allows for near real-time coordination as
demonstrated by simulation studies on realistic islanded three-
phase microgrid systems. Comparative studies with recent
work are also included to highlight features of the proposed
algorithm.

The remainder of this paper is organized as follows. Sec-
tion II introduces the system model utilized in this paper
to represent the communication and electrical attributes of
a cyber-physical microgrid. In Section III, proposed decen-
tralized microgrid coordination algorithm is introduced along
with theoretical studies. Section IV validates the proposal
via simulation and comparative studies conducted on realistic
microgrids. Finally, the paper is concluded in Section V.

II. SYSTEM MODEL

In today’s era of the internet of things (IoT), power entities
are typically cyber-enabled and are equipped with intelligence
to compute local actuation by way of information exchanges
[20]. As such in this section, we present the model that we
utilize to represent the communication processes and physical
attributes of a cyber-physical microgrid system. Then, we
formulate the optimal microgrid coordination problem.

A. A Cyber-physical Microgrid

Fig. 1: A cyber-physical microgrid.

A microgrid is composed of active and passive elements
(e.g. generation units and power consumers) residing at close
geographical proximity as illustrated in Fig. 1. Each bus in
the microgrid represents a sub-system consisting of a load,
an electrical line and a DER. The DER is composed of an
energy source that connects to a storage system (to buffer the
power supplied by the source) which then interfaces with an
inverter. These sub-systems are then connected to one another

via power lines. We adopt a cyber-physical model where each
subsystem in the microgrid is represented by a bus agent that
is composed of an intelligent module with communication
and computational capabilities. These bus agents will interact
with neighbouring buses every 100 milliseconds (ms) and
exchange information as necessary. This information exchange
frequency accounts for typical delays incurred in the wireless
communication medium (between 8ms to 30ms for single hop
data exchange) [21]. The bus agents refine local solutions
based on the information received from peer nodes and local
state measurements (current, voltage, etc.). Once these compu-
tations converge, each bus agent will communicate the voltage
set-point to the local DER. This process is repeated every time
an impending change in load or the DER generation capacity
is expected. During these instances, the relevant entity (DER
or load) alerts the appropriate bus agent of the change.

B. Physical Microgrid Attributes

The physical microgrid model and the associated system
parameters utilized in this paper are adopted from reference
[1]. In this model, each sub-system is considered to be a
building block of the microgrid that connect to one another
to form the entire microgrid network. Fig. 2 presents a single-
line diagram of sub-system i ∈ n where n represents the total
number of sub-systems in the microgrid. Each sub-system is
composed of three main components: 1) DER; 2) load; and 3)
line.

Fig. 2: Single-line diagram of sub-system i.

The DER is represented by a voltage source converter
(VSC) for which the voltage and power ratings are set to
be 0.6 kV and 1.6 MVA respectively. According to the
survey presented in reference [22], these ratings are utilized
in practical microgrid systems such as those deployed by BC
Hydro and Hydro Quebec that are compliant with the IEEE
standard listed in reference [23]. The voltage at the VSC is
denoted by the variable Vti and this set-point is actuated by
the bus agent. The VSC is connected to an RL filter with
a quality factor of 50. This filter is utilized to smooth the
current Ii flowing from the VSC into the microgrid [1], [24].
The VSC and filter compose the DER unit which connects
to the microgrid bus via a 0.6/13.8 kV delta-wye step-up
transformer [1]. The next component in the sub-system is the
load which is modelled as three parallel branches consisting
of lumped inductive, capacitive and resistive elements [25].
In this configuration, the branch consisting of the resistor
Ri represents predominantly resistive loads such as heaters,

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TSG.2019.2922626

(c) 2019 Crown Copyright. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



3

filaments, etc. The RL branch composed of resistor Rli and
inductor Li accounts for motor loads which constitute a
wide proportion of loads in distribution feeders [24]. The
final branch consisting of the capacitor Ci captures stray
capacitances, capacitive power factor correction devices and/or
highly capacitive loads such as electrostatic precipitators. We
intend to extend this model to include constant power loads in
future work. The variable Ili denotes the current flowing across
the RL branch. The next component is the tie-line connecting
this sub-system to other sub-systems. The line inductance and
capacitance parameters are represented by Rti and Lti. Values
taken by these parameters are associated with low reactance
to resistance ratio as typical in standard distribution systems
[26]. The current flowing through the line is denoted as Iti.
Finally, the voltage Vi at the bus connecting the DER, load and
line must remain within ±0.05 p.u. of the nominal voltage.

Hence, each sub-system i is associated with four state
variables (Vi,abc, Ii,abc, Ili,abc, Iti,abc) where abc denotes the
three phases in the alternating current (AC) representation of
the microgrid system. The direct-quadrature-zero dq0 frame
of reference is widely utilized in microgrid control (e.g. [1])
instead of the abc frame as the state-space equations of the
circuit can be represented as a first-order linear system in terms
of voltage and current variables. In typical voltage phasor
models, there are non-convexities associated with power bal-
ance relations. The conversion of a state variable K from the
abc to the dq0 frame is obtained via the Park’s transformation
that is applied around a rotating frame of reference with
frequency ω [27]:

Kdq =
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θ is the phase angle associated with the rotating frame and
this must be tracked by every bus agent operating in the
dq0 frame. This phase angle is synchronized amongst bus
agents via internal crystal oscillators that are maintained within
each bus agent. Each oscillator will generate phase angle at
time t according to θ(t) =

∫ t
0
ω0dτ where f0 = 2π

ω0
is the

nominal frequency of the microgrd. This phase angle is then
utilized to perform the Park’s transformation. Synchronization
between local oscillators in bus agents are maintained via a
global synchronizing signal that each DER receives every one
second from Global Positioning Systems (GPS) to prevent
drifts over extended periods [28], [29]. The crystal oscillators
are economical and highly accuracies as well [30]. This open-
loop frequency control method has been utilized in existing
literature such as reference [1]. With this variable transforma-
tion, voltage and current variables in the dq0 frame are two-
dimensional (i.e. R2×1), real and linearly related in steady-
state conditions. To show this, the state-space equations in
the dq0 frame representing the electrical interdependencies in
each sub-system i are first derived by applying the Kirchhoff’s
voltage and current laws to the single-line circuit presented in
Fig. 2:
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Neighbours of sub-system i on the left and right are indexed as
i−1 and i+1 respectively. We consider serially connected mi-
crogrid as in reference [1] for notational convenience without
loss of generality. At steady-state, the differential terms will
be 0 which will result in a set of linear voltage and current
balance relations.

C. Formulation of Optimal Coordination Problem

In the optimal microgrid coordination problem considered in
this paper, we aim to minimize the cost of power supplied by
DERs in the system. Typically, there is no fuel cost associated
with renewable DERs (e.g. solar and wind generation). The
DERs considered in this paper are interfaced with storage sys-
tems and therefore are dispatchable. As outlined by reference
[31], there are costs associated with the installation, investment
and reliability of these energy sources. These costs can be
recovered via the price assigned for power generated by these
DERs. Furthermore, with the integration of technologies such
as BlockChain, peer-to-peer energy trading is now possible
[32]. Price can be assigned to power generated by these
entities to facilitate this decentralized energy trading process.
Moreover, this will further incentivize increased deployment of
renewables by power consumers. We will investigate extending
the proposed algorithm for any cost function in future work.

As we consider voltage and current variables in the dq0
frame in our system model, power Pi supplied by DER i
should be expressed in terms of these variables. This is done
by first observing that [33]:

Pi =
3

2
V ′ti,dqIi,dq (2)

Ii,dq can be expressed in terms of Vti and Vi by re-arranging
the relation in line 2 of Eq. 1 in steady-state (i.e. dIi,dqdt = 0):
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]
(3)

Substituting Eq. 3 into Eq. 2 to obtain an expression for Pi in
terms of Vti,dq and Vi,dq and assuming a linear cost function
KiPi where Ki ≥ 0 is a constant parameter, we derive the
cost function fi(Vi,dq, Vti,dq) for generation in sub-system i.
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stems from the determinant of
the inverse matrix in Eq. 3 which is positive (quadratic real
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terms). It is important to note that the Hessian of the matrix
Mi is not necessarily positive semi-definite due to the low
X/R ratio typical in microgrids. Thus, fi(Vi,dq, Vti,dq) can be
non-convex. We formulate the optimal microgrid coordination
problem composed of this objective in PC :

PC : minimize
V,I,IL,It,Vt

∑
i∈n

fi(Vi,dq , Vti,dq)

subject to: ∀ i ∈ n
−Vi,dq
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+

[
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]
Vi,dq +
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Ii,dqIempty(i) = 0 (C5)

0.952 ≤ V ′i,dqVi,dq ≤ 1.052 (C6)

Constraints (C1)−(C4) represent voltage and current balance
equations in steady-state. As these are linear relations, these
are convex constraints. The demand at each bus is modelled
in a passive manner via the load parameters Ri, RLi, Ci, Li
which affects the current flowing into the three load branches.
These parameters will be updated every-time PC is solved
to reflect the ongoing changes in demand in the microgrid
system. Iempty(i) is an indicator variable that is set to 1 if stor-
age in DER i is empty and 0 otherwise. Thus, (C5) captures
variability in generation capacities of DERs. (C6) represents
the upper and lower limits on bus voltage magnitude which are
squared in order to eliminate the square root associated with
the voltage magnitude term. The upper limit of this constraint
is convex as the Hessian of the inequality in the standard form
(i.e. f(x) ≤ 0) is positive semi-definite. On the other hand,
the Hessian associated with the lower limit of this constraint
is not positive semi-definite. This constraint is not convex and
it can be shown that the formal definition of a convex set S
(i.e. θx+ (1− θ)y ∈ S where x ∈ S, y ∈ S, θ ∈ [0, 1] [35])
does not hold.

Thus, PC consists of two instances of non-convexities: 1)
Cost of power generated by DERs; and 2) Lower voltage
magnitude limit. These non-convexities render directly solving
PC NP-hard which translates to intractability for near real-
time computations in large microgrid systems (i.e. n is large)
[35]. We tackle the issue of non-convexity by employing
strategic decomposition that allows for the application of exact
convex relaxations as discussed next.

III. PROPOSED DECENTRALIZED ALGORITHM

In this paper, we are proposing a highly granular and flexible
microgrid coordination algorithm that can accommodate the
fluctuating nature of generation/demand and the seamless
plug-and-play integration of diverse power components. For
this, it is necessary to solve PC frequently (e.g. timescale of
seconds) to adapt to ongoing system changes and in a decen-
tralized manner to eliminate concentrated overheads. As PC is
a non-convex problem, decentralized techniques will be prone
to issues such as divergence and sub-optimality. On the other

hand, convex relaxations can result in approximations that
may violate important system limits (e.g. bus voltage, etc.).
To overcome these issues, we utilize ADMM to strategically
decompose PC into a set of sub-problems solved by each bus
agent so that exact convex relaxations can be applied to these
for guaranteeing feasibility, tractability and convergence.

The application of ADMM to decompose optimal power
flow problems is not a novel concept as illustrated in recent
works such as [17], [19]. Although we adopt main elements
of ADMM proposed in the context of power systems (e.g.
local/perspective variables), we differ in two main respects:
1) Use of a linear dq0-frame of reference in the problem
formulation; and 2) Strategic decomposition of the problem for
allowing an exact convex relaxation. After decomposing PC ,
we apply a convex relaxation via the Schur’s complement to
the dual of each sub-problem and then utilize the S-procedure
to prove the exact nature of this relaxation. The iterative
refinement of local VSC setpoints obtained by solving these
convex sub-problems will result in linear convergence of the
system. Details on our proposed decentralized algorithm are
presented next.

A. Decoupled Optimization Problem

The decomposition of problem PC for each bus agent i
is not straight-forward as constraints such as (C1) and (C4)
are not separable. These contain variables such as Iti−1,dq and
Vi+1,dq that belong to neighbouring sub-systems (i.e. bus agent
i−1 and i+1). In order to overcome this issue, we adopt the
notion of perspective variables introduced in reference [17].
Each bus agent i will maintain two sets of variables: 1) Local
variables xi; and 2) Perspective variables yi. Local variables
consist of all state variables that belong to sub-system i:

xi = {V xi , Ixi , IxLi, I
x
ti, V

x
ti} (4)

The sub-script dq is omitted for brevity. Henceforth, all
variables are referred to in the dq0 frame of reference unless
otherwise specified. (C6) imposes limits on individual vari-
ables belonging to sub-system i. The lower limit introduces
the non-convexity in the bus voltage magnitude constraint. We
define, all feasible points defined by this lower limit to form
the set Xi. Hence, local variables xi must belong to the set Xi
(i.e. xi ∈ Xi). Perspective variables maintained by bus agent
i are guesses of actual variables. The remaining constraints
are (C1) − (C5) and the upper limit associated with (C6).
These contain variables belonging to neighbouring agents.
Hence, local perspectives of variables in these equations are
maintained in the set yi:

yi = {V yi,i, V
y
i+1,i, I

y
i,i, I

y
Li,i, I

y
ti,i, I

y
ti−1,i, V

y
ti,i} (5)

The subscripts of these y variables contain two indices where
the first index reflects the perspective of and the second index
represents the perspective from. For instance, Iyti−1,i is the
line current of sub-system i − 1 from the perspective of bus
agent i. These variables must satisfy the voltage and current
balance relations in (C1) − (C5) along with the upper limit
on bus voltage magnitude. All feasible points that heed these
relations form the set Yi. Thus, the perspective variables yi
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must belong to the set Yi (i.e. yi ∈ Yi). Now, the problem PC
is separable in terms of the local and perspective variables for
each bus agent. However, for these to represent the original
problem in PC , the actual variables must be equal to the
guesses/perspectives maintained by the bus agents. Thus, in
each sub-system i, a consensus must be established between
yi and xi, xi+1 and xi−1. Problem PS is formulated in terms
of these local and perspective variables along with consensus
constraints:

PS : minimize
x∈X ,y∈Y

∑
i∈n

fi(xi)

s.t. ∀ i ∈ n
V yi,i = V xi , V

y
i+1,i = V xi+1, I

y
i,i = Ixi , I

y
Li,i = IxLi,

Iyti,i = Ixti, I
y
ti−1,i = Ixt,i−1, V

y
ti,i = V xti

Now, with the addition of the consensus constraints, problem
PS will be equivalent to PC . In order to decompose PS
into sub-problems solved by each bus agent, we construct the
augmented Lagrangian LSρ (xi, yi, vi) for this problem where
Mx−Ny represents the consensus constraints in PS , ν is the
dual variable associated with the consensus constraints and
ρ > 0 is the penalty parameter that imposes strict convexity
of the Lagrangian.

LSρ (x, y, ν) =
∑
i∈n
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ρ
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Each bus agent will maintain two versions of the Lagrangian
function locally which are optimized over xi and yi respec-
tively. Terms not relevant to the optimization being conducted
are discarded as these become constant parameters that do not
affect the optimization process. Thus, at every iteration k, each
bus agent i sequentially solves the Lagrangian as follows:

xk+1
i = argmin

xi∈Xi

LSp (x, yk, νk) (U1)

yk+1
i = argmin

yi∈Yi

LSp (xk+1, y, νk) (U2)

vk+1
i = νki + ρ(Mxk+1 −Nyk+1) (U3)

where variables marked with the superscript k represent values
computed in the preceding iteration which are held constant
in the current iteration. Prior to update (U1), bus agent
i exchanges νk computed in iteration k with neighbouring
bus agents. Similarly for updates (U2) and (U3), bus agent
i exchanges xk+1 and yk+1 computed in (U1) and (U2)
respectively with peers. Thus, it is clear that every bus
agent iteratively refines local and perspective variables via
three sets of information exchanges with directly connected
neighbouring bus agents and this is a decentralized process
requiring communication with nodes located at close proxim-
ity. This process is repeated until the residual of the consensus
constraint ||Mx − Ny||22 falls below a pre-defined threshold

ε. At convergence, the consensus constraint Mx − Ny = 0
which will result in the dual term vT (Mx−Ny) and the
augmented term ρ

2 ‖Mx−Ny‖22 in LSρ (x, y, ν) to be 0 which
will result in the Lagrangian reducing to the original objective
in PS [38]. However, since the set Xi and the Lagrangian
function LSρ (xi, yki , νki ) which consists of fi(Vi,dq, Vti,dq) are
both not convex, this iterative decentralized update process
is not guaranteed to converge to the globally optimal solution
[18]. The problem solved in (U2) is convex as Yi is composed
of linear voltage/current balance constraints and convex upper
bounds on bus voltage magnitude limits with the objective
LSp (xk+1, y, νk) composed of quadratic variables with positive
coefficients.

B. Eliminating Non-convexities

Thus, we focus next on applying transformations that can
convert (U1) into an exact convex relaxation. First, we observe
that the general form of the optimization problem in (U1) is:

PiU1 : minimize
xi∈Xi

1

2
xTi
(
Ai0 +Bi0

)
xi + Ci0xi

s.t. Di1 ≤
1

2
xTi A

i
1xi

where Ai0 is the coefficient
3
2Ki

R2
fi+ω

2L2
fi
Mi from the cost

function fi(Vti, Vi). Bi0 is a diagonal matrix containing the
coefficients of quadratic terms in LSρ pertaining to xi. The
general structure of Bi0 is 2diag(2ρ, 2ρ, ρ, ρ, ρ, ρ, 2ρ, 2ρ, ρ, ρ)
for all subsystems except for subsystems located at the ends
of the physical microgrid network. For a subsystem having no
neighbour i+1, the 7th and 8th elements in Bi0 are set to 2ρ.
Similarly for a subsystem having no neighbour i− 1, the 1st

and 2nd elements are equal to 2ρ. Ci0 is the matrix containing
the coefficients of the linear terms in LSρ pertaining to xi. The
constraint reflects the lower bus voltage limits and is expressed
in standard quadratic form where Ai1 = 2diag(1, 1, 0, . . . , 0)
so that 1

2x
T
i A

i
1xi = V ′i Vi and Di

1 represents the lower limit
of the normalized bus voltage magnitude squared.

The objective function of PU1 is convex if the Hessian is
positive semi-definite (i.e. Ai0+B

i
0 � 0). As Ai0 is the constant

coefficient of the cost function fi(.), it is not guaranteed to be
positive semi-definite (from Sec. II-C). Matrix Bi0 contains ρ
terms in the diagonal elements which can be set to any non-
negative value. Thus, the value of ρ is selected so that the
Hessian Ai0 +Bi0 is guaranteed to be positive semi-definite.

Theorem 1. When ρ satisfies the following inequality, the
objective function of PU1 is convex:

ρU1 ≥ max
i∈n


√

1

2

(
RfiKi

Di

)2

+
1

4

(
wLfiKi

Di

)2

−
1

2

(
RfiKi

Di

)
(6)

Proof. This inequality has been derived from the premise that
every eigenvalue of a positive semi-definite matrix is non-
negative [35]. Thus, e is an eigenvalue of the matrix Ai0 +Bi0
if det(Ai0 + Bi0 − Ie) = 0 where I is an identity matrix. The
resulting roots of the equation are selected so that e ≥ 0 from
which the condition on ρ listed in the above is derived. A
detailed proof is listed in Appendix A of this paper.
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Although the objective is convex when ρ satisfies the
condition in Theorem 1, the non-convexity imposed by the bus
voltage magnitude constraint must be overcome. We construct
the dual function g(λ) for PU1 where λ is the Lagrangian
multiplier associated with the lower limit constraint:

g(λ) : minimize
x

1

2
xT (A0 +B0)x+ C0x+ λ(D1 −

1

2
xTA1x)

Closed-form expression can be obtained for g(λ) by evoking
the first-order optimality condition (i.e. ∂LU1

∂x = 0) where
LU1 is the Lagrangian function associated with PU1. x can
expressed in terms of λ via the relation ∂LU1

∂x = 0:

∂LU1

∂x
= (A0 +B0)x+ C0 − λ(A1x) = 0;

x = − (A0 +B0 − λA1)
−1 C0

where x is in terms of λ. Substituting x into g(λ) results in
the dual problem DU1:

DU1 : max
λU1

(
D0 + λD1

)
− CT0 (A0 +B0 − λA1)

−1 C0

s.t. λ ≥ 0 (D1′)

A0 +B0 − λA1 � 0 (D2′)

where constraint (D1′) is necessary for any Lagrangian mul-
tiplier associated with an inequality constraint [35]. (D2′) is
a positive-semidefinite relation due to ρ selected according to
Theorem 1. This constraint is necessary for avoiding the trivial
optimal value of −∞. The structure of the dual problem allows
for the application of the Schur’s complement which converts
DU1 to a semi-definite program (SDP) SU1 [36]:

SU1 : maximize
λ,γ

γ

s.t. λ ≥ 0[
A0 +B0 − λA1 C0

CT0 D0 + λD1 − γ

]
� 0

This concave dual problem can be solved to obtain the optimal
value λ∗. This is then substituted back into the expression
obtained for x′ in terms of λ. The following theorem shows
that this solution results in zero duality gap (i.e. solving PU1

is equivalent to solving SU1).

Theorem 2. Strong duality holds between PU1 and g where
the dual optimal value g∗ is equal to the primal optimal value
P∗U1 when the primal problem PU1 is strictly feasible.

Proof. For quadratically constrained quadratic program
(QCQP) with a single constraint, the S-procedure which is
commonly applied in control theory [37] states that if there
exists a λ ≥ 0 such that:A0 +B0 C0

CT0 D0 − γ

+ λ

−A1 0

0 D1

 � 0

then, the optimal values of the primal problem and the
dual problem are equal regardless of whether the quadratic
constraint is convex or not. This condition essentially imposes
feasibility of the dual problem SU1 which holds due to ρ which
is selected in accordance to Theorem 1.

C. Summary of Proposed Algorithm

Thus, since now all updates (U1) and (U2) are conducted
via convex minimization operations, the proposed decentral-
ized algorithm listed in Alg. 1 is guaranteed to converge
via iterative refinement of local solutions by individual bus
agents. The convergence rate is demonstrated to be linear by
reference [17] with respect to the number of bus agents n
in the system (i.e. O(n)). When an impending change in the
demand and/or supply is about take place, the corresponding
bus agent will trigger the distributed algorithm proposed in this
paper by initiating the information exchange process. This will
result in the computation of cost-effective setpoints of voltage
source convertors that are able to accommodate the impending
changes in the system in stead-state. Existing droop control
methods can be implemented in conjunction with the proposed
steady-state algorithm to address transience. As future work,
we intend to explore combining optimal transient control
with the proposed steady-state algorithm for all-encompassing
microgrid coordination. This is illustrated via comprehensive
simulation studies presented next.

Alg 1: Decentralized Microgrid Coordination for Bus Agent i

Initialize: xi ← 0, yi ← 0, νi ← 0, k ← 0, rk+1
i ← ∞, ρ ∈ Eq.6,

Ni ← Neighbours of i
while rk+1

i > ε do
xk+1
i ← argmin

xi∈Xi

Liρ(xi, yk, νkn)

Solve for λ∗ from SU1; Set xk+1
i = − (A0 +B0 − λ∗A1)

−1 C0

- Broadcast to all Ni the computed xk+1
i

yk+1
i ← argmin

yi∈Yi
Liρ(x

k+1
n , y, νkn)

- Broadcast to all Ni computed yk+1
i

νk+1
i ← νki + ρ(xk+1

i − yk+1
i )

- Broadcast to all Ni computed νk+1
i

- Compute residuals: rk+1
i ← ||Mix

k+1
i −Niyk+1

i ||
- k ← k + 1

end while

IV. RESULTS

In this section, we validate the proposed decentralized algo-
rithm via simulations involving realistic microgrid parameters
obtained from reference [1]. Fig. 3 presents the line diagram
for the 30-bus microgrid system utilized in the simulation stud-
ies. All simulations are implemented in MATLAB installed in
a personal computer consisting of an i5 processor with 2.3
GHz speed.

A. Steady-state Characteristics

First, we establish that the steady-state characteristics of the
linear dynamical microgrid system defined by the state-space
equations in Eq. 1 correspond to the optimal values computed
by the proposed algorithm in both the dq0 and abc frames of
references which are implemented in MATLAB and PSACD
respectively. For this, a small microgrid containing three sub-
systems is implemented in PSCAD where the voltages Vti at
each VSC are set to values computed by the proposed algo-
rithm implemented in MATLAB. Fig. 4a contains the profile
of bus voltage V1 generated by the simulation over 0.3 seconds
for sub-system 1. We have added a data-tip for the time value
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Fig. 3: 30-bus line diagram

of 0.2264 seconds in both the abc and dq0 frame of references
in Fig. 4a. It is clear that the magnitude of the point in the dq0
frame which is

√
0.70332 + 0.70152 = 0.9933 is very close

to the amplitude 0.9938 at that point in the abc frame which
is the magnitude of the phasors. This minor discrepancy can
be attributed to rounding errors and/differences in modelling
dynamical systems in both platforms (i.e. MATLAB and
PSCAD). Steady-state values generated in both frames of
reference are identical and correspond to the optimal values
computed by the proposed algorithm as expected. From Fig.
4a, it is evident that the dq0-frame eliminates the sinusoidal
behaviour of the system in steady-state which is otherwise
present in the abc-frame.

B. Convergence Characteristics

Next, we assess the impact of the number of sub-systems
present in the microgrid on the convergence characteristics
of the proposed algorithm. For this, we have simulated four
microgrids containing three, ten, twenty and thirty sub-systems
respectively. The MATLAB simulations keep track of the total
number of iterations necessary for convergence (i.e. when the
residual is smaller than ε). The convergence time is calculated
by multiplying the worst case communication/computational
delays associated with iteration. In each iteration k, three sets
of information exchanges are necessary for the xk, yk and
νk updates. Each update entails the exchange of information
with neighbouring buses which are typically one hop away.
The worst case communication delay ranges from 8 ms to
30 ms [21] in one-hop communication in Zigbee Networks
that are typically utilized in smart grid systems [20]. Com-
putational complexity for x and y updates is associated with
solving a quadratic problem or semi-definite program and this
is typically O(b3) as interior point methods are commonly
utilized for solving these [35]. The ν update involves a simple
linear combination. b is the number of variables in each sub-
problem. As |b| ranges between 5 to 10 variables per bus agent,
solving these problems will entail a fraction of a millisecond
with standard computational power available in distributed
intelligent devices [20]. As per Sec. II-A, we allocate 100ms
for each update which includes sufficient margins for worst
case communication and computational delays while also
accounting for unexpected delays. Thus, each iteration takes
place over a period of 0.1s ∗ 3 = 0.3s. Fig. 4b illustrates how

the residual evolves over the iterations k for these systems.
Convergence is achieved when the residual falls below ε. It is
clear that for larger microgrid systems, the number of iterations
necessary for convergence increases as expected. In Fig. 4b, it
is evident that for the 30-bus microgrid system, convergence
entailed 160 iterations. Three sets of information exchanges
are conducted every 0.3 seconds as per our system model listed
in Sec. II-A. This translates to 48 seconds for convergence
which allows for near real-time coordination of a system as
large as the 30-bus microgrid.

We next study the impact of various values of ρ on the
convergence characteristics of the proposed system in Fig.
6a. Here we fix the microgrid to be a five-bus system and
investigate how ρ affects convergence. As per Theorem 1, ρ
is subject to a strictly positive lower limit. There is no upper
limit imposed on ρ. According to reference [38], convergence
of the ADMM algorithm is guaranteed for any strictly positive
ρ and convex formulation. For the results generated in Fig. 6a,
the value of ρ is changed from 10 to 104 in multiples of 10.
It can be observed that the iterations for convergence does not
increase significantly for ρ = 104 from ρ = 10 (i.e. by 75
iterations). It is clear that there are initial oscillations before
the residual drops to a steady-state value for ρ = 104. ρ is
a coefficient in U1 and U2 and imposes significant penalty
in x and y updates. For the dual variable update in U3, ρ
serves as the step-size. For large ρ, this results in the over-
shooting of the iterative updates of the dual variable. This can
be attributed to the oscillations in the initial iterations. Then,
the heavy penalty imposed on the x and y variables allow for
the settling of the variables to the equilibrium values.

For typical microgrid systems (such as the one investigated
in this paper), ρ ≈ 1.7 for a microgrid consisting of any
number of sub-systems. This is a very low value and since the
system attributes are in terms per unit values, ρ will not deviate
significantly from this value. Thus, this value multiplied by a
constant of 100 can be pre-set for all bus agents. Each bus
agent can locally compute ρ when there is a local change and
if this value is larger than the current value, the corresponding
agent can broadcast this value to all other agents in the system
which can then be locally updated.

C. System Limits

The proposed coordination algorithm is premised upon
accurately accounting for voltage-current balance and bus
voltage magnitude limits with no relaxations in place. In order
to ascertain that the proposed algorithm maintains system
limits around acceptable thresholds even under severe system
stress, bus loadings ranging from 1.0 p.u. to 2.0 p.u. are
examined next. We specifically focus on increasing RL loads
as these are major constituents of demands in micogrids that
can lead to destabilizing stress in the system. In Fig. 5a
we show that the VSC setpoints actuated in accordance to
the values computed by the proposed algorithm maintains
bus voltages within acceptable thresholds of 0.05 ± 1 p.u.
Specifically, all buses voltages have been verified to lie within
the acceptable thresholds and the confidence intervals of the
voltage magnitude values taken by buses for various bus
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loadings show that the voltages are maintained around the
nominal value of 1.0 p.u. We also investigate overall costs
incurred in the system for increasing bus loading in Fig. 5b
and as expected these costs increase approximately linearly
with linearly rising demands. The costs Ai assigned to DER
generation are randomly generated positive values.

Next, we investigate the impact of inactive DERs in the
microgrid system. In the original problem formulation PC ,
we have included constraint (C5) to accommodate instances
where DERs are inactive in certain buses. The current injected
by the inactive DER in the corresponding bus is set to 0
by the indicator variable in this constraint. Fig. 6b illustrates
the impact of the activation of this constraint in bus 4. As
expected power sharing amongst DERs in other buses is
adjusted accordingly when the DER in bus 4 is or is not active.
Furthermore, the voltage profile in the system indicates a dip
at bus 4 when the DER is not active as this bus is drawing
power to supplement local loads and not injecting power back
into the system.

D. Comparative Studies
Next, we present comparative studies of our proposal with

recent state-of-the-art in the area of microgrid coordination.
Specifically, we compare our work with the incremental cost-
based distributed droop strategy proposed in reference [15]
which entails no information exchanges and utilizes only local
measurements to improve local power dispatch by DERs. As
this algorithm focuses mainly on real-time economic dispatch
in microgrids, considerations that include bus voltage, reactive
power and system limits are not included. When there is

excessive bus loading or if the costs assigned to DERs are
highly biased, it is possible for fundamental system limits to
be violated. To illustrate this, we apply the algorithm proposed
in [15] to a microgrid consisting of 5 sub-systems where the
cost parameters Ci are set to (1000, 1000, 1000, 0.01, 1000)
for each sub-system respectively. The DER in sub-system 4
has a significantly lower cost in comparison to other sub-
systems. Thus, intuitively, if there exists sufficient generation
capacity, most power will be drawn from that source to
supplement overall demands in the system if system limits
are not considered. This is indeed the case as illustrated in
Fig. 7a where significant real power is drawn from bus 4. The
bus voltages magnitudes are well above the acceptable upper
limit of 1.05 p.u. as illustrated in Fig. 7b and this will result
in equipment damages and cascading outages. Our algorithm,
on the other hand, maintains bus voltages around the nominal
value which is well within the safe operating limits. Thus,
including underlying physical network characteristics allows
for stable system operations. We also compare the performance
of our proposal to the inbuilt non-convex quadratic program
solver in MATLAB based on interior point method. Our
proposal in this paper results in solutions that are associated
with lower cost than that obtained by directly solving the non-
convex sub-problem. For instance, for a five-bus system, our
proposal results in an overall cost of 0.80 whereas applying
the non-convex solver for the same system incurs a cost of
1.18. This is expected as non-convex solvers do not guarantee
optimality.

We also compare our proposal with recent literature in
the area of microgrid coordination in Table I with respect
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Proposed
Algorithm

Incremental-cost
droop algorithm [15]

Distributed OPF algo-
rithm Type 1 [17]

Distributed OPF Al-
gorithm Type 2 [19]

Centralized
Algorithm in [10]

Convergence Linear O(n) - Linear O(n) Linear O(n) O(n3)
Communication
Overhead O(m) - O(m) O(m) O(n)

Relaxations
of physical
microgrid
constraints

None
Reactive power bal-
ance or voltage regu-
lation not considered

SOCP inequality re-
laxation

Optimal Solution, X∗
Rank relaxation

Reactive power bal-
ance or voltage regu-
lation not considered

Feasibility in
Original OPF Yes Not guaranteed Not guaranteed Not guaranteed Yes

TABLE I: Performance Comparison of Proposed Algorithm

to four attributes: 1) Convergence rate; 2) Communication
overheads; 3) Relaxations; and 4) Guarantees of feasibility. We
have examined proposals that entail no communication [15],
decentralized computations based on peer-to-peer information
exchanges [17], [19] and centralized solution [10]. We denote
the total number of DERs in the system as n and the number of
neighbouring nodes as m. The convergence rate of decentral-
ized solutions (ours and [17], [19]) is O(n) as these are convex
formulations that utilize information exchanges designed using
ADMM. For centralized methods [10], the computational
complexity entailed is O(n3). All solutions involving peer-
to-peer information exchanges incur a communication com-
plexity of O(m). Next, we examine the relaxations applied
to the formulation of the optimal power flow problem in the
microgrid in these proposals. We apply no relaxations while
references [17] and [19] apply second order cone (SOC) and
rank relaxations respectively. If the solutions produced by
these proposals do not satisfy the original OPF constraints,
then these are infeasible. Proposals [15] and [10] completely
neglect reactive power balance and voltage regulation and
these are also subject to in-feasibilities. Thus, although our
proposal entails communication with neighbouring nodes, the
superior convergence characteristics render it ideal for near
real-time microgrid coordination.

The afore-mentioned strategies are implemented in AC
systems. DC microgrids are also becoming prevalent and ref-
erence [41] is an example of work in this area that investigates
fair load sharing in a decentralized manner while maintaining
actuation constraints such as voltage limits and so on. The
fundamental differences between this work and our work are

due to the fact that the underlying system is different (i.e. DC
vs AC). The problem formulation in [41] is a convex quadratic
program with linear constraints. In our work, although we
apply the Park’s transformation to construct linear current and
voltage balance constraints, the voltage magnitude constraints
are quadratic and the cost function is also quadratic. As
the state variables are voltage and current, expressing power
in terms of these variables result in non-convexities in the
objective function. Furthermore, the lower limit on the bus
voltage magnitude constraint is also non-convex. Thus, our
work deals with these additional challenges by proposing a
decentralized algorithm based on Schur’s complement and the
S-procedure that is able to exactly overcome these.

Other approaches like references [42], [43] separate the
microgrid coordination problem into multiple hierarchies. Op-
timal dispatch values are computed at the secondary level via
methods that include consensus and primal-dual decomposi-
tion. Then, primary control techniques such as AC frequency,
voltage and power droop control are utilized to offset fluc-
tuations in the system. These droop techniques may result
in sub-optimality before the next optimal dispatch setpoint
is computed at the secondary level. Economic dispatch for-
mulated at the secondary level does not account for voltage
and system losses. Our work differs from these approaches as
we exactly account for power losses and system limits (e.g.
voltage magnitude limits, etc.) at a highly granular manner
and thus closely accounting for fluctuations in near real-time.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TSG.2019.2922626

(c) 2019 Crown Copyright. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



10

V. CONCLUSIONS

We have proposed a decentralized microgrid coordination
algorithm for near real-time computations of optimal VSC
set-points which can readily adopt to ongoing changes in the
system. This algorithm accounts for the underlying electrical
constructs of the microgrid which is imperative for maintaining
feasible and stable system operations. We have leveraged
on the linear steady-state voltage/current balance relations in
the dq0 frame to formulate the optimal microgrid coordina-
tion problem and strategically applied ADMM to decompose
this problem into simpler sub-problems that allows for the
application of an exact convex relaxation via the Schur’s
complement and S-procedure. We have highlighted through
practical simulation and comparative studies the convergence,
performance and feasibility characteristics of our proposal
under various system settings. As future work, we intend
to investigate how this algorithm can be used in tandem
with effective transient control strategies for allowing efficient
and stable control of microgrid systems. This initiative is
a significant step in realizing an efficient, sustainable and
responsive energy landscape.

APPENDIX: PROOF OF THEOREM 1

In this section, we present the proof of Theorem 1 that
presents a lower limit on ρ that guarantees the convexity of
the objective of PU1. The original objective of PU1 is:

fi(xi) =
1

2
xTi
(
Ai0 +Bi0

)
xi + Ci0xi

The non-convexity in the above objective is due to the
quadratic terms associated with Vi and Vti (based on Eq. 2).
We specifically consider these quadratic terms next:

fi
(
Vi,dq , Vti,dq

)
=
[
Vi,dq Vti,dq

]T
(AiS0 +BiS0)

[
Vi,dq Vti,dq

]

where AiS0 =
3
2
Ki

R2
fi + (ωLfi)2


0 0 −Rfi

2

ωLfi

2

0 0 −ωLfi

2
−Rfi

2

−Rfi

2
−ωLfi

2
Rfi 0

ωLfi

2
−Rfi

2
0 Rfi


and

(
BiS0

)
worst case = 2diag(ρ, ρ, ρ, ρ)

We set the worst case BiS0 to be 2diag(ρ, ρ, ρ, ρ) which occurs
for the root bus in the physical network topology representing
the microgrid. For all other buses, the first two diagonal
elements in BiS0 are 4ρ. Since, we are utilizing ρ to maintain
the convexity of the objective, we are seeking the lower limit
that is applicable for all buses. For convexity of the objective to
hold, the constant matrix associated with the fi (Vi,dq, Vti,dq)
term must be positive semi-definite [35] (i.e. (AiS0+B

i
S0) � 0)

which translates to:


ρ 0 −a−ρ

2
b
2

0 ρ − b
2

−a−ρ
2

−a−ρ
2

− b
2

a 0
b
2

−a−ρ
2

0 a

 � 0 where,

a = ρ+Rfi ·
3
2
Ki

R2
fi + (ωLfi)2

, b = ωLfi ·
3
2
Ki

R2
fi + (ωLfi)2

Positive semi-definiteness of a square matrix can be assessed
by examining the eigenvalues of the matrix. If these are
non-negative, then positive semi-definiteness holds. Let the
eigenvalue be represented as e and this can be computed by
solving the characteristic equation: det(Ai0 + Bi0 − Ie) = 0.
With some algebraic manipulations, we obtain the following
relation for the characteristic equation:[

(ρ− e) (a− e)−
(a− ρ)2

4
−
b2

4

]2
= 0

It is clear that the above can be expanded to a fourth-degree
polynomial in terms of e and this characteristic equation has
two pairs of repeated roots (i.e. there are 4 eigenvalues). Ap-
plying the quadratic formula, each pair of repeated eigenvalues
can be computed as follows:

erepeated =
(a+ ρ)±

√
(a+ ρ)2 − 4{aρ− (a−ρ)2

4
− b2

4
}

2

For positive semi-definiteness to hold, the eigenvalues must be
non-negative. To enforce this condition, it suffices to set this
condition on the smallest eigenvalue as follows:

(a+ ρ)−
√

(a+ ρ)2 − 4{aρ− (a−ρ)2
4
− b2

4
}

2
≥ 0

Since ρ can be selected to enforce the above condition, we
isolate ρ in the above inequality to obtain:

ρ ≥

√√√√1

2

(
Rfi ·

3
2
Ki

R2
fi + (ωLfi)2

)2

+
1

4

(
ωLfi ·

3
2
Ki

R2
fi + (ωLfi)2

)2

−
1

2

(
Rfi ·

3
2
Ki

R2
fi + (ωLfi)2

)

Setting Di to be 2
3 (R

2
fi + (ωLfi)

2), we obtain the lower limit
listed in Theorem 1.
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