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Abstract—This paper introduces an analytical method, based on 

the Complex Network Theory (CNT), to assess the risk of the 

Smart Grid failure due to communication network malfunction, 

associated with latency and ICT network reliability. Firstly, the 

communication architecture is modelled using a two-step CNT 

framework – an Operation Graph (OG) in step one and a 

Reliability Graph (RG) in step two. Secondly, the latency of data 

packets and the reliability of each communication device are 

incorporated into the model to identify the reliability of all 

operational communication paths for successful power system 

control purposes. Then, the risk of Smart Grid failure due to the 

communication network malfunction is quantified using a System 

Reliability Index (SRI). Next, sensitivity analysis is performed to 

assess the importance of each communication network 

component using two innovative Importance Measures (IM), 

namely System Reliability Advancement Worth (SRAW) and 

System Reliability Deterioration Worth (SRDW). Finally, the 

proposed approach is demonstrated on a laboratory-scale 

communication network. 

Index Terms—Complex Network Theory, Industrial 

Communication Technology (ICT), Reliability, Uncertainty. 

I. INTRODUCTION 

ODERN societies are more and more dependent on the 

secure and reliable functioning of Critical 

Infrastructures (CI), such as power systems, that provide the 

backbone of modern living. However, with widely deployed 

Industrial Communication Technology (ICT) networks into 

these CIs, for the purpose of a more observable and 

controllable physical environment, cyber components’ failures 

introduced another layer of uncertainty in the assessment of the 

reliability (i.e., the continuity of correct service) of the CI 

systems, e.g., the impact of ICT failures on the monitoring [1] 

and control [2] of power system. In the UK, reliability has been 

identified as one of the most important features of the ICT 

network, with regards to its role played in the power 

transmission system [3]. Conventional well-established power 

system reliability evaluation techniques and industry practices 

and standards focus only on the physical, electrical power grid, 

part of the system [4-7], but neglect the impact of the failures 

in the auxiliary cyber environment. Recent studies based on a 

Cyber-physical System (CPS) framework gradually shift the 

research attention to the cyber domain of the ICT-Electrical 

Power System (EPS) to treat both systems in an integrated 

manner. A survey has been conducted to identify collectively 

the impact of imperfections of communication network on 

power systems, and such imperfections have been identified to 

arise from two aspects, namely external intrusions (e.g. 

cyberattacks), and internal failures (e.g. components’ 

malfunction), which should be treated differently as security 

and reliability issues [8]. A cyber-constrained optimal power 

flow (OPF) model for smart grid emergency response is 

proposed in [9]. A model to assess the reliability of smart 

distribution network considering the reliability of its 

interconnected ICT infrastructure is proposed in [10]; this 

model, however, is incapable of quantifying the effect of 

latency (as stressed in [11]) when rerouting of data is 

considered. Other widely accepted techniques to analyze the 

direct cyber-to-power impact on system reliability include 

Markovian model [12], Reliability Block Diagram (RBD) [13, 

14], fault-tree analysis [15], failure propagations studies [16], 

state-mapping techniques [17], and simulation approaches [18-

20]. Nevertheless, these techniques require exhaustive 

computational effort, and the computational time grows 

exponentially with the size of the system being examined [21]. 

Another solution to this problem that has been commonly 

used is reliability graph [22]. Attempts have been made in the 

past to develop an efficient algorithm for graph-based network 

reliability calculations. The reliability graph is encoded into a 

Binary Decision Diagram (BDD) to manipulate Boolean 

connectivity functions, so that the storage and computation 

complexity in large reliability graph calculations are reduced 

[23]. To increase the intuitiveness of BDD- and Fault-Tree- 

based analyses, a method to transform the reliability graph with 

perfect nodes into Bayesian network with ‘general gates’ has 

been proposed in [24]. Similarly, the reliability graph with 

perfect edges was represented by Bayesian network with 

‘general gates’ in [25]. Finally, optimization strategies for 

network reliability have been proposed with a main focus to 

develop a uniformly optimally reliable graph, i.e., a graph with 
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fixed topology that is most reliable irrespective of the change in 

its edges’ reliabilities [26, 27]. Yet, these methods still heavily 

depend on cause-effect consequences and therefore, lack 

practicality in assessing the overall reliability of large 

interconnected ICT-EP systems. 

As a result, a scalable yet practical tool to evaluate the risk 

of failure of interconnected system due to ICT system 

reliability, and to identify the critical cyber components, needs 

to be developed.  

The main contributions of this paper include 1) the 

establishment of a two-step model based on Complex Network 

Theory (CNT), for the assessment of the structural importance 

of the ICT components within a Supervisory Control and Data 

Acquisition (SCADA) system; 2) the introduction of a novel 

System Reliability Index (SRI) to quantify the reliability level 

of the system; 3) the development of System Reliability 

Advancement Worth (SRAW) and System Reliability 

Deterioration Worth (SRDW) to rank the criticality of each ICT 

component for the overall system reliability. The fundamentals 

of the proposed approach are illustrated on a laboratory-scale 

communication network used in the IEC 61850-based 

substations. 

II. COMPLEX NETWORK MODEL 

A.  Operation Graph and Reliability Graph 

The first step to evaluate the risk of misoperation of ICT 

network structure is to identify the event to be analyzed and its 

consequences. To comprehensively analyze the risk of the ICT 

network, all faulty or hazardous events should be considered. 

For demonstration purposes, this paper considers only one 

event at a time, and all consequences equal to one. It can equally 

be applied though, to include the possibilities of occurrence of 

other events and associated consequence values. A quantitative 

definition of risk is given as the product of the probability of the 

occurrence of undesired events and their consequences, as 

given in (1). 

  𝑅𝑖𝑠𝑘 =∑𝑝(𝐸𝑖
𝑖

) × 𝐶(𝐸𝑖) (1)  

where p(Ei) is the probability of the occurrence of undesired 

event Ei and the C(Ei) is its related consequences.  

Subsequently, the structure of the ICT network is mapped 

onto an Operation Graph (OG) GO, which is a pair of sets (VO, 

EO), and a Reliability Graph (RG) GR, which is a pair of sets 

(VR, ER). Let VO ≡{vo1, vo2, …, vom} and VR ≡{vr1, vr2, …, vrn} be 

the node sets for GO and GR, respectively, in which m and n are 

the number of nodes in GO and GR, respectively. Let also 

EO≡{eo1, eo2, …, eop} and ER≡{er1, er2, …, erq} be the edge sets 

for GO and GR, respectively, where p and q are the number of 

edges in GO and GR respectively. As shown in Fig. 1, based on 

the time constraints of a power system control action, critical 

paths can be identified in the OG. The number affiliated with 

each edge is edge weight We, and the number associated with 

each vertex is vertex weight Wv, which represent the latency (or 

“delay”) that occurs at each communication channel and node, 

respectively. For example, by specifying the latency threshold 

of a successful power system control action (e.g. load shedding, 

tθ=1s), possible routing strategies between a source node (e.g., 

Remote Terminal Unit (RTU) node), and a target node (e.g., 

Control Center node), can be identified. The most efficient path 

that is most critical to the operation of power system in the 

example network is highlighted in Fig.1 with dashed green 

lines. Consequently, all available routes that meet the latency 

criteria tθ are reflected on the RG where communication 

channels are assumed to be perfect, while ICT nodes are subject 

to failures, and the possibility of failures are denoted by failure 

rates.  

 

Fig. 1. Illustration of the operation graph and reliability graph (the numerical 

values shown are for the illustration purposes only) 

The reliability of an N-node route from a source node to a 

target node (see Fig. 2) is the product of the reliability of each 

node along the route, assuming each node fails independently 

with a failure rate fsn, as given in (2).  

  𝑅 =∏ 𝑟𝑠𝑛

𝑁

𝑛=1
=∏ (1 − 𝑓𝑠𝑛)

𝑁

𝑛=1
 (2)  

in which rsn and fsn are the reliability and failure rate of node sn, 

respectively. 

 

Fig. 2. Simple reliability route 

B. Operation Matrix and Reliability Matrix 

Let matrix C be the mathematical representation of the 

topology of a graph. Its entry chj = 1 if there is a link between 

node h and j; otherwise if chj = 0, node h and j have no direct 

connections. Figure 3 a) shows the connectivity of the example 

graph of Fig. 1 represented by blue dots (i.e. “1s”). Fig. 3 b) 

shows the corresponding operation matrix O, where the entry 

ohj is represented by blue circles whose sizes correspond to the 

latency of the connection – the larger the size, the larger the 

latency. Fig. 3 c) presents the reliability matrix R of the example 

graph. Similarly, the size of the diamond in Fig. 3 c) 

corresponds to the reliability value of the link represented by 

entry rhj. Symmetric patterns can be observed between the 

upper part and the lower diagonal matrix in each of these 

matrices, as it is assumed in this paper that all communication 



technologies used in the ICT network are full-duplex, and the 

forward and backward latencies between two nodes are 

identical. 

 

    a)   

        
                                                         b) 

               
                                                          c)      
Fig. 3. Matrix representation of the example graph a) Connection matrix; b) 

Operation matrix; c) Reliability matrix 

III. RISK EVALUATION 

A. The Operational Path and The Most Reliable Path 

Although research efforts have been made in reliability-

related analysis to simplify RBD, or Complex Network, based 

network topology [14, 28], it is still less practical in large 

network analysis due to the excessive computational power 

required. Some exploratory findings based on exhaustive search 

for shortest paths between source and target nodes using 

Dijkstra’s algorithm have been presented in [29]. Taking 

advantage of the shortest path algorithms, the most reliable path 

can be identified by manipulating the path reliability into its 

logarithmic form [30]. A CNT-based reliability efficiency 

measure is proposed in [31], to facilitate the quantification of 

the nontrivial criticality of system components within a large 

complex network. However, the most reliable paths and the 

operational paths may not be the same, as shown in Fig. 1, and 

the ‘shortest paths’ may not be adequate to quantify the level of 

reliability of the system. 
 

B. System Reliability Index (SRI)  

To effectively address this issue, therefore, a novel CNT-

based index, System Reliability Index (SRI) is introduced in 

this paper, and its calculation procedure is presented in Fig. 4. 

First, the depth first search (DFS) is applied to find all available 

routes between source(s) and target(s) for a complete power 

system monitoring and control action. Then, paths that meet the 

latency criteria required for a specific type of power system 

application are screened out, denoted as nc. Next, the sum of the 

natural logarithm of the reliability value of each cut rhj within 

the path nx is calculated for all nx∈nc. Finally, the SRI of the 

system is calculated by (3). 

  𝑆𝑅𝐼 =
1

𝑁(𝑁 − 1)
∑

1

∑ − ln 𝑟ℎ𝑗ℎ,𝑗∈𝑉𝑅,ℎ≠𝑗

𝑀

𝑥=1
 (3)  

where M is the number of operational paths that meet the 

latency criteria and N is the total number of ICT components. 

 

Fig. 4. Scheme of the proposed method 

TABLE I.  OPERATIONAL PATHS OF THE EXAMPLE NETWORK 

Path Path 

Forwar

d 

Backwar

d 

Latenc

y 

Forwar

d 

Backwar

d 

Latenc

y 

4-1 1-4 0.9s 4-5-1 1-6-5-4 0.9s 

4-5-1 1-5-4 0.7s 4-5-1 1-2-3-4 1s 

4-5-6-1 1-6-5-4 1.1s 4-5-6-1 1-4 1s 
4-3-2-1 1-2-3-4 1.3s 4-5-6-1 1-5-4 0.9s 

4-1 1-5-4 0.8s 4-5-6-1 1-2-3-4 1.2s 

4-1 1-6-5-4 1s 4-3-2-1 1-4 1.1s 
4-1 1-2-3-4 1.1s 4-3-2-1 1-5-4 1s 

4-5-1 1-4 0.8s 4-3-2-1 1-6-5-4 1.2s 

By assuming the control center has a processing time of 1s, 

and the data collection time and command execution time of 

RTUs are both 1s, while other nodes handle signal instantly, the 



routing strategies and their total latencies are presented in Table 

I. The SRI of the example network is therefore calculated to be 

1.9. 

IV. IMPORTANCE MEASURE 

In order to reveal the risks embedded in the ICT system, the 

impact of the cyber components’ failures, as well as the impact 

of the improvement of their reliabilities, on the overall system 

performance needs to be analyzed. Sensitivity analysis 

techniques, including Birnbaum’s Importance Measure (BIM) 

[32] and Fussell-Vesely (FV) factor [33], have been 

implemented and advanced significantly to study a single 

component’s criticality with respect to the reliability of a 

complex system with time-dependent uncertainties [34-39]. 

These Importance Measures (IMs) consider mainly two sources 

contributing to the criticality of the components, namely, the 

reliability of the component itself [40, 41], and the topological 

position of the component (i.e. the structural importance) [42, 

43]. In this section, the structural importance is further divided 

into two aspects – an application specific aspect, and a non-

application specific aspect. The results obtained from these two 

aspects are discussed in order to emphasize the significance of 

using the OG.  

A. Topological Criticality  

The topological criticality of a component is quantified by 

its contribution to the network’s global efficiency. The global 

efficiency Eglob is defined in (4) [44], and the topological 

criticality Ct of node i is simply the ratio of the difference 

between Eglob(N) and Eglob(N-1), each are the global efficiency 

of the network with and without node i, to Eglob(N).  

  𝐸𝑔𝑙𝑜𝑏 =
1

𝑁(𝑁 − 1)
∑

1

𝑑𝑖𝑗𝑖,𝑗∈𝑉𝐴,𝑖≠𝑗
 (4)  

  𝐶𝑡 =
𝐸𝑔𝑙𝑜𝑏(𝑁) − 𝐸𝑔𝑙𝑜𝑏(𝑁 − 1)

𝐸𝑔𝑙𝑜𝑏(𝑁)
 (5)  

where N is the number of nodes in the network, and dij is the 

length of the geodesic (the shortest path) between node i and 

node j. 

The results of the topological criticality of the components 

in the example network are presented in Table II. 

TABLE II.  TOPOLOGICAL CRITICALITY OF THE TEST NETWORK 

COMPONENTS 

Node 

No. 
1 2 3 4 5 6 

Ct 43.38% 30.88% 29.41% 36.76% 35.29% 29.41% 

B. System Reliability Advancement Worth (SRAW) and 

System Reliability Deterioration Worth (SRDW) 

Two commonly used criticality measures in industrial 

practices for Nuclear Power Plants are Risk Reduction Worth 

(RRW) [45] and Risk Achievement Worth (RAW) [46], to 

evaluate the significance of a system component’s failure, and 

the influence of the improvement of the component’s 

reliability to one to the overall system reliability, respectively. 

The calculation of both indices is given by (6) and (7), 

respectively. 

  RRW = R/R(0c) (6)  

  RAW = R(1c)/R (7)  

where R is the general risk of the system, and R(0c) is the 

reduced risk assuming the risk contributor is vanished, and 

R(1c) is the increased risk assuming the risk contributor is 

deemed to exist. 

Similarly, the System Reliability Advancement Worth 

(SRAW) and System Reliability Deterioration Worth (SRDW) 

are defined, by (8) and (9).  

  SRAW = SRI/SRI(0f) (8)  

  SRDW = SRI(1f)/SRI (9)  

where SRI is the System Reliability Index of the system in 

normal state, and SRI(0f) and SRI(1f) are the SRI when the 

failure rate of the component is zero (i.e., the component is 

100% reliable), and one (i.e., the component is failed), 

respectively.  

Consequently, the criticality of the component i is quantified 

in two aspects, SRAW and SRDW, as presented in (10) and 

(11), where SRI(0i) and SRI(1i) are the SRI when the failure rate 

of the component i is zero and one, respectively. 

  𝐶𝑆𝑅𝐴𝑊
𝐺𝑅 (𝑖)= (SRI(0i)-SRI)/SRI (10)  

  𝐶𝑆𝑅𝐷𝑊
𝐺𝑅 (𝑖)= (SRI-SRI(1i))/SRI (11)  

As illustrated in Section II.A, the Reliability Graph GR 

mirrors the topology of the Operation Graph GO after the 

latency requirement is applied. Therefore, the SRAW and 

SRDW introduced above should only be assessed with respect 

to specified latency criteria determined by power system 

applications. For better illustration purposes, the latency 

requirement of the example network is set to 1s, and the SRAW 

criticality and SRDW criticality of the components are 

calculated and presented in Table III.  

TABLE III.  SRAW CRITICALITY AND SRDW CRITICALITY OF THE 

EXAMPLE NETWORK 

Node 

No. 
1 2 3 4 5 6 

𝐶𝑆𝑅𝐴𝑊
𝐺𝑅

 64.44% 
2.78
% 

2.78
% 

64.44% 
38.89

% 
5.56% 

𝐶𝑆𝑅𝐷𝑊
𝐺𝑅

 
100.00

% 

5.56

% 

5.56

% 

100.00

% 

44.44

% 

11.11

% 

Comparing the results presented in Table II and Table III, 

conclusions can be drawn that systematic measures  

𝐶𝑆𝑅𝐴𝑊
𝐺𝑅  and 𝐶𝑆𝑅𝐷𝑊

𝐺𝑅  are better than pure topological index Ct in 

differentiating the role of important components. Despite the 

fact that both SRAW and SRDW report the same sequence in 

ranking nodes’ criticalities, SRDW places more emphasis on 

the substance of the system’s functionality, while SRAW is 

more useful in determining the room of improvement in 

components’ reliabilities. In the next section, a substation 

Ethernet network architecture is used to demonstrate the 

effectiveness of the proposed method. 



Because of the complexity of real communication network 

structure and the inherent uncertainty in communication 

delays, as well as the inaccuracy in single-value estimate of 

reliability, a more descriptive “low-level” model should be 

developed to incorporate the engineering details of the ICT 

system. This model should be able a) to adequately capture the 

uncertainty of ICT network latency (including processing 

delay, propagation delay, transmission delay, and queuing 

delay) uncertainties in the ICT network; b) to differentiate the 

functional layers in a large ICT network (e.g., a national-scale 

SCADA system); c) to effectively model the routing strategies 

in a complex ICT network when the variation of data traffic is 

taken into account; d) to practically assess the importance of 

each ICT component with regard to different power system 

applications; e) to effectively quantify the inaccuracy of the 

reliability estimation of each ICT component; and f) to 

comparatively analyze the risks of ICT networks with different 

topological configurations. However, due to space limitation, 

all these factors not presented in this paper but will be 

discussed in a subsequent paper. 

V. CASE STUDY 

A. Test Network  

A laboratory test network is used in this section to 

demonstrate the application of the proposed method. Modern 

substation secondary system is constructed according to IEC 

61850 which is a series of guidelines used to standardize the 

engineering process in order to enable intelligent electronic 

devices (IEDs) from various vendors to communicate with 

each other. IEC 61850 defines three levels in the substation 

automation system (SAS) architecture, namely process level, 

bay level, and station level. The data exchange between 

different levels is realized using a station bus and a process bus 

(Ethernet communication links). 

In an IEC 61850 based substation that uses the process bus, 

the analogue voltage and current measurement signals are 

digitized as Sampled Values (SVs). The format of SV is 

defined in IEC 61850-9-2 Light Edition with a transmit rate at 

80 messages per cycle, i.e., 4000 sample/s at 50 Hz or 4800 

sample/s at 60Hz [47]. These digital measurement values are 

transmitted via optic fibers in the substation secondary 

Ethernet communication networks, which can be subscribed to 

by the IEDs for various protection and control applications. 

In order to build a resilient substation Ethernet network, fast 

recovery after communication failure is required. Existing 

technologies such as rapid spanning tree protocol (RSTP) can 

only restore the data transfer in tens of milliseconds [48]. Data 

being transmitted may be lost during this communication dead 

time, which is not allowed in time-critical protection 

applications. Two seamless redundant architectures, Parallel 

Redundancy Protocol (PRP) and High-availability Seamless 

Redundancy (HSR), based on IEC 62439-3 have been 

introduced [49]. Both protocols enable duplicated messages to 

be sent in the network in either distinct paths (i.e. PRP) or 

clockwise and anticlockwise directions in a ring (i.e. HSR).  

Protection and control applications have to be executed in a 

timely manner. Delayed delivery of SVs to IEDs may slow 

down the application process which may lead to catastrophic 

failures. The maximum transfer time for a SV message 

(classified as raw data for protection functions) in the 

substation network is 3 ms as defined in IEC 61850-5 [50]. In 

addition, IEC 61850-90-4 specifies the maximum acceptable 

network latency as 600 µs (20% of the total transfer time) [51]. 

Therefore, examining the latency for SVs in different possible 

data flow paths and under various network conditions becomes 

critical in the design and commission of IEC 61850 

substations.  

Many power utilities have begun to implement HSR for 

process bus and station bus in IEC 61850 substations. For 

example, Great Britain’s Pilot Multi-Vendor Digital 

Substation project, FITNESS utilizes HSR topology for one 

protection bay which contains nine IEDs and Redboxes [52]. 

To practically reflect real operating characteristics, a 

laboratory testbed representing a small-scale IEC 61850-based 

substation with a station bus and a protection bay is shown in 

Fig. 5. It is used for measuring SV transfer latency in a highly 

redundant substation Ethernet network architecture. A highly 

redundant substation Ethernet network architecture formed by 

nine HSR Redundancy Boxes (Redboxes) is shown in the red 

dashed box. The station bus HSR ring and process bus HSR 

ring are joined together to increase the overall system 

reliability. The bandwidth of communication links for both 

station bus and process bus were 100Mb/s. SV messages, sent 

from the Merging Unit (MU), were transmitted to the network 

via HSR Redbox 1, and the destination IED received these SVs 

from Redbox 9. The size of each SV frame was 126 bytes and 

the transmission rate was set to 4000 sample/s (at 50Hz 

system).  

 
Fig. 5. Data flow path and latency measurement of SV message stream in 

HSR-HSR topology under various communication loss conditions  



Four possible data flow paths, marked as route 1 to 4, are 

highlighted in different colors. According to the discarding 

mechanism of HSR, the first arrival of SV message will be 

used by the IED and the latter will be discarded. Hence, the SV 

latency should be evaluated based on the shortest path between 

MU to IED. When the network is in healthy condition, i.e., no 

link or node failures occur, the SV latency is the time spent on 

Route 1. If the communication link between Redboxes 1 and 9 

are outage (Loss 1), the shortest time for SVs to reach IED 

should be via Route 2. If both Loss 1 and Loss 2 occur 

simultaneously, SVs have to use Route 3 as the shortest path. 

In the worst-case scenario (Loss 1, Loss 2, and Loss 3 occur at 

the same time), the longest path (Route 4) will be used. 

The network latency measurement of SVs from sending 

point A to receiving point B was achieved using an Ethernet 

Tap (NetOptic 10/100/1000 Tap), a Time Server and a 

Network Capture Card (Endace DAG). The Capture Card 

obtains the time-of-day information using Network Timing 

Protocol (NTP) from the host PC and finely synchronizes its 

oscillator via Time Server’s 1-PPS signals, which gives an 

overall 7.5 ns timestamp resolution. The Tap creates two 

identical SV streams; one stream is directly time-stamped by 

the card at time t1, whilst the other one is captured at t2 after 

going through the substation Ethernet network. These two 

timestamps mark the time instances when a SV message enters 

and leaves the network, and hence the network latency is equal 

to t2 - t1. More descriptions of the setup can be found in [53]. 

A traffic generator was used to inject background SV traffic at 

50Mb/s (with the same frame size but different multicast 

addresses) from Redbox 8. Communication link failures were 

achieved by disabling the ingress/egress port that sets up the 

communication channel between Redboxes. Table IV gives a 

summary of SV network latency from point A to point B under 

various link losses and traffic scenarios. The average latency 

was evaluated based on 20,000 recorded samples. 

TABLE IV.  SV SAMPLE NETWORK LATENCY FOR EACH TRAFFIC ROUTE 

 Average Latency (µs) 

Route Without Traffic 
With 50 Mb/s 

Traffic 

1 60.98 64.00 

2 99.74 102.71 

3 214.23 217.83 

4 240.01 243.24 

The results show that the maximum network latency is 

243.24µs using route 4 in the presence of 50Mb/s background 

SV traffic. It is worth noting that this laboratory testbed only 

represents a small scale of real substation network. In reality, 

station bus or process bus ring may contain dozens of devices, 

and therefore the maximum accepted latency (i.e., 600µs) can 

be violated easily. In this case, it is sensible to set the latency 

threshold tθ to 220 µs for the case study.  

On the other hand, the Mean-Time-to-Failure (MTTF) of 

and Mean-Time-to-Repair (MTTR) of the HSR RedBox are 

135 years and 24 years, respectively [54]. Therefore, the 

Mean-Time-between-Failures (MTBF) can be calculated using 

(12). 

  𝑀𝑇𝐵𝐹 = 𝑀𝑇𝑇𝐹 + 𝑀𝑇𝑇𝑅 (12)  

Hence, the failure rate λ of the HSR RedBox is simply the 

inverse of its MTBF values, as calculated by (13). 

  𝜆 = 1/𝑀𝑇𝐵𝐹 (13)  

Assuming the reliability R of the device does not change 

with time, and therefore, the reliability of the RedBox at time 

t can be calculated to be 0.994, using the formula (14). 

  𝑅 = 𝑒−𝜆𝑡 (14)  

B. Risk Assessment  

Consequently, and following the above procedure, by 

applying the formula (3), the SRI of the Ethernet network is 

calculated to be 1.6. After that, two IMs, i.e., SRAW criticality 

and SRDW criticality of each communication component are 

calculated based on (10) and (11), and results are presented in 

Fig. 6. 

 

 
Fig. 6. SRAW Criticality and SRDW Criticality of each communication 

component at tθ =220 µs 

The results reported in Fig. 6 highlight the importance of 

RedBoxes 1 and 9 for their critical topological positions in the 

network, as they are directly connected to the source node MU 

and the target node IED, respectively. On the contrary, 

RedBoxes 4 and 5 are not included in the control loops (with 

and without traffic) that satisfy the latency requirement 

specified in IEC 61850-5, and therefore their reliabilities have 

negligible impact on such type of application. Both SRAW and 

SRDW criticalities gave consistent rankings for the rest of the 

RedBoxes, which is C2=C7=C8>C3=C6, in which “C” refers to 

“criticality”. From a system protective perspective, SRDW 

value makes a larger differentiation of system components’ 

criticalities as it put more emphasis on system’s structural 

vulnerability, whereas, SRAW provides more insight into 

network’s reliability, i.e., redundant communication 

equipment plays a considerable role in the overall network 

reliability enhancement strategy. 

VI. CONCLUSIONS 

This paper presented an innovative method to efficiently 

identify the cyber risks for the power system communication 

networks. Conventional graph-based reliability evaluation 

approaches are too computationally intensive for large complex 

networks with repeated probability computations. The 



methodology established within this paper addresses this gap 

and has shown to provide a reliable quantification of cyber 

network’s risks related to specific latency requirements. 

The results obtained from the case study on the substation 

Ethernet network show that SRAW and SRDW criticalities 

provide different insights into the importance of 

communication network components – the former emphasizes 

more the reliability enhancement while the latter highlights 

components’ structural importance. The results also highlight 

the importance of equipment redundancy as well as the 

significance of efficient management of data and optimal 

design of routing strategies in the reliable operation of 

communication networks. Nevertheless, different types of 

communication device might have different reliability, and real 

engineering networks contain uncertainties such as uncertain 

latencies that are difficult to anticipate.  

Therefore, the Part 2 of this paper will introduce a more 

detailed model of the ICT network, and the proposed two-step 

framework and the Importance Measures proposed here will be 

applied to assess the risks associated with an uncertain cyber 

network under different latency requirements. 
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