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A Reinforcement Learning-Based Decision System For
Electricity Pricing Plan Selection by Smart Grid End

Users
Tianguang Lu, Member, IEEE, Xinyu Chen, Member, IEEE, Michael B. McElroy, Chris P. Nielsen, Qiuwei Wu, Senior

Member, IEEE and Qian Ai, Senior Member, IEEE

Abstract—With the development of deregulated retail power mar-
kets, it is possible for end users equipped with smart meters and
controllers to optimize their consumption cost portfolios by choosing
various pricing plans from different retail electricity companies.
This paper proposes a reinforcement learning-based decision system
for assisting the selection of electricity pricing plans, which can
minimize the electricity payment and consumption dissatisfaction for
individual smart grid end user. The decision problem is modeled
as a transition probability-free Markov decision process (MDP)
with improved state framework. The proposed problem is solved
using a Kernel approximator-integrated batch Q-learning algorithm,
where some modifications of sampling and data representation are
made to improve the computational and prediction performance.
The proposed algorithm can extract the hidden features behind the
time-varying pricing plans from a continuous high-dimensional state
space. Case studies are based on data from real-world historical
pricing plans and the optimal decision policy is learned without
a priori information about the market environment. Results of
several experiments demonstrate that the proposed decision model
can construct a precise predictive policy for individual user, effectively
reducing their cost and energy consumption dissatisfaction.

Index Terms—Smart grid end user, decision system, electricity
market, value-based Q learning, demand response

NOMENCLATURE

Indices and Sets
t Time index of month

n Index of week in a month

i Electricity retail plan (ERP) index

l Transition sample index

k Iteration index

T Set of t
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I Set of i

F Set of transition samples

S/A Set of states/actions

Ctdu/Ci/Cadi Set of ctdu/ci/cadi
Variables
ect End user’s monthly energy consumption at time t

edt End user’s monthly cumulative energy demand at time t

cei,t Energy unit rate of ERP i at time t

ctdut Transmission and distribution utility (TDU) unit rate at
time t

st System state at time t

at Action taken at time t

rt Reward received at time t

s′t Next state reached from state st by taking action at
π Decision policy

mt Time-dependent mark variable for time t

Parameters
∆t Length of time t

ctdufix TDU fixed rate

ctduadd Additional TDU fee during peak demand

ptdu Power threshold of peak demand

cadi System administration fixed rate of ERP i

cb Monthly base charge

β Sensitivity factor of user’s disuitility

α Load shift factor

enewt Newly generated monthly energy demand at time t

enewt,n Newly generated weekly energy demand in week n of
month t

erwt Real-world monthly energy consumption of individual end
user at time t

λ Weight factor of user’s satisfaction and billing cost

emax Upper limit of monthly energy consumption

h Time step length of observation memory

ρ Smoothness factor of Kernel approximator

caiat Monthly billing cost caused by the proposed artificial
intelligence agent (AIA) at time t

chumt Real-world average monthly billing cost at time t

coptt Monthly optimized billing cost at time t



2

I. INTRODUCTION

W ITH the rapid development of deregulated retail electricity
markets and smart grid technologies, utility companies are

able to compete equally in the retail market, offering different
time-varying pricing plans [1]. This gives the end users, such as
residential and small-scale industrial/commercial users, opportu-
nities to choose and change freely among various pricing plans
to reduce their electricity costs . Currently, several competitive
retail markets have already been established. For example, the
Public Utility of Commission of Texas in the U.S., has established
the “Power-to-Choose” platform for different retailers to sell
their electricity retail plans to the end users [2]. “Reliant” is
another platform in Texas, where different companies can trade
their residential or business utility service with more than 1.5
million Texans [3]. In these examples, an end user chooses and
purchases a time-varying pricing plan during a trading window.
The chosen plan is not allowed to be changed until the next
trading window, i.e., the next month. The end user then pays
the utility bill according to the disclosed prices after one month
of consumption and decides to continue this plan or change to
another plan. However, individual end users are confronted with
several unprecedented challenges when making these decisions [4].
First, the relationship between previous and future plans is hard to
understand due to many uncertainties, which mainly come from
the complexity of retailer market behavior. Second, the variety of
pricing plans offered by diverse companies is hard to compare and
analyze.

To resolve the above-mentioned challenges, an end-to-end de-
cision system is proposed for assisting the individual utility users
in making decisions on their retail pricing plans. This work is
inspired by several existing decision systems in other fields, where
data mining technologies are usually leveraged to improve the
prediction and economic performance [5]. In health informatics,
a clinical decision support system is designed to provide physi-
cians and other health professionals with clinical decision support
based on a big dataset of patients [6]. In a specific example of
transportation informatics, the Canadian National Railway system,
which tests its equipment on a regular basis using a decision
support system, manages to decrease the incidence of derailments
[7]. In addition to resolving the challenges, this work is driven
by the following additional motivations. One is that in most
cases, a user will not devote much time going though a large
amount of periodically changing pricing plans and will just select
a plan without enough decision support, which often results in
higher payments and lower satisfaction rates. The other is that
this decision making process may be considered as a potential
indicator of demand response.

Recently, there has been growing interest in adopting rein-
forcement learning algorithms to the smart grid, but no actual
adoption in end utility user decision making has occurred. In
[8], a fitted Q-iteration-based demand response of thermostatically
controlled loads was proposed to reduce the electricity cost, where
a convolutional neural network was used as a function approxi-
mator to capture the underlying features of non-observable mass
temperature states. Reference [9] developed a dynamic pricing and
energy consumption scheduling model for utility service providers.
In particular, an approximate state-based reinforcement learning
tool was designed with virtual experience to allow the provider
to learn a cost-efficient strategy. The authors presented a batch
reinforcement learning-based charging approach in [10] for plug-in
electric vehicles to optimize daily charging. An optimal charging
policy was trained by the presented learning algorithm from a
batch of transition samples using a Bayesian neural network to

predict the electricity prices. A Q-learning-based heuristic charging
strategy for a electric vehicle fleet in a day-ahead electricity market
was studied in [11], where the unknown charging flexibility of
electric vehicles was learned using a batch mode Q-learning algo-
rithm to precisely predict a consumption plan. When applied to the
proposed system, most existing reinforcement learning methods
have some level of prediction and computation issues due to three
main reasons. First, the training data set is sequential, where
samples between consecutive time sections are correlated and non-
independent identical distributed. Second, the interaction between
the end user and the retail electricity market is so complicated
that the training data set is hard to sample from the environment.
Third, the state space of the market environment is large, which
increases the computational cost.

To deal with the above-mentioned limitations, we formulate a
modified model-free Q-learning algorithm to cater to the proposed
pricing-plan decision problem and improve the prediction and
computational performance. To avoid data distortion of the time-
related pricing plans, a historic observation-based state vector is
introduced by adding previous price information as an indicator of
price fluctuation. To efficiently sample the training data, the user’s
consumption satisfaction and cost are modeled as an optimization
problem, whose solution can be obtained easily as a part of the
training data sample. To reduce the computational burden, the
dimensionality of the state space is reduced using data processing
methods. Moreover, the transition sample set is enlarged by addi-
tional tuples to increase the convergence speed of the algorithm
and improve the precision of decision prediction. Case studies from
a practical retail electricity market platform prove the effectiveness
of the proposed methodology for making accurate prediction of
future pricing and proper selection of plans.

The key contributions of this paper are threefold:
1) An innovative electricity-pricing-plan decision support sys-

tem for smart grid end users is proposed to for application in a
promising retail market environment where multiple retailers offer
different market-indexed time-varying pricing plans.

2) A modified reinforcement learning algorithm combined with
sampling and data processing methods is proposed to cater to the
proposed complex decision problem and improve the prediction
and computational performance.

3) Detailed comparisons and analyses are conducted based on a
real-world dataset to explore features of decision-making behavior
and the proposed batch Q learning algorithm.

The rest of this paper is organized as follows. Section II
introduces the proposed decision system architecture. The Markov
decision process problem formulation is presented in Section III.
The proposed reinforcement learning algorithm is explained in
Section IV. Section V analyzes numerical results, followed by
concluding remarks in Section VI.

II. RETAIL PRICING PLAN DECISION SYSTEM

We assume that a retail pricing plan decision system is able
to select the optimal electricity retail plan (ERP) over the next-
consumption period for individual electricity user based on current
environment information. The selected plan minimizes the user’s
future dissatisfaction and cost. The user can adjust several settings
in the decision system to determine a cost-saving plan that best
fits the user’s consumption patterns and satisfaction.

As an artificial intelligence agent (AIA), the decision system
achieves a decision policy π through reinforcement learning (RL)
and uses this policy to trade with multiple retail electricity
companies. RL can model a complex system where an agent
needs to imitate human brains to make decisions (e.g., choose
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Fig. 1. Decision support system and its interaction with the environment.

an ERP) based on interactions with a complicated environment
(e.g., dependently time-changing market of electricity retailers and
energy consumptions). Fig. 1 illustrates the interactions among
the AIA, individual end user, and retail market, where the red
arrows represent different feedbacks from the environment. In
each operation period t ∈ T ≡ {t : t = 1 . . . T}, the AIA
executes an action at, which is to select an ERP from the retail
market. Based on the selected ERP, the corresponding retailer
charges the end user an electricity bill, which affects the end
user’s electricity consumption. The environment information, such
as service charges of ERPs and consumption patterns of the end
user, is recorded in the system state st as one of the feedbacks
on the AIA’s action. The other feedback is the reward rt, which
is indicated by the cost and user’s disutility. The decision policy
of the AIA is learned by interacting with the environment to
maximize the future reward.

The modeling of the AIA’s decision-making and learning pro-
cess is detailed in Sections III and IV, respectively.

A. Configuration of Electricity Retail Plan

The choices of ERPs by end users are heavily determined by
the plan configurations. Currently more than 1000 retail plans from
different retail electricity companies of Texas are published on the
“Power-to-Choose” website platform [12]. A customer can access
detailed information on each plan available in its region on the
platform by inputting its zip code.

A typical time-varying ERP of “Power-to-Choose” is shown in
Fig. 2, the configuration of which is characterized by the following
features.

1) Transmission and distribution utility (TDU) charges: The
retailers charge TDU fees that are included in ERPs, on behalf of
the six transmission/distribution companies providing transmission
and distribution services in Texas. TDU charges can be calculated
by the following equation:


if ect/∆t > ptdu :
ψtdut (ect) = ctdufix + ctdut ect + ctduadd(e

c
t/∆t− ptdu)

if ect/∆t ≤ ptdu :
ψtdut (ect) = ctdufix + ctdut ect

(1)

where ctdut is determined by delivery and maintenance service
provided by utility companies. The third item in the above equation
represents the additional TDU fee caused by a harder dispatch
work of the grid during peak demand. When a customer’s power
demand measured in kilowatts exceeds the threshold of ptdu, the
additional TDU fee is charged. More segments can be used to
describe different TDU charges based on multiple intervals of
energy consumption (in Fig. 2, for example, 0-500 kWh, 500-1000
kWh, and 1000-2000 kWh). In the case study, all users’ energy

Fig. 2. A sample of the ERP in “Power-to-Choose” disclosed on 11/6/2018.

consumptions are in the same interval, and therefore equation (1)
is practical enough to build model for the case study.

2) System administration fee: Electric Reliability Council of
Texas charges this fee with an annual fixed rate of cadi , which is
usually in the range of [0.05, 0.08] $/kWh.

3) Energy charge: As the main body of the ERP, energy charges
have two categories of daily rates and three types of monthly rates.
For daily rates, the time-of-use (TOU) rate differs in peak and
non-peak hours, while the non-TOU rate is fixed during the day.
Each TOU-based plan and non-TOU-based plan can integrate the
following three monthly rates: (a) a variable rate, which is decided
by electricity retailers according to the retail market; (b) a fixed
rate, which remains constant over the contract term; (c) an index
rate, which is determined by the last settled price of the natural
gas. For (a) and (c), most ERPs allow a contract term of at least
one month, which means once an end user chooses a variable or
indexed plan, the user is required to keep this plan for at least one
month before it can change to another plan.

Among the above energy charges, (a) and (c) are the focus of
this paper and they use the variable of cei,t. The implication of
renewable content (i.e., renewable penetration) on cei,t is compli-
cated, including many factors such as tariff, company policy, etc.

4) Base charge and minimum usage charge: Base charge is a
flat fee per billing cycle, and the minimum usage charge is applied
when the user’s energy consumption for a month is less than the
contracted minimum consumption threshold. We assume that this
threshold is satisfied in any contract term.

According to the above configuration, the monthly cost of ERP
i in month t can be calculated below:

ψerpi,t (ect) = ψtdut (ect) + cei,te
c
t + cadi e

c
t + cb (2)
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B. User’s Energy Consumption Model

The growing implementation of advanced metering infrastruc-
tures (AMI) and smart controllers makes it possible to measure
and manage an end user’s energy consumption based on the user’s
preference and the price signal [13]. Modeling the user’s energy
consumption helps the AIA to learn a better decision policy.

In each month, the user has a cumulative energy demand
edt ∈ E . This demand includes both the electricity the user wants
to consume in month t and unsatisfied demands in previous
months. When the user actually consumes ect in month t, a
part of edt is offset by ect , while the residual, edt − ect , results
in user dissatisfaction, which is defined by a disutility function
ϕ : R+ → R . Here a novel disutility function is introduced as
follows to represent most users’ monthly consumption preference
[14]–[16]:

ϕ(ect) = eβ(1−ect/e
d
t ) − 1, β > 0 (3)

where β reflects the sensitivity of the user’s disutility to energy
consumption ect . When consuming the same ect , the user with a
smaller β has a higher disutility. Specifically, when ect < edt ,
ϕ > 0, i.e., the user is dissatisfied with the unsatisfied cumulative
demand; the value of the disutility function increases more and
more dramatically as ect decreases. When ect > edt , ϕ < 0, i.e.,
the user is satisfied with the extra energy consumption; as ect
increases, the negative disutility value converges to a saturation
level of satisfaction.

Note that using the proposed disutility function, precise predic-
tion and cost reduction (detailed in Section V) can be obtained,
which demonstrates the effectiveness of the function.

Traditional user consumption is not flexible on a monthly basis.
Smart meters and controllers can shift power demand from one
month to the other with monthly rescheduling [17], [18]. To allow
future smart rescheduling from those meters and controllers, here
we propose a load shift model. The fixed load is included in current
consumption ect , while the shiftable one at time t can be carried
forward to t+1, which is defined as α(edt −ect), where 0 ≤ α ≤ 1
(as detailed in Section V.A, when α = 0, there is no monthly
flexibility). In each month, there is a new energy demand enewt

from the user, and the cumulative energy demand edt can be iterated
according to the following expressions:

edt+1 = α(edt − ect) + enewt+1 , e
d
1 = enew1 (4)

Note that in our case study, the data is obtained from traditional
energy users and therefore, α is close to zero.

The parameterized user consumption model can be applied to
the smart controller, which can interact with the environment. The
AIA can then collect data from the interaction and updates its
decision policy based on the collected data.

III. PROBLEM FORMULATION

The Markov decision process (MDP) is a mathematical formu-
lation for modeling decision making in uncertain situations [19].
The AIA’s decision-making problem is formulated as an MDP
without transition probabilities, which is defined by a series of
iteration steps T ≡ {t : t = 1 . . . T}, a set of κ-dimensional states
S ⊂ Rκ that represent the information of the environment, a set
of actions A ⊂ R for each state, and a real-valued reward function
r : S ×A → R. The objective of the MDP is to build an optimal
decision policy π∗ : S → A that maximizes the expected T -steps
reward for any st.

An efficient method for estimating the policy π is to use a state-
action value function called a Q function, which is the accumulated

reward at start point (s, a) following π. The optimal Q function is
the one with the maximum Q value over all policies:

Q∗(s, a) = max
π

Qπ(s, a) (5)

Given the optimal Q value for each s − a pair, π∗ is obtained
as follows:

π∗(s) = arg max
a∈A

Q∗(s, a) (6)

The following three subsections present the formulations of the
state, action and reward.

A. State Vector Description
The state vector consists of three parts: time-dependent compo-

nent, reactive component, and exogenous component [20].
1) Time-dependent component: Since variables of the environ-

ment vary at different time periods, variables associated with time
variation are employed here. To describe the time dependency, the
variable mt ∈ {1, 2, ..., 12} ≡ M is introduced to indicate the
current month t of a year:

mt = mod(t, 12) ∀t ∈ T (7)

By adding this variable, the monthly features for behavior of the
user and retailers can be captured by the Q-learning of the AIA.

2) Reactive component: The reactive part of the state vector
is measured locally and affected by action at. The variable ect ,
recorded locally in the AIM, is influenced by the ERP and
the user’s consumption preference. ect is introduced therefore to
describe the reactive component. The process of the interaction
between ect and the AIA’s action, and the determination of ect are
detailed in Section IV.

3) Exogenous component: The exogenous part of the state
vector can not be affected by at and can be obtained from the
configuration of ERPs. According to equations (1)-(2), ERP i in
month t can be identified by its state tuple serpi,t :

serpi,t = (ctdufix, c
tdu
t , ctduadd, p

tdu, cadi , c
b, cei,t) (8)

Therefore, the exogenous state information of the retail market
is given by:

sext = (serp1,t , s
erp
2,t , ..., s

erp
|I|,t) ∈ S

ex (9)

where:
Sex =

∏
i∈I Ctdu × Ci × Cadi

ctdut ∈ Ctdu, cei,t ∈ Ci, cadi ∈ Cadi
(10)

To sum up, the state of the environment including the retail
electricity market and the user at time t is the combination of the
above three components:

st = (mt, e
c
t , s

ex
i,t) ∈ S (11)

where S =
∏
i∈IM×E × Ctdu × Ci × Cadi .

B. Action Description
In an MDP model, the action must be confined to a finite set

of possible actions. The AIA is designed to execute an action
at at each time from a finite set A ≡ {a1, a2, ..., a|I|} of
selection functions. The action is to select an ERP from various
ERPs offered by different service providers in the retail electricity
market.

To design the selection function ai : R|I|+ → R+, two real-
valued vectors are proposed. One is the combination of the
monthly cost of each ERP:

ψ = [ψerp1,t , ψ
erp
2,t , ..., ψ

erp
|I|,t] (12)
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The other vector is a unit vector with the length of |I|, and this
vector only contains one nonzero component:

ei = [01, ..., 0i−1, 1i, 0i+1, ..., 0|I|] (13)

where the subscript of e denotes the location of 1 in the vector.
Therefore, the selection function is given by:

ai(ψ) = ψe>i ∀i ∈ I (14)

The value of the selection function is the monthly cost of ERP
i at time t.

C. Reward Description
The reward r is an important indicator for guiding the learning

of the decision policy. The possibility of taking an action ai from
a policy π(s) is higher if the learning algorithm receives a higher
reward value. To better describe the cost feedback information of
the environment, a weight parameter is integrated into the proposed
reward function:

rt(st, at) = (λ− 1)ϕ(ect+1)− λat(ect+1), 0 ≤ λ ≤ 1 (15)

where at ∈ (ai(ψ))
|I|
j=1 and λ is the weight parameter of the

user’s consumption satisfaction and the electricity bill cost. The
AIA places more emphasis on the user’s consumption satisfaction
with a smaller λ, while more emphasis is placed on the cost with
a larger λ. This parameter can be adjusted by the user according
to its consumption preference.

IV. ALGORITHM DESCRIPTION

A conventional MDP requires a probability distribution for
state transitions, in order to learn the optimal decision policy.
However, the underlying probability distribution is hard to achieve
for end users. To solve the proposed MDP problem with unknown
transition probabilities, a model-free RL approach in the AIA
is developed to learn the optimal decision policy from a batch
of transition tuples, which are obtained by interacting with the
environment.

The proposed model-free RL method is based on a batch Q-
learning algorithm, which leverages a kernel regression function to
estimate the Q function Q̂(st, at) that implies the optimal decision
policy based on a batch of tuples (st, at, rt, s

′
t), where s′t = st+1.

In each tuple, based on the observed state st and the executed
action at, the next state s′t is reached with the associated reward
rt. The tuples comprise the following transition samples:

F = {(sl, al, rl, s′l) |l = 1, ..., |F|} (16)

where the subscript symbol is different from the one in a single
tuples since l denotes the sample index in the set F .

In the following subsections, the approach to obtaining the
reactive component of the state vector when interacting with
the environment is described to construct the transition samples.
Moreover, several data processing methods are applied to the
reactive and exogenous components of the state vector in order
to reduce the computational cost of the proposed algorithm and
increase the prediction accuracy.

A. Sampling From Environment
In the formulation of a tuple qt = (st, at, rt, s

′
t) at time t, the

proposed Q-learning algorithm takes an action at, i.e., chooses
an ERP, when the system is in state st. As a reactor, the agent
then determine the electricity ect+1 under this ERP to maximize
the current reward rt and the expected future rewards.

To determine ect+1, a period of δ months in the future is
considered, during which the price information of the ERPs is
known. Note that the future information can be obtained since the
proposed algorithm uses the training data set to learn the decision
policy.

For the end user, knowing the ERP information for future
δ months, the energy consumption ect+1 is determined by the
following optimization problem:

ect+1 = arg max
t+δ∑
j=t

γj−trj(sj , aj) (17)

s.t. 0 ≤ ecj ≤ emax (18)

(4) (19)

where emax is determined by physical limitations of the appliances.
To formulate the transition sample set F , for each time period t,

the reactive component ect+1 in tuple qt is obtained by solving the
optimization problem (17)-(19) with the state st and action at =
π(k)(st) under current policy π(k). Note that different from the
way users decide on their consumption in a real environment, the
proposed sampling is done with optimization. The reason is that
the purpose of sampling is to use the best result (s′t, rt) obtained
by executing action at to train the agent. In this way, the trained
agent can make better decisions than real users [15], as indicated
in Section V.

B. Data Processing on State Vector

When implementing the proposed batch Q-learning algorithm in
the electricity pricing plan decision system, two challenges exist.
1) The dimension of the state space is so high that the algorithm
occupies a large memory capacity to store the state-action pairs
and requires a long-time convergence. 2) The prediction error for
price signals exists in the decision policy, which increases the cost
and user dissatisfaction.

To handle the above challenges, three data processing methods
are proposed. The first is to reduce the computational cost, and
the latter two are to increase the prediction accuracy.

1) Dimensionality Reduction for State Vector: For the exoge-
nous state tuple serpi,t , since ctdufix, ctduadd, cb, and ptdu are time-
invariant and hard for the end user to gain, they can be eliminated.
In equation (2), since cei,te

c
t + cadi e

c
t = (cei,t + cadi )ect , the state

variables cei,t and cadi can be replaced by one averaged variable:
(cei,t + cadi )/2.

For the time-varying state variable ctdut and reactive component
ect , they can be discretized into a finite number of cost and
energy levels in Dtdu and De by using two quantization operation
functions, d1(·) and d2(·), respectively.

After dimensionality reduction, the recast state of the environ-
ment is expressed as follows:

serpi,t = (d1(ctdut ), (cei,t + cadi )/2) (20)

st = (mt, d2(ect), s
ex
i,t) ∈ S (21)

where S =
∏
i∈IM × De × Dtdu × Ci. The recast state re-

duces the dimensionality from
∣∣∏

i∈IM×E × Ctdu × Ci × Cadi
∣∣

to
∣∣∏

i∈IM×De ×Dtdu × Ci
∣∣, and also reduces the mem-

ory complexity from O(
∏
i∈I |M| |E|

∣∣Ctdu∣∣ |Ci| ∣∣Cadi ∣∣ |A|) to
O(
∏
i∈I |M| |De|

∣∣Dtdu∣∣ |Ci| |A|).
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2) Observation Memory of Exogenous State Vector: In order to
improve the accuracy and learning efficiency of the AIA, additional
information can be included in the training set F . An observation
record of historical energy charges (cei,j)

t−1
j=t−h+1 is added to

serpi,t ∈ Rh+1:

serpi,t = (cei,t−h+1, ..., c
e
i,t−1, d1(ctdut ), (cei,t + cadi )/2) (22)

The concatenated observation record acts as a price fluctuation
indicator, which presents the price difference and market trend
over previous months.

3) Additional Sample Knowledge: Although the end user can
only change an ERP once a month, the price information (i.e., cei,t
and ctdut ) of ERPs, in practice, is updated daily or weekly. With a
large number of historical transaction records and the improvement
we make in this subsection to further enlarge the sample tuples,
there are enough training data to let the agent learn an optimal
policy. Take weekly-updated price information for example, it can
enlarge the transition sample set F by adding three other types of
tuples qt1 , qt2 and qt3 in each month, where tn, 0 < n ≤ 3, n ∈ Z
means the data is sampled n week(s) after the beginning of month
t. We explain how to construct these tuples and integrate them
into F by taking qtn as an example.

In the additional tuple qtn , stn is defined as (mt, e
c
tn , s

ex
i,tn

),
where sexi,tn is the price information updated n week(s) after the
beginning of month t. According to the problem (17)-(19), in
addition to available data (i.e., stn and atn = π(k)(stn)), ectn is
determined by enewtn , which can be calculated by the sum of enewt,n :

enewtn = enewt−1,n+1 + ...+ enewt−1,4 + enewt,1 + ...+ enewt,n (23)

The additional tuples construct a subset of transition samples
Fn:

Fn = {q1n , ..., qtn}, n = 1, 2, 3 (24)

which are concatenated in sequence along with the original sample
set F0 to construct F :

F =
⋃3
n=0 Fn

= {ql |l = 1, ..., |F0| , |F0|+ 1, ..., |F|} (25)

The enlarged batch sample space can not only enable the pro-
posed algorithm to learn more information during each iteration,
but also improve the convergence speed.

C. Kernel Approximator-Based Batch Q-learning Algorithm

Combined with the above-mentioned sampling method and data
processing approaches, the proposed batch Q-learning algorithm
is outlined in Algorithm 1, where steps 2-11 consist of the
interaction stage. Steps 12-14 represent the learning stage where
the policy π is estimated by iterating the Q function with the
information from the interaction stage:

Qπ(s, a) = E
ω∼pω(·|s )

[r(s, a, ω) + γJπ(f(s, a, ω))] (26)

where ω denotes a random process under probability distribution
pω(· |s ). This random process is based on s and controlled by
a. Once the Q function is converged after iterations, the optimal
policy π∗ is learned through equations (5)-(6).

A Kernel approximator is proposed to match the data with the
estimated Q function Q̂(sl, al), and the approximator function is
defined as follows:

τ(sl, s) =
υ

(
‖sl−s‖

ρ

)
∑
sj∈F

υ

(
‖sj−s‖

ρ

) (27)

Algorithm 1: Kernel Approximator-Based Batch Q-
learning Algorithm Combined With Sampling And Data
Processing Methods

Input: k ← 0, F =
{(sl, al, rl, s′l) |l = 1, ..., |F0| , ..., |F1|+ |F2|+ |F3| , ..., |F| },
where ecl+1 = 0 and rl = 0, h, δ, γ, ε, α, β, enew

t,n ,
Q̂(0)(sl, al) = 0;

Output: Q̂(sl, al);
1 while ||

∑|F|
l=1

∑
al∈A (Q̂(k+1)(sl, al)− Q̂(k)(sl, al))|| > ε do

2 for F do
3 Generate a random number g, g ∈ R and 0 < g ≤ 1;
4 if g > 1/k0.7 then
5 al = argmax

al∈A
Q̂(k)(sl, al)

6 else
7 al is taken radomly from A;
8 end
9 end

10 Obtain ecl+1 and rl by solving (17)-(19);
11 end
12 for sl ∈ F , l = 1, ..., |F| do
13 Update the Q function by using Kernel approximator:

Q̂(k+1)(sl, al)←∑
(s′
l
,rl)∈F

τ(s′l, sl)[rl + γ max
al∈A

Q̂(k)(sl, al)];

14 end
15 k ← k + 1;
16 end
17 return Output;

where ρ is to adjust the smoothness of the approximator. τ(sl, s)
acts as a weighting operator that varies according to F , s, and
Kernel function υ(·). Based on the initial value of Q̂(sl, al), each
iteration k of the proposed algorithm finally leads to solving the
exact Bellman equation with guaranteed convergence [21].

After the AIA learns the optimal decision policy derived from
Q̂(sl, al) by using the proposed algorithm, the Q function of a
new state snew /∈ F is described as follows:

Q̂(snew, al) =
∑

(s′l,rl)∈F
τ(s′l, s

new)[rl + γ max
al∈A

Q̂(sl, al)]

(28)

V. NUMERICAL RESULTS

The proposed ERP decision system is tested employing a real-
world training data set from the “Power-to-Choose” platform. All
calculations are performed on a personal computer with a 3.4-
GHz Intel Core i7 processor and 16 GB of RAM using Python.
The coding package uses TRFL, which is based on TensorFlow.

A. Decision Performance With Two Benchmarks: Prescient Ideal
Optimization and Common User Decision

To test the effectiveness of the proposed decision system, the
training data set is based on the electricity usage and transaction
records of 521 utility end users in a region in north Texas. In that
region, 5 ERPs offered by 3 retailers are available on “Power-to-
Choose”. The length of the training set is 5 years. The resolution
for electricity and pricing information is on a weekly basis. The
training dataset includes two parts. One is the service charges of
ERPs; the other is the new weekly energy demand, which can be
obtained from the load profile of this region. Fig. 3 (a) depicts a
sample training dataset.

Parameters of the user’s energy consumption model, in practice,
can be obtained and adjusted by individual end users according
to their consumption preferences. Instead of specifying the pa-
rameters of α and β in equation (3) and (4) exogenously, we
search every combination of α and β and cross-validate with actual
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Fig. 3. (a) A sample dataset of price information of ERP 1 and new energy
demand during 2015. (b) Scaled system reward with respect to different values of
α and β

data from “Power-to-Choose”. For every combination of α and
β, the system reward rt is calculated. The optimal combination
of α and β, indicated by the highest reward rt, can lead to the
best possible performance of AIA. As illustrated in Fig 3 (b), the
parameter combination (α=1e-6, β=3) results in the best prediction
performance to maximize the system reward, and the small value
of α indicates the inflexibility of present user consumption with
few smart equipments. For parameters of the proposed batch Q
learning algorithm, h = 4, γ = 0.85, δ = 6, ρ = 0.8, |Dtdu| = 3,
|De| = 25 and the Kernel function is given by [22]:

υ(s) = 1√
2πρ

e
−‖sl−s‖21

2ρ2 (29)

Two benchmarks are presented to compare with the performance
of the proposed AIA: 1) The real-world average monthly electricity
bill cost over the 521 utility end users and 2) the optimized
monthly electricity bill cost ψerp∗t calculated by:

ψerp∗t = max{ψerpi,t (erwt )|i ∈ I} (30)

where it is assumed that the future price signal of the ERPs has
been known and the perfect decision can be made to select the
most cost-saving ERP for every month.

During the test, after each test time period, the training dataset
is updated with the newest information of the test subset in the
interaction stage, and the learning stage is executed again in the
next test time period.

The results of the proposed AIA based on a one-year test dataset
are presented in Fig. 4 (a), and Fig. 4 (b) presents the switching
frequencies of ERP plans for actural users in the year. Monthly
average costs for different ERPs are indicated by different curves
in Fig. 4 (a), and the monthly selected ERPs by the AIA are
given in the table above the plot. Once the proposed AIA replaces
the current ERP with a new one in the table, a new dotted line
appears to connect the point on the curve with the new ERP. A
new dotted line appears most of the time, when the curve with the
lowest average price changes, and this line connects to the lowest
point in the current month. This means that the proposed AIA can
predict the most cost-saving ERP of the next month almost every
time.

During the whole year, the proposed AIA changes ERPs 4 times
to search for the optimal ERP, whereas approximately 2/3 of actual
users do not change their ERPs at all, as indicated in Fig. 4 (b).
Insufficient switching of ERPs by actual end users is a primary
reason for the increase of cost, since a single ERP cannot guarantee
the lowest average price throughout the year.

The average costs for end users employing the proposed AIA
are compared with actual users’ costs and optimized costs (afore-

Fig. 4. (a) Test dataset of 5 ERPs in 2017 with decision track of the proposed
AIA. (b) Distribution of ERP change frequency for real-world users during 2017

Fig. 5. Test results averaged over 50 experiments: (a) Monthly chosen ERP cost
in 2017 of the end user under different cases. (b) Comparison of cumulative costs
in 2017

mentioned benchmark 2) in Fig. 5. As indicated, the proposed AIA
reduces the average monthly cost by 19.8% and the annual cost by
19.9%, respectively, when comparing to real-world average costs.
In addition, the cost of the proposed AIA is a little higher than
the optimized cost. This is because the latter results from the best
decision with perfect information. However, their performances
are very close, and compared to the proposed AIA, the optimal
average monthly cost is only 3% less.

B. Prediction and Computation Performance Under Different Set-
tings

Using the same test dataset in the above subsection, different
settings of the proposed AIA are made to analyze for their effect
on the prediction and computation performance. Two indices are
defined as follows to measure the cost prediction performance of
the proposed AIA:

M1 =
caiat −c

hum
t

coptt −chumt

,M2 =
∑
t∈T (caiat −c

hum
t )∑

t∈T (coptt −chumt )
(31)

which means that the index M equals 1 if the proposed AIA
achieves the same performance as the optimized cost, and is 0
if the proposed AIA achieves the same performance as the actual
users.
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1) Length of Future Time Periods of the Sampling Model: To
analyze the effect of parameter δ, results under different values of
δ are presented in Fig 6.

Fig. 6. Effect of δ on rt and annual cost.

Fig 6 shows that as the time window δ increases from 0 to 12
months, M2 and scaled rt rise and the annual cost decreases, since
ect is determined by both the current and expected rewards. With
a larger δ, the AIA can see the future expected rewards further to
schedule ect and this yields additional cost reductions. The marginal
improvements decrease drastically when δ is higher than 6, and
after that level the performance of the AIA model is influenced
mainly by other factors.

Fig. 7. Effect of λ on monthly cost and scaled user disutility.

2) Weight Parameter λ: Varying λ from 0 to 1, the effect of λ
on the system reward rt is depicted in Fig. 7. As λ increases, the
AIA lowers the user’s energy consumption to reduce the monthly
ERP cost, and the user’s disutility rises. For example, when λ = 0,
the AIA only aims to minimize the user’s disutility. Hence, the
energy consumption is increased to emax and the monthly ERP
cost is high. When λ = 1, the AIA aims only to minimize the
monthly cost, which leads to a high disutility. The end user can
adjust λ according to its preference in order to influence the AIA’s
learning stage.

3) Observation Memory: In Fig. 8, the prediction performance
of the proposed observation memory-based AIA is compared
to that without memory. It can be seen that the observation
memory-based AIA outperforms the one without memory, since
the former contains more learning information about price signal
variation. The average value of M1 over the test period is 0.86
for the observation memory-based AIA and 0.72 for that without
observation memory, indicating an improvement of 19.4%.

4) Enlarged Training Dataset: Fig. 9 illustrates that with the
proposed additional sample tuples, the AIA obtains better pre-
diction performance than with the original transition sample set.
Compared to the original transition sample set, the AIA with
additional sample tuples increases average M1 by 40.9%.

5) Computation Performance: Table I presents the effect of
the recast state space and enlarged dataset on computation perfor-
mance averaged over 50 experiments. With the enlarged dataset,
there is a 41% decrease of the iteration number, since the AIA

Fig. 8. Effect of observation memory on prediction performance.

Fig. 9. Effect of enlarged training dataset on prediction performance.

learns more in each iteration according to step 13 in Algorithm 1.
With the dimensionality-reduced state vector, there is a 32%
decrease of the training time.

C. Comparisons Under Different Methods and Larger System
The proposed AIA is compared with the following learning

methods to validate its advantages on ERP selection: 1) inverse
optimization (IO) [23]; 2) random forest (RF) [24]; 3) support
vector machine (SVM) [25]; 4) deep Q-network (DQN) [26]; and
5) asynchronous advantage actor critic (A3C) [27].

Fig. 10 (a) and the second row of Table II illustrate prediction
performances using the same real-world dataset with 5 ERPs in
the above subsections. It can be seen that the proposed AIA
outperforms other learning methods both in overall prediction
accuracy (M2) and that for each month (M1), since Algorithm
1 is designed to cater more to the proposed problem. In addition,
costs for end users employing RF and IO are even more than
actual users costs (M2/M1 < 0), indicating their inefficiency on
ERP selection.

In practice, the maximum number of qualified ERPs an end
user can choose from is 13. To further test the performance of the
proposed AIA in a larger system (i.e., a future expanded market),
we collect transaction records of 100 ERPs from 17 regions and
assume an electricity usage dataset to construct an environment
with 100 ERPs. The simulation is formulated on a workstation

TABLE I
COMPUTATION PERFORMANCE UNDER DIFFERENT CASES

Training time (s) Iteration number

Proposed AIA 907 108
Without enlarged dataset 314 183

Without recast state space 1348 113

TABLE II
OVERALL PREDICTION ACCURACY (M2)

Dataset AIA SVM DQN A3C RF IO

5 ERPs 0.83 0.51 0.02 0.22 -0.3 -1.36
100 ERPs 0.81 0.23 -0.2 0.16 -1.6 -2.78
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Fig. 10. Prediction comparisons under different datasets: (a) Real-world dataset
used in Section V. A (b) A simulation dataset including 100 ERPs with assumed
user data

equipped with a core i7 processor and GTX1080 GPU. User
parameters are set as α=1e-6,β=2.7, with the same other settings
as 5 ERP-based experiment has.

Fig. 11. Monthly chosen ERP cost in a market with 100 ERPs under different
cases

As indicated in Fig. 11, the proposed algorithm (AIA) reduces
the total cost by 35.8% for 100-ERPs market. The costs resulting
from the proposed algorithm for both 5-and-100 ERPs markets are
very close to the optimal costs. This means that as a prediction
method, the proposed algorithm is efficient enough to learn an
optimized policy, to accurately forecast the future information and
to obtain cost-effective results.

Prediction results of AIA and methods 1) - 5) are compared
in Fig. 10 (b) and the third row of Table II using the same hy-
perparameters. Similar to the results of 5 ERPs, AIA outperforms
the compared methods. In contrast to methods 1) - 5), theres little
difference between AIAs prediction performance (M2/M1) in the
system with 5 ERPs and that with 100 ERPs. This indicates that
AIA has higher adaptability to different ERP market environments.

TABLE III
COMPUTATION PERFORMANCE OF DIFFERENT METHODS FOR LARGER

SYSTEM

Training time (s) Iteration number

Proposed AIA 1486 119
DQN 6403 296
A3C 4921 263

Fig. 12. Iteration process for different learning methods

The computational efficiencies of two reinforcement learning
methods, DQN and A3C, are compared with the proposed AIA
in Table III and Fig. 12, averaged over 50 experiments. Table
III shows that the training time and iteration number of AIA are
63.7% and 54.8% less than those of A3C. Compared to DQN, the
advantage of AIA is more obvious: a 76.8% decrease in training
time and a 59.8% decrease in iteration number. From 5-ERPs
market in Table I to 100-ERPs market in Table III, the training
time and iteration number of AIA only increase by 61.8% and
10.2%, indicating its high adaptability to different ERP market
environments.

Catering to the proposed pricing-plan decision problem, the
Kernel approximator-based algorithm has advantages on computa-
tion and prediction. Different from the proposed algorithm, deep
reinforcement learning, such as DQN and A3C, has a multilayer
structure, which results in more computational costs. As shown
in Table III, DQN and A3C spend more time to train the model.
In addition, DQN and A3C cannot properly handle discontinuous
data. Therefore, they take more iterations to converge and have
lower values of M1, as indicated in Table III and Fig. 10.

Fig. 12 illustrates the value of Q and A (A3C) functions in
terms of the iteration. Both the proposed AIAs for 5 ERPs and
100 ERPs smoothly aim for the optimized value whereas the
other two methods show some oscillations and difficulties. This
computational stability allows the proposed algorithm to learn
correct behavior in much complicated environments.

VI. CONCLUSIONS

This paper proposes a RL-based decision system for an indi-
vidual smart grid user to select the optimal electricity pricing plan
offered by retailers. The decision-making process is formulated as
an MDP without transition probability. In the MDP, the pricing
information of ERPs and the user’s energy consumption are both
modeled and integrated into the state vector with a time-dependent
component. A novel reward function is developed to determine the
optimal energy consumption considering future rewards including
the payment cost and user satisfaction. The action is to choose
an ERP according to the decision policy under the current state.
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The proposed MDP is solved using a model-free batch Q learning
algorithm with a Kernel appoximator to estimate the Q value of
state-action pairs. The tuple sample set is enlarged and the state
structure is modified to improve the computational and prediction
performance of the proposed algorithm.

Experimental results using real-world data indicate that the
prediction performance of the proposed decision system is much
better than actual human users and close to perfect decision
making. A main reason for the substantial increase of actual users’
payment is that they rarely change an ERP over a whole year, while
the proposed decision system can select the most cost-saving ERP
in each month through precise prediction. Also, the user’s energy
consumption and the performance of different ERPs are time-
variant, and the changes in information for different months play
an important role in making the precise prediction. In addition,
sensitivity analyses of different parameters illustrate that a larger δ,
observation memory, and enlarged training dataset can improve the
prediction performance. The data processing method can reduce
the computational burden.
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