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Abstract—This paper proposes a distributed predictive sec-
ondary control strategy to share imbalance in three-phase, three-
wire isolated AC Microgrids. The control is based on a novel
approach where the imbalance sharing among distributed gen-
erators is controlled through the control of single-phase reactive
power. The main characteristic of the proposed methodology is
the inclusion of an objective function and dynamic models as
constraints in the formulation. The controller relies on local
measurements and information from neighboring distributed
generators, and it performs the desired control action based on a
constrained cost function minimization. The proposed distributed
model predictive control scheme has several advantages over solu-
tions based on virtual impedance loops or based on the inclusion
of extra power converters for managing single-phase reactive
power among distributed generators. In fact, with the proposed
technique the sharing of imbalance is performed directly in terms
of single-phase reactive power and without the need for adding
extra power converters into the microgrid. Contrary to almost all
reported works in this area, the proposed approach enables the
control of various microgrid parameters within predefined bands,
providing a more flexible control system. Extensive simulation
and Hardware in the Loop studies verify the performance of the
proposed control scheme. Moreover, the controller’s scalability
and a comparison study, in terms of performance, with the virtual
impedance approach were carried out.

Index Terms—Imbalance sharing, Unbalanced microgrids,
Distributed predictive control, Secondary Controllers

NOMENCLATURE

MG Microgrid.
DG Distributed generator.
ADL Active damping loop.
QSG Quadrature signal generator.
FCS-MPC Finite control set model predictive control.
PR Proportional resonant.
PWM Pulse-width modulation.
Zi Unbalanced load.
Vabc Voltage measurement in the natural reference

framework.
MPC Model predictive control.
DMPC Distributed model predictive control.
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APF Active power filter.
LC Inductive capacitive filter.
PVUR Phase voltage unbalance rate index.
QP Quadratic programming.
x={a,b,c} Phases of the MG.
Qix Per-phase reactive power of DGi.
Qi Three-phase reactive power of DGi.
Vix Per-phase voltages at the output of DGi.
Vi Average voltage at the output of DGi.
Viabc DGi output voltage in the natural reference

frame.
N Number of DGs.
Li Coupling inductor.
Bi Nominal admittance.
ωi Angular speed at the output of DGi.
θi Phase angle at the output of DGi.
V̂ Bix Per-phase estimated voltages at the coupling

point.
V̂ Bi Average estimated voltage at the coupling

point.
ω̂Bi Angular frequency at the coupling point.
θ̂Bi Phase angle at the coupling point.
δθi Phase angle deviation of DGi.
∆ωs,i Frequency control action variation.
∆V s,ix Per-phase voltage control action variations.
ωs,i Frequency control action.
Vs,ix Per-phase voltage control actions.
ω0 Nominal frequency.
Mpω,i Active droop slope.
Pi Three-phase active power contribution of DGi.
V0 Nominal voltage.
Mqv,i Reactive droop slope.
A Adjacency matrix.
aij Communication term between DGs.
τij Communication delay.
τ̂ij Estimated communication delay.
Ny Prediction horizon.
Nu Control horizon.
λ Weighting parameter in the cost function.
Si max Maximum apparent power of DGi.
ωaux,i Auxiliary optimization variable for frequency.
Vaux,i Auxiliary optimization variable for voltage.
Tsec Predictive controller sample time.
ωi Local average frequency approximation.
ωmax Maximum limit for the local average frequency
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approximation.
ωmin Minimum limit for the local average frequency

approximation.
V i Local MG average voltage approximation.
Vmax Maximum limit for the local average voltage

approximation.
Vmin Minimum limit for the Local average voltage

approximation.
Yi Optimization vector shared through the com-

munication network.
Xp,i Predicted variables optimization vector.
X∆,i Predicted control action sequence vector.
HIL Hardware in the loop.
RT Real time.
FPGA Field-programmable gate array.

I. INTRODUCTION

M ICROGRIDS (MGs) represent an attractive solution
in many applications, such as terrestrial, naval or

aerospace electrical grids, due to their controllability, capa-
bility to include Distributed Generators (DGs) and flexibility
[1]. MGs can be classified according to their specific electrical
distribution structure as DC [2], AC [3] or Hybrid MGs [3].
Focusing on three phase AC MGs, the control is typically
divided into primary, secondary, and tertiary control. Primary
control directly regulates each DG’s electrical variables to their
desired values, at their point of connection to the MG [3],
[4] while tertiary control establishes the power routing across
the MG, based on external and internal factors, such as load
power demand, DG electrical generation capabilities and cost
of energy [3]. Secondary control is responsible for restoring
voltage and frequency on the electrical lines and maintaining
the desired operation of the MG [3].

Due to its ability to handle complex systems with input and
state constraints, Model Predictive Control (MPC) is becoming
one of the most successful advanced control techniques im-
plemented in industry [5], [6]. MPC is emerging as a useful
control strategy in the microgrids community [7]–[9] because
it is a multi-variable constrained control scheme, which obtains
a real-time solution at each sample instant (rolling horizon).
MPC consist of an objective function and a model of the
process being controlled. The control includes physical and
dynamic constraints [10] which, together with the objective
function, are used to perform an online optimization of the
overall system. Among the advantages of MPC, the follow-
ing are highlighted: modeling of complex systems, optimal
solution, handling of communication delays and better control
of transients [7], [8], [11]. Reported applications of MPC
to MG secondary control can be divided into centralized
and distributed MPC algorithms. Centralized MPC secondary
controllers consider the MG as a single system and perform an
online optimization in order to guarantee a good performance,
together with voltage, frequency and power regulation [9],
[10]. However, a large communication network and high
computational capability are necessary to compute the control
actions. On the other hand, Distributed MPC (DMPC) solves
local optimization problems with information shared through

a communication network, reducing the computational burden
and traffic over the communication network. DMPC directly
controls individual loads or DGs connected to the MG, re-
quiring only partial information of the overall MG status. In
this way, the computational burden is distributed across the
MG and high bandwidth large communication networks are
avoided [7], [8], [11]. All of the previous reported works
proposing secondary MPC or DMPC controllers for MGs have
been developed considering balanced MGs [7]–[11]. However,
when looking at secondary control level, the low voltage
AC MGs used for the distribution of electrical energy are
inherently unbalanced systems, since they usually have to
feed unbalanced loads, leading to significant challenges for
the secure and reliable operation of the MG. Adding this to
the usual aims of voltage and frequency regulation, and the
improvement in the sharing of both active and reactive power,
introduces additional control challenges in the MG secondary
control [12], [13].

The secondary control schemes reported in the literature
for unbalanced MG operation mainly include three aspects
(according to their control objectives): (i) Compensation of
imbalance at some points of the MGs, (ii) Improving the
sharing of unbalanced powers between the DG units of the
MG, and (iii) Simultaneous compensation of imbalance and
improvement of unbalanced power-sharing. These aims can
be addressed using decentralized, centralized and distributed
approaches.

The compensation of imbalance can be achieved using
active power filters (APFs) to compensate unbalanced currents
or unbalanced voltages at specific points of the MG [14], [15].
However, APFs are not attractive in MGs since they constitute
additional hardware and higher costs. Another and more
cost-effective solution is to embed imbalance compensation
capabilities into the control schemes of DG units that are
already available in the MG [16]–[18]. For instance, in [16]
a master/slave based approach is proposed. A supervisory
controller calculates the compensation effort (in terms of
current) for each slave converter to compensate for imbalances
at sensitive load buses.

Control schemes to improve the sharing of unbalanced
powers between the DGs of MGs are mainly based on droop
control and use virtual impedance loops. This means that
negative sequence impedances are implemented to control the
sharing of imbalance between the DGs. The magnitude of
these virtual impedances is controlled via decentralized control
schemes in [19]–[21], meaning that there is no coordination
between the DG units (each DG works autonomously based
on variables measured locally). However, better performance
could be achieved via coordination between DG units (cen-
tralized and distributed approaches). In this sense, the mag-
nitude of the negative sequence impedances are calculated
in a coordinated way by a secondary centralized controller
in [13], [22]–[24], while in [25]–[27] secondary distributed
controllers, based on consensus algorithms, are implemented.
It is worth noting that these papers (describing centralized and
distributed systems) quantify the DGs’ imbalance by defining
three-phase unbalanced powers (calculated based on three-
phase power theories [26], [27]), aiming to improve the sharing
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of these powers. However, as shown in [28] and [29], when
unbalanced AC MGs are considered, the improvement in three-
phase power sharing does not ensure that the single-phase
powers are appropriately shared. In this scenario, overloading
may occur in some of the DG phases, causing inappropriate
behavior in the DG and load shedding, which could affect the
overall security and reliability of the MG. Another approach
to improve the sharing of imbalance is the addition of power
converters to the three-phase MG to directly manage the DG
phase power balance and prevent overloading of single phases
[30]–[32]. For instance, in [30], a multi-objective formulation
is proposed to achieve per-phase imbalance sharing in a three-
phase MG. An additional power converter is placed at the
point of common coupling for managing single-phase power.
However, the addition of extra power converters into the MG
increases the cost of this approach making the proposals
reported in [30]–[32] not cost-effective.

When looking for MPC-based methods to manage imbal-
ance, only decentralized finite control set model predictive
control (FCS-MPC) has been reported at the MG’s primary
control level [33]–[35]. The authors of [33] propose a de-
centralized FCS-MPC, where the imbalance is managed by
an external loop that shares the negative sequence reactive
power. The works of [34], [35] present FCS-MPC methods to
improve imbalance sharing. FCS-MPC methods may produce
a variable switching frequency because FCS-MPC does not
use a modulator. They demand a high computational burden,
as they operate at the primary control level; this is because the
evaluation of the cost function is usually realized for all the
switching states of the power converter. Furthermore, these are
usually decentralized methods that compute local solutions;
thus, an optimal solution is hard to obtain. To the authors’
best knowledge, no DMPC strategy for imbalance sharing at
the secondary control level has been proposed.

To summarize, imbalance sharing methods based on virtual
impedance loops [13], [19], [22]–[27] do not ensure a proper
sharing of single-phase powers. This issue is discussed in
more depth in Section VI-B. The solution proposed in [30]–
[32] of adding power converters to the MG to achieve single-
phase power management is not cost-effective. Finally, FCS-
MPC-based methods used for the primary level for imbalance
sharing require extensive processing capabilities, and since
they are based on a decentralized approach, do not provide
a cooperative solution. To avoid the drawbacks of these
approaches, we propose a novel secondary DMPC control
scheme for improving the sharing of imbalances. This proposal
avoids the use of virtual impedance loops; moreover, it does
not require additional converters in the MG. In this case,
contrary to the reported MPC-based methods for imbalance
sharing, the proposed control algorithm achieves a global solu-
tion via consensus objectives which do not require an extensive
computational burden (thanks to the distributed approach). The
imbalance sharing is achieved by controlling the single-phase
reactive powers of the DGs. In particular, the proposed strategy
uses a modified single-phase Q−V droop scheme, where one
additional secondary control action is introduced per phase.
With the multi objective DMPC, it is possible to formulate
a predictive controller that considers the dynamic behavior

of the MG main variables. This technique uses a reduced
number of control actions to achieve all the control objectives
(see Section III). Furthermore, the proposed secondary control
scheme can regulate simultaneously the imbalance sharing
and power quality of each DG. This has not previously been
explored extensively: the works published in [13], [27] are
the only ones reported so far. These simultaneous objectives
are of paramount importance since, as discussed in [13], [22],
imbalance sharing methods increase the voltage imbalance at
the output of the DGs. Therefore, these imbalances should be
regulated to avoid power quality issues as defined by IEEE
standard 1547-2018 [36]. A well-used index to determine the
power quality of a MG is the phase voltage unbalance rate
index (PVUR), which is defined Section II-E. Thus, a control
technique must improve imbalance sharing without exceeding
the maximum PVUR value recommended in the IEEE standard
1547-2018 for PVUR [36]. The contributions of this paper are:

(i) To the best of our knowledge, this is the first paper
to propose a DMPC control scheme for unbalanced MGs.
The proposal improves the sharing of imbalances among DG
phases in AC MGs, avoiding the use of virtual impedance
loops (as this methodology has many drawbacks [29]) and
without the need for adding additional power converters to
the MG.

(ii) With the DMPC mathematical model, which includes
slack variables, the proposed imbalance sharing control
scheme can achieve accurate control of some variables in the
MG, whereas other variables are controlled within more re-
laxed predefined bands. Specifically, the frequency and average
voltage are regulated within predefined bands. This produces a
more flexible control system than those reported in [13], [19],
[22]–[28], [30]–[32], which look for an accurate sharing of all
the variables of the MG.

(iii) The proposed DMPC approach can improve the sharing
of both three-phase active and reactive power and single-phase
reactive power between the DG units. This can not be included
in methods based on virtual impedance loops as will be shown
in Section VI-B.

(iv) The proposed control scheme achieves the sharing
of imbalance reducing the single-phase voltage deviations at
the output of each DG unit, when compared with methods
based on the virtual impedance loop. The proposed approach
has better performance in the presence of time-delays in the
communication network than the virtual impedance approach
(see Section VI-B).

The rest of this paper is organized as follows. In Section II,
the DMPC structure and the dynamic models included as
constraints in the controller are detailed. In Section III, the
proposed DMPC scheme is explained in detail. Section IV
presents the MG setup and the results obtained. Section V vali-
dates via Hardware in the Loop the DMPC scheme. Section VI
highlights the scalability and the controller improvements with
previous approaches. Finally, the conclusions are presented in
Section VII.

II. CONTROL SCHEME FOR AN INDIVIDUAL DG

In this section, a three-phase unbalanced MG composed
of N DGs is considered. Within the general structure of
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a MG, a local model for each DG is considered. Fig. 1
shows the control of the i-th DG with i={1, · · · , N}. In
this work, each DG is connected to an LC filter, and an
inductor Li is connected between the filter output and the
point of coupling in the MG. The primary control of the
i−th DG is shown at the bottom of Fig. 1. The primary
control is achieved by means of a droop equation for the
active and reactive power of each unit. The P − ω droop
equation takes into account the three-phase active power of
each DG to calculate the angular speed ωi. Conversely, the
droop equation for the reactive power is defined for each
phase x with x={a, b, c} as shown in Fig. 1. This novel
approach allows the introduction of small imbalances in the
output voltage Vx of the DG units with x={a, b, c}, enabling
unbalanced power sharing. Indeed, as stated in the introductory
section, the sharing of imbalance can only be achieved by
increasing the voltage imbalance at the DG units’ output. This
issue is taken into account for the proposed method, which
fulfills the sharing of unbalanced powers and at the same time
regulates the maximum unbalanced voltage at the DGs to fulfill
the maximum values stated in the IEEE standard 1547-2018
[36]. In this work, the Phase Voltage Unbalance Rate index
(PVUR) is used to quantify the level of imbalance in the output
voltage of the DG units (see Section II-E). To create the single-
phase Q−V droops, a Quadrature Signal Generator (QSG) is
applied in the voltage and current measurements of each phase,
as shown in Fig. 2. The QSG creates a 90-degree shifted signal
when applied to sinusoidal signals, thus, creating the virtual β
components from the voltage and the current measurements,
while only the α components are actually measured. These
QSGs are implemented using all-pass filters, and they present
good performance when operating around the MG nominal
frequency [28], [29]. The output of the reactive power droop
control is the DG output voltage in the natural reference
frame Viabc. The DG voltage and current are then regulated
through outer and inner cascaded Proportional-Resonant (PR)
controllers.

At the top of Fig. 1 the DMPC controller of DGi is
presented. This controller receives as inputs the local esti-
mations and measurements from the primary control level
and state variable predictions from neighbor units, connected
via a communication network. The DMPC outputs are the
frequency variation, the per-phase voltage variations (vectors
∆ωs,i and ∆V s,ix with x={a, b, c}), and the predictions of the
local optimization problem Yi, defined in Section III. While
the control outputs are processed by discrete-time integrators
to ensure zero error in steady-state, the predictions are sent
directly through the communication network.

A. Dynamic Models

To model the dynamics of the MG, the voltage and fre-
quency at each node, along with the active and reactive power
flows, are considered. Since these variables are coupled, in
this paper they are modeled using the droop power transfer
and phase angle equations. In particular, the i-th DG unit is
modeled as the node at the output of its LC filter, as shown
at the bottom of Fig. 1, through the per-phase voltages Vix

Fig. 1. General control diagram of DMPCi.

Fig. 2. Single-phase droop controller.

with x={a, b, c}, its angular speed ωi, and its phase angle θi.
In addition, the i-th unit is connected to the rest of the MG
through a coupling inductor Li. Unlike previous approaches
[7] where external sensors are used, a sensorless scheme is
employed to estimate the per-phase unbalanced voltage after
the coupling inductor (at the connection bus); thus, only the
usual voltage and current measurements at the LC filter are
needed. The per-phase estimated voltages V̂ Bix with x={a, b, c}
are computed using a reduced-order state observer based on
[37]. Also, the average voltage magnitude of the phases V̂ Bi
is calculated. Finally, the angular frequency and phase angle
at the coupling point ω̂Bi and θ̂Bi , respectively, are estimated
using phase-locked loops (PLLs).
B. Droop Control

To share the active and reactive power among the units
belonging to the MG, the angular speed and output voltage
of each DG are computed using droop control. For the i-th
unit, the active power is regulated through its instantaneous
angular frequency ωi(t) as shown in (1); where ω0 is the
nominal frequency, Mpω,i is the droop slope that defines the
linear relation between the frequency and the active power
Pi(t), and ωs,i(t) is the secondary control action (after the
discrete-time integrator, see Fig. 1) for the i-th unit.

ωi(t) =ω0 +Mpω,iPi(t) + ωs,i(t) (1)
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The reactive power is shared evenly per phase. Conse-
quently, it is necessary to regulate the reactive power indepen-
dently for each output phase. In this case, the droop control law
for the phase x={a, b, c} is shown in (2). The reactive power is
regulated by controlling the magnitude of the output voltages
Vix with x={a, b, c}. In addition, the nominal voltage V0 is the
same for all output phases and the droop slope for the reactive
power Qix(t) is Mqv,i. Finally, the outputs of the secondary
control are Vs,ix(t) for phases x={a, b, c} of the i-th unit (after
the discrete-time integrators, see Fig. 1). The droop models are
included in the DMPC scheme because droop controllers rule
the MG’s behavior, and through these models, the secondary
control interacts with the primary control.

Vix(t) = V0 +Mqv,iQix(t) + Vs,ix(t) (2)

The average voltage magnitude of the phases Vi(t) of the
i-th unit is also included, and it is given by:

Vi(t) =
1

3

∑
x

Vix (t) x={a, b, c} (3)

It should be pointed out that a single-phase P -ω droop
scheme is not considered in this work because this approach
may produce differences in each phase frequency, especially
during the transients, which could be a drawback if the MG
is feeding three-phase loads, such as motors [28].

C. Phase Angle Model

To estimate the active and reactive power transferred from
the i-th unit to the rest of the MG, its deviation angle δθi(t)
is employed. The phase angle δθi(t) is defined as the angular
difference between the output of the LC filter of the i-th unit
and the node after the coupling inductor Li:

δθi(t) = θi(t)− θ̂Bi (t) =

∫ t

0

[
ωi(τ)− ω̂Bi (τ)

]
dτ (4)

D. Power Transfer Models

To estimate the active and reactive power contribution from
the i-th unit to the MG, the power flow through its coupling
inductor is considered. By using this approach it is possible
to avoid the use of the admittance matrix of the whole MG,
reducing modeling complexity and ensuring the plug and play
capability. The active power from DGi to the rest of the MG
is:

Pi(t) = BiVi(t)V̂
B
i (t) sin (δθi(t)) (5)

where, Bi=1/(ω0Li), is the nominal admittance of the cou-
pling inductor Li. Conversely, the reactive power needs to
be calculated for each output phase x={a, b, c} to adequately
share reactive power in each phase:

Qix (t) = Bi

[
V 2

ix(t)− Vix (t) V̂ Bix (t) cos (δθi (t))
]

(6)

The total reactive power Qi(t) of the i-th unit is also
included as the sum of the single-phase reactive powers
previously defined. This model is used to limit the power
contribution of DGi within the DMPC formulation.

Qi(t) =
∑
x

Qix (t) x={a, b, c} (7)

E. Phase Voltage Unbalance Rate Index

As discussed in the introduction section, imbalance sharing
methods should be designed to achieve simultaneously the
imbalance sharing and the regulation of the voltage at the
output of the DG units. Currently, only a few works have
explored this topic [13], [27]. In this sense, the proposed
predictive controller addresses this issue by using the phase
voltage unbalance rate index (PVUR) (8) to quantify the
unbalance at the i−th DG’s output [27]. This index is regulated
in each DG unit to meet IEEE standard 1547-2018 [36],
where a maximum voltage imbalance of 5% is allowed. In
(8), |Vix (t) | and Vi(t) are the per-phases voltage magnitudes
and the average voltage magnitude among the phases at t,
defined in (2) and (3), respectively.

PVURi (t) =
1

Vi(t)
max

x={a,b,c}
{|Vix (t) | − Vi (t)} (8)

F. Communication Structure

As distributed control schemes require information ex-
change, a full-duplex communication network is considered.
This network allows the consensus objectives to be achieved
through cooperation between the MG DGs [38]. This com-
munication structure considers both latency and connectivity
phenomena. Whereas latency represents the time interval (τij)
for a data packet to be transmitted from source to destination,
the connectivity is represented by the N×N adjacency matrix
A. The terms aij (9) of a non-negative A represent information
flow among DGs at time instant k. As the communication
is bidirectional, the associated graph is undirected. Thus,
τij = τji and aij=aji [38]. As is shown in Fig. 3, we use a fully
meshed communication network as primary setup; however,
this topology can change as long as at least one communication
path exists among all DGs in the MG (i.e., there is a spanning
tree).

aij(k) =

1 Data from DGj arrives at DGi at k
0 Data from DGj does not arrive at DGi at k
0 j = i

(9)

The adjacency matrix A is initialized at the beginning of the
simulation based on communication topology at that sample
time. Then, this matrix is updated (by verifying the links)
at each sample step based on the information received on
each DG from its directly communicating neighboring DG
units. Note that each DG only knows (interacts with) its direct
communication links and not the entire network. An analysis
of the MG performance when the topology changes is shown
in Section IV. Furthermore, an asynchronous communication
protocol is used; thus, no global clock is necessary to ensure
that the sharing of information is globally synchronized [39],
[40].

III. PROPOSED IMBALANCE SHARING SCHEME BASED ON
DMPC

The main objective of the proposed DMPC is to share
imbalances through a single-phase approach between the DGs
that comprise the MG whilst the unbalanced voltage at the
converters’ output is regulated below the maximum allowed
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PVUR to meet the IEEE power quality standard [36]. A
consensus in the three-phase active power is also sought.
Furthermore, instead of restoring the average frequency and
the average voltage to their nominal values, a more flexible
objective is proposed. These variables are kept within pre-
defined bands and only restored when they are outside their
band. Note that by regulating the MG average voltage, it is
possible to have good reactive power-sharing, as the voltage
nodes can have different voltage levels, which are close to the
MG average voltage.

The cost function of the proposed DMPC comprises ten
weighted terms and is presented in (10). The first to the third
terms achieve a normalized consensus in the reactive power
contribution in phases a, b and c, respectively, which are used
to produce the sharing of imbalance. The fourth term seeks the
three-phase normalized active power consensus. The fifth and
sixth terms are auxiliary variables that act as slack variables
to regulate the average frequency and average voltage within
predefined bands (see equations (13c) and (13d)). The seventh
to ninth terms penalize any variations of the voltage control
actions in each phase, and the tenth term penalizes any varia-
tion of the frequency control action. The objectives of sharing
reactive power per phase and restoring the average voltage are
achieved with the terms seven to nine, while the objectives of
sharing active power and restoring frequency are achieved by
the tenth term. By penalizing the control action variations,
the control effort is minimized, and the transient performance
of the controller is improved. Note that all the consensus
objectives consider the communication terms aij(k) and the
estimated time delay τ̂ij , which is defined as one sample period
on the secondary level. As the consensus objectives in each DG
are optimized considering the predictions of communicated
neighboring DGs, the regulation is global for the entire MG.

Ji(k)=
N∑

j=1,j 6=i

Ny∑
m=1

λ1iaij(k)

(
3Qia(k+m)

|Simax|
−3Qja(k+m−τ̂ij)

|Sjmax|

)2

+
N∑

j=1,j 6=i

Ny∑
m=1

λ2iaij(k)

(
3Qib(k +m)

|Si max|
− 3Qjb(k +m− τ̂ij)

|Sj max|

)2

+

N∑
j=1,j 6=i

Ny∑
m=1

λ3iaij(k)

(
3Qic(k +m)

|Si max|
− 3Qjc(k +m− τ̂ij)

|Sj max|

)2

+

N∑
j=1,j 6=i

Ny∑
m=1

λ4iaij(k)

(
Pi(k +m)

|Si max|
− Pj(k +m− τ̂ij)

|Sj max|

)2

+
∑Ny

m=1

[
λ5i(ωaux,i(k +m))2 + λ6i(Vaux,i(k +m))2

]
+

Nu∑
m=1

[
λ7i(∆Vs,ia(k +m− 1))2 + λ7i(∆Vs,ib(k +m− 1))2

]
+

Nu∑
m=1

[
λ7i(∆Vs,ic(k +m− 1))2 + λ8i(∆ωs,i(k +m− 1))2

]
(10)

The optimization problem incorporates the dynamic models
presented in Section II, which are included as equality
constraints based on (1)-(7), and inequality constraints based
on (8). All the models of Section II are discretized and
generalized for the prediction horizon (Ny) and a sequence

of control actions (Nu) is calculated through a numerical
optimization problem. The discretization is carried out through
the forward Euler method, where k = nTsec, n ∈ Z+, and Tsec

is the sample time of the controller. Then, they are generalized
for k + m steps ahead, where m ∈ Z+. Furthermore, the
incremental operator (∆f(k) = [f(k) − f(k − 1)]) is applied
in models (1), (2) to express the optimization problem as
a function of the variation of the frequency control action
and the per-phase voltage control actions ∆ωs,i and ∆Vs,ix
with x={a, b, c}, respectively. The non-linear power transfer
models (5), (6), and the PVUR (8) model are linearized
via a Taylor expansion around the measured/estimated point
{ωi(k), ω̂Bi (k),Vi(k), Vix(k),V̂ Bi (k), V̂ Bix (k), δθi(k), Pi(k),
Qix(k)} with x={a, b, c} before their discretization. The
predictive models of (2), (3), (6) and (7) are presented in
models (11a), (11b), (11c) and (11d), respectively. Note that
models (1), (4) and (5) were proposed for balanced MGs,
by some of the authors of this paper in [7]. The reader is
encouraged to see [7] for a detailed explanation of the form
of these predictive models. As the max operator for (8) cannot
be included directly in the DMPC formulation, all the possible
cases of the operator are included through a set of linear
inequality constraints (see equations (11e), (11f), (11g)); thus,
the PVUR at the DG’s output is regulated in the solution
to comply with the standard IEEE 1547-2018 [36]. Note
that although the coefficients produced in the linearization
are updated each sample time, they are constant during the
optimization and not computed within the controller.

Vix(k+m)=Vix(k+m−1)+Mqv,i[Qix(k+m)−Qix(k+m−1)]

+∆Vs,ix(k+m−1) (11a)

Vi(k+m)=
1

3

∑
x

Vix(k+m) x={a,b,c} (11b)

Qix(k+m)=Qix(k)

+[Vix(k+m)−Vix(k)]Bi

[
2Vix(k)−V̂ Bix (k)cos(δθi(k))

]
+[δθi(k+m)−δθi(k)]BiVix(k)V̂ Bix (k)sin(δθi(k)) (11c)

Qi(k+m)=
∑
x

Qix(k+m) x={a,b,c} (11d)

Kiaa(k)[Via(k+m)−Via(k)]+Kiab(k)[Vib(k+m)−Vib(k)]

+Kiac(k)[Vic(k+m)−Vic(k)]+Fia(k)≤PV UR∗(k)
(11e)

Kiba(k)[Via(k+m)−Via(k)]+Kibb(k)[Vib(k+m)−Vib(k)]

+Kibc(k)[Vic(k+m)−Vic(k)]+Fib(k)≤PV UR∗(k)
(11f)

Kica(k)[Via(k+m)−Via(k)]+Kicb(k)[Vib(k+m)−Vib(k)]

+Kicc(k)[Vic(k+m)−Vic(k)]+Fic(k)≤PV UR∗(k)
(11g)

The coefficients of (11e) at time k produced in the lin-
earization process are expressed in (12). The coefficients of
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(11f) and (11g) have a similar structure to the coefficients of
(11e), and can be easily calculated.

Fia(k)=

[
3Via(k)−[Via(k)+Vib(k)+Vic(k)]

[Via(k)+Vib(k)+Vic(k)]

]
(12a)

Kiaa(k)=

[
[3][Vib(k)+Vic(k)]

[Via(k)+Vib(k)+Vic(k)]2

]
(12b)

Kiab(k)=

[
[−3Via(k)]

[Via(k)+Vib(k)+Vic(k)]2

]
(12c)

Kiac(k)=

[
[−3Via(k)]

[Via(k)+Vib(k)+Vic(k)]2

]
(12d)

The sets of constraints in (13) are also included in the opti-
mization. The models (13a) and (13b) compute local approx-
imations of average frequency and MG average voltage based
on the predictions of frequency and voltage at the connection
bus of DGi and the predictions of frequency and voltage
at their respective connection buses of the communicating
neighboring DGs, respectively. These models consider the
communication terms aij(k) and the estimated time delay τ̂ij ,
i.e. only the information received through the communication
network is used. The inequality constraints (13c) and (13d)
work in conjunction with the previous defined models and
the auxiliary variables ωaux,i, Vaux,i of the objective function
(10) to achieve the objective to keep both average voltage and
average frequency within predefined bands while an unfeasible
solution is avoided. As these auxiliary variables are penalized
in the cost function, see (10), they will temporally relax the
average frequency and average voltage inequality constraints,
allowing these variables to take values outside their predefined
band for a short time. The optimization problem is relaxed
by applying these constraints, and a feasible solution is
guaranteed [41], as long as the demanded power is within
the physical capacity of the MG. The maximum apparent
power capacity of DGi is also included through the triangular
linearized constraint (13e) to limit the solution within the
physical capacity of DGi (see [7]).

ωi(k+m)=

ωi(k+m)+
N∑

j=1
aij(k)ωj(k+m−τ̂ij)

1+
N∑

j=1
aij(k)

(13a)

V i(k+m)=

Vi(k+m)+
N∑

j=1
aij(k)Vj(k+m−τ̂ij)

1+
N∑

j=1
aij(k)

(13b)

ωmin≤ωi(k+m)+ωaux,i(k+m)≤ωmax (13c)

V min≤V i(k+m)+Vaux,i(k+m)≤V max (13d)

|Pi(k)|+|Qi(k)|+sign(Pi(k))[Pi(k+m)−Pi(k)]

+sign(Qi(k))[Qi(k+m)−Qi(k)]≤Smax (13e)

The proposed DMPC controller has a quadratic cost func-
tion, linear equality constraints and linear inequality con-
straints. Therefore, the optimization problem is convex and
can be synthesized in a canonical quadratic programming

Algorithm 1 DMPC solution for DGi
Inputs: Measurements and estimations:{ωi(k), ω̂

B
i (k), Vi(k), Vix(k),

V̂ B
i (k), V̂ B

ix (k), δθi(k), Pi(k), Qix(k)} with x={a, b, c}.
Received information:Yij , ∀j = {1, ..., N}.

Outputs: Xp,i,X∆,i

Initialization :
1: Compute matrices/vector coefficients of QP problem.
2: for every k do
3: Compute adjacency terms aij according to the received information.
4: According to the received information, compute the sum of frequency, average

voltage, active power and single-phase reactive powers from (13a), (13b) and
(10).

5: Update matrices/vector of QP problem according to the results of step 4 and the
measurements/estimations.

6: Solve QP problem using QPKWIK algorithm.
7: if the optimization problem is feasible and t < k + Tsec then
8: Extract ∆ωs,i(k),∆Vs,ix(k) from X∆,i with x={a, b, c}.
9: else

10: ∆ωs,i(k) = 0,∆Vs,ix(k) = 0 with x={a, b, c}.
11: end if
12: Update controller outputs and send Yi to neighbor DGs if it is feasible.
13: end for

(QP) formulation. The optimization vector of the QP prob-
lem comprises the predicted variables Xp,i and the control
decisions X∆,i. The predicted variables are presented in (14)
with x={a, b, c}; in this equation the states and outputs of this
dynamic model are highlighted. Whereas the predicted control
decisions are presented in (15) with x={a, b, c}. Then, only
the first control decisions of ∆Vs,ix for phases x={a, b, c} and
∆ωs,i pass through integrators and are applied to the system
(see Fig. 1), and the optimization problem is repeated at each
sample time with updated measures (rolling horizon) [42]. To
reduce the traffic over the communication network, only the
necessary prediction variables for the consensus objectives are
shared through the communication network, as presented in
(16).

Xp,i = [ωi (k +m), δθi (k +m), Vi (k +m), Vix (k +m),︸ ︷︷ ︸
states

ωaux,i (k +m), Vaux,i (k +m),︸ ︷︷ ︸
states

Pi (k +m),︸ ︷︷ ︸
outputs

Qi (k +m), Qix (k +m), ω̄i (k +m), V̄i (k +m)︸ ︷︷ ︸
outputs

]
Ny

m=1

(14)

X∆,i = [∆Vs,ix(k +m− 1), ∆ωs,i(k +m− 1)]Nu
m=1 (15)

Yi = [ωi (k +m), Vi (k +m), Pi (k +m), Qix (k +m)]Nym=1

(16)

The QP problem is solved using the QPKWIK Matlab built-
in algorithm, which is a stable variation of the classic active-set
method [43]. Moreover, the methodology to solve the DMPC
scheme is described in Algorithm 1. This algorithm details all
the necessary steps to obtain a cooperative solution among
the DGs that form the MG. Given that the cost function
represented in (10) is convex and QP is used to solve the
optimization problem, the controller will find the optimum of
the objective function at each sample time [41].

IV. MICROGRID SETUP AND SIMULATION RESULTS

The MG simulator implemented to test the performance of
the DMPC scheme is shown in Fig. 3 and Table I presents its
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TABLE I
MG PARAMETERS AND LOADS

Description Parameter Value

Primary level sample period Tprim[s] 1/(16 · 103)

Nominal frequency ω0 [rad/s] 2π · 50

Nominal voltage (peak) V0 [V] 220

Droop controller cutoff frequency ωc [rad/s] 10π

Unbalanced load 1 (Z1)
Positive sequence current [A] 69.23

Negative sequence current [A] 23.76

Unbalanced load 2 (Z2)
Positive sequence current [A] 27.81

Negative sequence current [A] 1.58

Unbalanced load 3 (Z3)
Positive sequence current [A] 26.8

Negative sequence current [A] 1.05

DG2

DG1 DG3

DG4

Communication
link

Adjacency matrix

Fig. 3. Implemented MG simulator

TABLE II
CONTROLLER PARAMETERS AND WEIGHTS

Description Parameter Value

Controller sample time Tsec [s] 0.05

Estimated communication delay τ̂ij [s] 0.05

Prediction horizon Ny 10

Control horizon Nu 10

Average voltage predefined band [Vmax, Vmin] [V ] [231,209]

Frequency predefined band [ωmax, ωmin] [rad/s] [101π, 99π]

Maximum PVUR limit PV UR∗[%] 4

Phase a - Reactive power consensus λ1i [( V A
V AR

)2] 9.5

Phase b - Reactive power consensus λ2i [( V A
V AR

)2] 8.0

Phase c - Reactive power consensus λ3i [( V A
V AR

)2] 1.7

Active power consensus λ4i [(V A
W

)2] 2.1

Average frequency regulation λ5i [( s
rad

)2] 3.8 · 102

Average voltage regulation λ6i [( 1
V
)2] 5.0

Per phase voltage control actions λ7i [( 1
V
)2] 3.0

Frequency control action λ8i [( s
rad

)2] 5.0 · 101

electrical parameters. It comprises four DG units with different
power ratings, different coupling inductances and transmission
lines with different impedances. The DGs have the following
apparent power capacities: S1max = 12.5[KVA] for converter
1, S2max = 0.9S1max for converter 2, S3max = 0.8S1max for
converter 3, and S4max = 0.7S1max for converter 4. Based
on this configuration, the following droop coefficients are used
for implementing the P −ω and Q−V droop controllers and
the predictive controllers: Mpω,1 = 1.6 · 10−4rad/sW and

Mqv,1 = 3.2 · 10−3V/V AR, Mpω,2 = 0.9Mpω,1 and Mqv,2 =
0.9Mqv,1, Mpω,3 = 0.8Mpω,1 and Mqv,3 = 0.8Mqv,1, Mpω,4 =
0.7Mpω,1 and Mqv,4 = 0.7Mqv,1. The coupling inductances
are L1 = 2.5[mH], L2 = 1.1L1, L3 = 1.2L1, L4 = 1.3L1

for DG1 to DG4, respectively. Transmission lines are L34 =
2.5[mH], L12 = 1.1L34, L24 = 1.2L34.

Whereas the MG electrical model is built with the PLECS
blockset®, the primary and secondary controllers are imple-
mented in Matlab/Simulink® environment. Each DG unit
possess at the primary level a three-phase active power -
frequency droop controller, per phase reactive power - voltage
droop controllers, and self-tuning voltage and current PR
controllers in the abc reference frame [15] (see all the bottom
of Fig. 1). Table II presents the DMPC design parameters
and the weighting factors. The parameters were chosen aim-
ing to reduce the computational effort. This is because the
computational burden is directly affected by the sample time,
and prediction and control horizons [41]. Whereas the sample
time was selected considering the frequency and active power
open loop rise time (Tr = 0.7s) as Tsec = 0.7/14 = 0.05s
[44], the prediction and control horizons were selected as
10 samples because with these values the controller always
finds a solution within the sample time, and the traffic over
the communication network is reduced. The weighting factors
were tuned heuristically looking for a trade-off between the
control objectives, and if needed giving more importance to
one objective over the rest of the objectives. The frequency
and average voltage are limited to a band of 1% and 5% with
respect to their nominal values (ω0 and V0), respectively, as
recommended in [36]. The PVUR limit (PV UR∗ in equations
(11e), (11f), (11g)) was selected as 4% to meet the converter’s
output voltage quality standard (below 5%) [36]. These limits
are fixed for all the test-scenarios; however, these can be
modified, as long as they are within the recommendations of
the IEEE standard.

Three case-scenarios test the performance of the DMPC
scheme. The first scenario consists of connecting unbalanced
loads at different nodes. The second scenario tests the con-
troller when there are both a short and a large constant
time-delay over the communication network. Finally, the last
scenario tests the controller when two failures occur in con-
junction, i.e. communication link failures and a DG is dis-
connected/reconnected from/to the MG. The communication
network for the first two tests is represented by the adjacency
matrix A(k) (see Fig. 3), which remains constant for the whole
test. Only in the last scenario the adjacency matrix changes
according to the events of the test.

A. Scenario I (Base Case) - Unbalanced Load Changes

This test verifies the performance of the DMPC on the MG
when there are several unbalanced load impacts at different
nodes. The MG starts with Z1 connected and the primary
control enabled, i.e. droop controllers, and PR controllers en-
abled. Note that without the DMPC both per phase normalized
reactive power and three-phase normalized active power are
shared unevenly (see Fig. 4 and Fig. 5 before 10 s). This is
because the DGs have different power ratings and different
droop slopes. At t = 10s, the predictive controllers are
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Fig. 4. Base Case a) Normalized reactive power consensus - Phase a for load
changes, b) Normalized reactive power consensus - Phase b for load changes,
c) Normalized reactive power consensus - Phase c for load changes
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Fig. 5. a) Three phase normalized active power consensus for load changes
- Base Case, b) Three-phase normalized reactive power consensus for load
changes - Base Case

enabled, so the power consensus objectives are achieved in
less than 7 seconds.

As discussed in Section I, to share the imbalance, it is
necessary to induce small imbalances in the output voltage of
the DGs. Therefore, the maximum unbalanced voltage allowed

DG
1

DG
2

DG
3

DG
4

Fig. 6. PVUR index of the voltage at the DGs output for load changes - Base
Case.

F
Average

V
Average

Fig. 7. a) Frequency regulation for load changes - Base Case, b) Average
voltage regulation for load changes - Base Case. The dashed cyan lines
represent the predefined band limits for both variables.

in the MG must be regulated to avoid power quality issues.
This regulation is achieved by the inequality constraints (11e),
(11f), (11g), which limit the maximum allowed PVUR in the
voltage at DG’s output. In this test, the maximum allowed
PVUR in each DG is set to 4%. Fig. 6 shows that the closest
DG to the load impact reaches the PVUR limit; however, it is
never surpassed. At t = 30s, both Z2 and Z3 are connected;
thus, the MG is subject to its total load. This event takes the
average frequency outside its band, and the DMPC restores
this variable inside the band immediately, as shown in Fig. 7a.
This approach makes flexible the behavior of the frequency
and average voltage by restoring them only when it is strictly
necessary, instead of restoring these variables to their nominal
values at each sample time, as reported in previous approaches.
Finally, at t = 50s, Z3 is disconnected. During all the load
perturbations the controller presents a smooth response and
all the objectives are achieved without large overshoots and
with settling times below 7 seconds. Furthermore, none of the
constraints are violated.

Note that regardless of the approach used (regulate to fixed
values or regulate to a band), temporal violations will always
occur. These are due to external physical events, such as
connection/disconnection of loads or connection/disconnection
of generation units, and are not related to the control system.
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Fig. 8. Communication delay test. a) Normalized reactive power consensus - Phase a for τij = 0.25s, b) Normalized reactive power consensus - Phase a for
τij = 1s, c) Three-phase normalized active power consensus for τij = 0.25s, d) Three-phase normalized active power consensus for τij = 1s, e) Frequency
regulation for τij = 0.25s and τij = 1s, f) Average voltage regulation for τij = 0.25s and τij = 1s. The dashed cyan lines represent the predefined band
limits for both latter variables.

In this sense, our proposed DMPC control system ensures
quick recovery from those temporary violations following the
guidelines established by the IEEE 1547-2018 standard [36].
B. Scenario II - Communication Delays

This scenario verifies the performance of the controllers
when there is a constant delay (τij) over the entire communica-
tion network, whilst the estimated delay (τ̂ij) is kept constant
at one sample. Two cases are considered: a) small time-delay
(τij=0.25s) and b) large time-delay (τij = 1s). Note that the
worst-case scenario represents a 20-sample delay, which is
two times larger than the prediction horizon (Ny). A delay of
one second is considered to be a large delay (see [45], [46]);
such a delay may be due to weather conditions or line of sight
requirements in rural/remote areas [39]. For this test, the same
load changes considered in scenario I are applied.

Fig. 8 shows the test results. Fig. 8a shows the reactive
power in phase a for a delay of 0.25s, while Fig. 8b shows
the same information for a delay of 1s. The rest of the phases
are omitted as they present the same behavior. Fig. 8c and
Fig. 8d present the results for the active power sharing for a
delay of 0.25s and 1s, respectively. Fig. 8e and Fig. 8f present
the results for the average frequency regulation and average
voltage regulation for both delays. The results show that the
DMPC is robust against communication delays, and the delay
affects the overshoot and the settling time of the consensus
variables: the single phase reactive power is slightly affected

when two unbalanced loads are connected simultaneously at
different points in the MG at t = 30s, and the active power
consensus is the variable most affected by delays. The more
the delay the larger the overshoot and the settling time. It
is observed that although the frequency and average voltage
are taken outside the defined limits, the proposed controller
is capable of regulating these variables within their predefined
bands. This is due to the inequality constraints (13c) and (13d)
that allow temporary violations. Therefore, the DMPC presents
a good performance against communication delays even when
the delay is two times the prediction/control horizons. This is
because the rolling horizon scheme compensates the sharing
information delay by correcting the control action sequences
[47].
C. Scenario III - Combined Communication Link Failures and
Plug-and-Play

This test presents the behavior of the predictive controllers
when two of the most demanding scenarios are present in
the MG at the same time. The test starts with the controllers
enabled and Z1 connected. A communication failure is forced
at t = 10s between the communication channels of DG1-
DG3 and DG2-DG4, so the MG continues operating with
four communication channels, and the MG adjacency matrix
is modified (see A(k) in Fig. 9a at t = 10s). The control
algorithm automatically identifies the failure and and changes
the consensus (10) and average (13a), (13b) calculations . At
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Fig. 9. Communication failure and plug-and-play test. a) Frequency regu-
lation, b) Average voltage regulation. The dashed cyan lines represent the
predefined band limits for both variables.
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Fig. 10. Communication failure and plug-and-play test. a) Normalized reactive
power consensus - Phase a, b) Normalized reactive power consensus - Phase
b, c) Normalized reactive power consensus - Phase c

t = 30s an unscheduled failure occurs, i.e. DG4 is discon-
nected from both the electrical system and the communication
network. The MG continues operating with the remaining
connected DGs until t = 50s, when Z2 is connected. At
t = 70s, after a synchronization routine, DG4 is reconnected
to the MG. Note that when DG4 is disconnected there is only
one communication path among the remaining DGs, which is
the worst communication scenario for distributed controllers
[38] (see A(k) in Fig. 9a at t = 30s).

Fig. 9 and Fig. 10 show the test results. When the commu-
nication failure occurs (t = 10s), the predictive controllers
do not suffer noticeable deterioration; only the frequency
and voltage present a slight variation, as shown in Fig. 9.
Furthermore, the controller performance is not affected by
both phenomena, and the remaining operating DGs achieve the
consensus objectives, even when both failures are present at
the same time. Nevertheless, the transient response is different,
both overshoot and settling time are increased slightly. This
is because the adjacency matrix is not complete, and the
consensus objectives depend on the known information of the
neighboring DGs. Note that when DG4 is reconnected (see
Fig. 10 at t = 70s), this DG unit achieves the consensus
objectives in a higher time. The time response of the proposed
DMPC scheme depends on the density of the adjacency matrix
A. This implies that the dynamic response is slow when A
is sparse (most of the elements of A are zero, meaning few
communication channels), whereas the dynamic response is
fast when the density of A is high (most of the elements
of A are one, meaning more communication channels). Fur-
thermore, it has been reported that the convergence time is
not related directly to the number of DGs that form the MG,
and the convergence time will not be affected as long as the
new DGs are properly communicated [48]. Indeed, if more
well-communicated DGs are added, the converge speed will
be improved [48].

Scope

HIL platform

Fig. 11. OPAL-RT platform for HIL validation

V. HARDWARE IN THE LOOP VALIDATION

The proposed DMPC scheme is implemented and validated
via hardware in the loop (HIL) to integrate the physical simu-
lation’s fidelity. For this purpose, the real-time (RT) platform
OP4510 OPAL-RT power grid digital simulator was used. This
widely used FPGA-based platform allows HIL validation, as
it assigns an independent processor’s core for control tasks
and another core for system simulation tasks. The OPAL-RT
platform is shown in Fig. 11. The MG simulator with four
DGs of Fig. 3 was implemented in the OPAL platform. The
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Fig. 12. HIL - Communication failure and plug-and-play test. a) Normalized
reactive power consensus - Phase a, b) Normalized reactive power consensus
- Phase b, c) Normalized reactive power consensus - Phase c

Fig. 13. HIL - Communication failure and plug-and-play test. a) Current and
voltage at the DG4 connection point, b) Current at the DG3 connection point,
Yellow: Ia, Green: Ib, Blue:Ic, Pink:Va - (20 A/Div, 100 V/Div ).

DGs implemented in the OPAL include the DMPC controllers
along with the primary and droop controllers (see Section II).

To corroborate the results obtained in the simulation section,
the test presented in Section IV-C was selected for the HIL
validation because this is the most demanding test, as it
combines the failure of two communication links and the
disconnection and reconnection of a DG (to see the events
that occur in this test see Section IV-C).

The HIL results are consistent with the simulations. For
example, Fig. 12 shows the single-phase reactive powers in
the OPAL platform. When comparing this figure with the one
obtained by simulations (Fig. 10), it can be seen that they are
similar. Similar results were obtained when comparing other
parameters, such as frequency, voltage, etc. However, those
were not included in this section for space limitations. Instead,
this section presents waveforms that cannot be obtained from
simulations. For instance, Fig. 13 shows the single-phase
currents in the natural reference frame at the connection points
of DG4 and DG3 (see Fig. 3) when DG4 is reconnected at
around t = 70s. Fig. 13a shows the single-phase currents
of DG4 during the reconnection of DG4, together with the
voltage on one phase. When the DMPC on DG4 is enabled, a
good dynamic response without overshootings is appreciated.
On the other hand, Fig. 13b shows the current injected by the
DG3 during the reconnection of DG4. Note that in this image,
after reconnecting DG4, the current of DG3 decreases since
DG4 takes part of the MG load.

DG2

DG1 DG5

DG6

Communication
link

DG4

DG3 DG7

DG8

Fig. 14. Implemented MG simulator for scalability and comparison scenarios

VI. SCALABILITY AND COMPARISON WITH A
DISTRIBUTED CONSENSUS-BASED CONTROLLER FOR

IMBALANCE SHARING

In this section, the scalability of the proposed DMPC and a
comparison study with the reported technique in [27] (based
on the widely used virtual impedance method) are provided.
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Fig. 15. Scalability plug-and-play test. a) Normalized reactive power con-
sensus - Phase a, b) Normalized reactive power consensus - Phase b, c)
Normalized reactive power consensus - Phase c
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Fig. 16. Scalability plug-and-play test. a) Frequency regulation, b) Average
voltage regulation. The dashed cyan lines represent the predefined band limits
for both variables.

To test both scenarios a MG simulator with eight DGs was
implemented (see Fig. 14), as four new generators were added,
i.e. DG5, DG6, DG7 and DG8. These generators have the
same droop slopes, power capacities, and coupling inductors
of DG1, DG2, DG3 and DG4, respectively. Furthermore, the
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Fig. 17. Optimization time for the scalability test

same controller and weighting parameters presented in Table II
are configured in the new generators, and a reduced number of
communication links is used for the information sharing (blue
dashed lines in Fig. 14). In the same fashion, the transmission
lines were duplicated (see Section IV). Note that loads Z5 and
Z6 were added with the same values of Z1 and Z2, respectively
(see Table I).

A. Scalability

Scalability is crucial for a distributed control strategy, and
its dynamic behavior is directly affected by the communication
topology of its DGs (agents) and not necessarily related to the
number of DGs [48]. Moreover, its behavior can be analyzed
through the eigenvalues of the Laplacian matrix L, which is
defined as L = D − A. Where A is the adjacency matrix
(defined in Section II-F), and D is a diagonal matrix formed by
the sum of the elements in each row of the adjacency matrix A,
i.e., D = diag

∑N
j=1 aij . The Laplacian matrix L is symmetric

for undirected graphs, and its eigenvalues are nonnegative
real [48]. In particular, the control strategy convergence speed
depends on the Laplacian second eigenvalue, which is known
as the Fiedler Eigenvalue [48].

The following test evaluates the proposal’s scalability. The
test starts with two loads connected and five DGs operating
with their DMPCs enabled. Then, DG8, DG7 and DG6 are
connected (after a synchronization routine) to the microgrid
at around t = 10s, t = 40s and t = 70s, respectively. The
remaining two loads are added at t = 100s. In order for the
control algorithm to work an initial configuration is needed
when a new DG is introduced for the first time to the MG, as
is the case of the majority of distributed consensus techniques.
All operating DGs need to know their neighboring power
capacities (Sjmax), and the number of DGs that form the MG
(N ). This does not compromise the Plug-and-Play capability
of our proposal, as DGs can be disconnected or reconnected
at any time. Then, the DMPC algorithm automatically updates
the consensus terms on (10) and (13) in all operating DGs
to solve the optimization problem. Note that thanks to the
distributed structure of the controller, the number of predicted
variables is fixed. Therefore, the computational burden does
not increase when new DGs are introduced into the MG. This
is of high importance for the scalability of control techniques
at the secondary control level.

The performance of the controller is depicted in Fig. 15 and
Fig. 16, where it is observed that due to the reduced density of
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Fig. 18. Comparison between the proposed DMPC scheme and the method reported in [27]. a)-b) Unbalanced Power for the two methods compared, c)-d)
PVUR index of the voltage at the DGs output for the two methods compared.
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Fig. 19. Comparison between the proposed DMPC scheme and the method reported in [27]. a)-b) Normalized reactive power in the phase a for the two
methods compared, c)-d) Normalized reactive power in the phase b for the two methods compared.

the adjacency matrix A, the new DGs achieve the consensus
objectives in a higher settling time (around 5 seconds) with
a smooth transitory response, and the average voltage and
frequency are kept within the predefined operating band in
all the events in this test.

The optimization time for the DMPC scheme is presented
in Fig. 17. It is observed that all predictive controllers find
a solution at around 0.01 seconds, which is well below the
sample time (0.05 seconds). It should be noted that due to the
distributed structure of the predictive scheme, the number of
optimization variables is fixed (see Equation (14) and Equation
(15)). Fig. 17 shows that the time required to obtain a solution

does not increase when DG8, DG7, and DG6 are connected
to the MG at t = 10s, t = 50s and t = 70s, respectively.
These tests were performed on a 9th generation Intel Core i7
3.6GHz computer with 32GB of RAM.

B. Comparison with a Distributed Consensus-Based Con-
troller for Imbalance Sharing

A comparison between our proposal and the work of [27]
is presented. This comparison is suitable because both control
techniques include consensus objectives to improve imbalance
sharing in a distributed fashion, regulate the PVUR of the
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Fig. 20. Comparison between the proposed DMPC scheme and the method reported in [27] for τij = 1s. a)-b) Normalized reactive power in the phase a
for the two methods compared, c)-d) Normalized reactive power in the phase b for the two methods compared.

DGs’ output voltage and use an adjacency matrix to represent
their communication topology. The work of [27] is based on
the concept of virtual impedance and, the imbalance sharing
is achieved via a consensus in the three-phase unbalanced
power defined by the Conservative Power Theory [15]. In the
following tests, both control strategies have a PVUR limit of
4%.

The behavior of the unbalanced power sharing and PVUR
at the DGs’ output voltage for [27] in the presence of load
changes are presented on the left side of Fig. 18. It is
observed that although this technique improves the sharing of
unbalanced power, a high PVUR at the DGs output voltage is
present, which is outside of the desired limit. This is because
the DG units that are far from where the loads are connected,
do not increase their PVUR. Furthermore, the single-phase
reactive powers’ behavior for [27] is presented on the left
side of Fig. 19. Phase c is omitted as it presents the same
behavior. These results demonstrate that methods based on
virtual impedance and defined in the sequence components
domain, where the consensus is defined only considering
magnitudes and not sequence phase angles, do not guarantee
good sharing in the phases (i.e., phase a to phase c). On the
other hand, the proposed strategy’s performance is presented
on the right side of Fig. 18 and Fig. 19. It is observed
that this technique has better performance for unbalanced
power sharing with a reduced PVUR that is always below
the established limit (4%). Furthermore, the reactive power in
the phases is shared properly.

Another advantage of the proposed technique is its resilience
under communication delays. This is verified by applying
a constant delay of one second (τij = 1s) on the entire
communication network and testing the performance of both
strategies. The results for [27] are presented on the left side
of Fig. 20, whilst the results of our proposal are depicted
on the right side. Phase c is omitted as it presents the same

behavior. It is observed that [27] is highly affected under large
delays by presenting oscillations in its behavior when the
MG load condition changes. Whereas, the proposed DMPC
is slightly affected in the transitory response; nevertheless,
the consensus objectives are achieved regardless of the delay.
This is because the rolling horizon property and the delay
estimation of the DMPC scheme correct the control actions
sequence [47], while the consensus technique of [27] does not
posses a delay compensation property.

VII. CONCLUSIONS AND FINAL REMARKS

This paper presents a novel distributed predictive control
strategy to cope with per phase power imbalance sharing
and active power sharing in AC isolated MGs. The pro-
posed DMPC scheme is able to achieve all the consensus
control objectives simultaneously, while the imposed physical
constraints are respected. The dynamic performance of the
controller was evaluated and discussed under three of the
most demanding test scenarios. Simulation and HIL results
verify the good performance of the rolling horizon scheme
for communication network issues, PVUR limit restrictions
and the disconnection/reconnection of DGs. Furthermore, the
proposal’s scalability and a comparison study with the usual
consensus technique based the virtual impedance method were
evaluated. Future research will be focused on the extension
of the proposed distributed control scheme to 4-wire AC
MGs, the inclusion of THD restrictions, the application of the
DMPC scheme to hybrid AC/DC MGs , and the consideration
of inductive and resistive line impedances in the DMPC
formulation.

REFERENCES

[1] S. Parhizi, H. Lotfi, A. Khodaei, and S. Bahramirad, “State of the art in
research on microgrids: A review,” IEEE Access, vol. 3, pp. 890–925,
Jun. 2015.



16 IEEE TRANSACTIONS ON SMART GRID

[2] T. Dragicevic, X. Lu, J. C. Vásquez, and J. M. Guerrero, “DC microgrids
- Part I: A review of control strategies and stabilization techniques,”
IEEE Trans. Power Electron., vol. 31, no. 7, pp. 4876–4891, Sep. 2016.

[3] S. K. Sahoo, A. K. Sinha, and N. K. Kishore, “Control techniques in
AC, DC, and hybrid AC-DC microgrid: A Review,” IEEE Trans. Emerg.
Sel. Topics Power Electron., vol. 6, no. 2, pp. 738–759, Dec. 2018.

[4] J. M. Guerrero, J. C. Vásquez, J. Matas, L. G. de Vicuña, and M. Castilla,
“Hierarchical control of droop-controlled ac and dc microgrids–a general
approach toward standardization,” IEEE Trans. Ind. Electron., vol. 58,
no. 1, pp. 158–172, Aug. 2011.

[5] G. A. Papafotiou, G. D. Demetriades, and V. G. Agelidis, “Technology
readiness assessment of model predictive control in medium-and high-
voltage power electronics,” IEEE Trans. Ind. Electron., vol. 63, no. 9,
pp. 5807–5815, Jan. 2016.

[6] A. Andersson and T. Thiringer, “Assessment of an improved finite
control set model predictive current controller for automotive propulsion
applications,” IEEE Trans. Ind. Electron., vol. 67, no. 1, pp. 91–100, Feb.
2019.

[7] J. S. Gomez, D. Saez, J. W. Simpson-Porco, and R. Cardenas, “Dis-
tributed predictive control for frequency and voltage regulation in
microgrids,” IEEE Trans. Smart Grid, vol. 11, no. 2, pp. 1319–1329,
Mar. 2020.

[8] F. Mehmood, B. Khan, S. M. Ali, and J. A. Rossiter, “Distributed
model predictive based secondary control for economic production and
frequency regulation of MG,” IET Control Theory Appl., vol. 13, no. 17,
pp. 2948–2958, Nov. 2019.

[9] A. Parisio, C. Wiezorek, T. Kyntäjä, J. Elo, K. Strunz, and K. H.
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[44] K. J. Åström and B. Wittenmark, Adaptive Control. Addison-Wesley,
1989.

[45] G. Chen and Z. Guo, “Distributed secondary and optimal active power
sharing control for islanded microgrids with communication delays,”
IEEE Trans. Smart Grid, vol. 10, no. 2, pp. 2002–2014, Mar. 2017.

[46] J. Llanos, D. E. Olivares, J. W. Simpson-Porco, M. Kazerani, and
D. Saez, “A novel distributed control strategy for optimal dispatch of
isolated microgrids considering congestion,” IEEE Trans. Smart Grid,
vol. 10, no. 6, pp. 6595–6606, Nov. 2019.

[47] J. Hu, Y. Shan, J. M. Guerrero, A. Ioinovici, K. W. Chan, and
J. Rodriguez, “Model predictive control of microgrids – an overview,”
Renewable and Sustainable Energy Reviews, vol. 136, p. 110422, Feb.
2021.

[48] F. L. Lewis, H. Zhang, K. Hengster-Movric, and A. Das, Cooperative
Control of Multi-Agent Systems, ser. Communications and Control
Engineering. London: Springer London, 2014. [Online]. Available:
http://link.springer.com/10.1007/978-1-4471-5574-4

Alex Navas-Fonseca (S’18) was born in Latacunga,
Ecuador. He received the B.Sc. degree in electronic
engineering from the Army Polytechnic School –
ESPE, Ecuador, in 2015. He is currently pursuing
a double PhD degree in electrical engineering with
the University of Chile, Chile, and the University of
Nottingham, United Kingdom. His research interests
include the control and management of microgrids,
model predictive control applied to microgrids and
renewable energies.

Claudio Burgos-Mellado (S’17–M’19) was born
in Cunco, Chile. He received the B.Sc. and M.Sc.
degrees in electrical engineering from the Univer-
sity of Chile, Santiago, Chile, in 2012 and 2013,
respectively, and the dual Ph.D. degree in electrical
and electronic engineering from the University of
Nottingham, U.K., and in electrical engineering from
the University of Chile, Santiago, Chile in 2019.
From 2019 to 2021, he was a Research Fellow in
the Power Electronics, Machines and Control Group
(PEMC group) at the University of Nottingham,

United Kingdom. Currently, he is an Assistant Professor with the Institute
of Engineering Sciences, Universidad de O’Higgins, Rancagua, Chile. His
current interests include battery energy storage systems, electrical vehicle
technologies, power electronics, microgrids, power quality issues and modular
multilevel converters. In 2021, he received the best PhD thesis award in the
category of Exact Science from the Chilean Academy of Sciences.
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