Multiuser Wireless Power Transfer via Magnetic
Resonant Coupling: Performance Analysis,
Charging Control, and Power Region

Characterization

Mohammad R. Vedady Moghadamlember IEEE, and Rui ZhangSenior MemberlEEE

Abstract

Magnetic resonant coupling (MRC) is an efficient method fealizing the near-field wireless power transfer
(WPT). Although the MRC enabled WPT (MRC-WPT) with a singlairpof transmitter and receiver has been
thoroughly studied in the literature, there is limited wark the general setup with multiple transmitters and/or
receivers. In this paper, we considep@int-to-multipointMRC-WPT system with one transmitter delivering wireless
power to a set of distributed receivers. We aim to introdues applications of signal processing and optimization
techniques to the performance characterization and agation in multiuser WPT via MRC. We first derive closed-
form expressions for the power drawn from the energy sourdbeatransmitter and that delivered to the load at
each receiver. We identify tnear-far” fairness issue in multiuser power transmission due to vec®idistance-
dependent mutual inductance with the transmitter. To &athis issue, we propose a centralizgthrging control
algorithm to jointly optimize the receivers’ load resistanto minimize the total transmitter power drawn while
meeting the given power requirement of each individual Idaat ease of practical implementation, we also devise
a distributed algorithm for the receivers to adjust their load resistaimciependently in an iterative manner. Last,
we characterize thpower regionthat constitutes all the achievable power-tuples of theldoaa controlling their
adjustable resistance. In particular, we compare the poegions without versus with thigme sharingof users’
power transmission, where it is shown that time sharingdgiel larger power region in general. Extensive simulation
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results are provided to validate our analysis and corrdbarar study on the multiuser MRC-WPT system.
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. INTRODUCTION

Inductive couplingl[2],/[3] is a traditional method to readithe near-field wireless power transfer (WPT) for short-
range applications in e.g., centimeters. Recently, magnesonant coupling (MRC) [4]=[7] has drawn significant
interest for implementing the near-field WPT due to its higlwpr transfer efficiency as well as long operation
range, say, up to a couple of meters. Furthermore, MRC efédgtavoids the power leakage to non-resonant
externalities and thus ensures safety to the neighborimigoement.

Two different methods are commonly adopted in practice tplément MRC enabled WPT (MRC-WPT). In
the first method[[4],[[5], resonators, each of which is a tl@a¥_C circuit, are placed in close proximity of the
electromagnetic (EM) coils of the energy transmitters amceivers to efficiently transfer power between them.
Since resonators are designed to resonate at the systeenatiog frequency, the total reactive power consumption
in the system is effectively minimized at resonance and @drigh power transfer efficiency is achieved over
longer distance as compared to conventional inductive loaygdn the second method![6],][7], series and/or shunt
compensators, each of which is a capacitor of variable égpace embedded in the electric circuits of energy
transmitters and receivers with their natural frequenseissame as the system’s operating frequency to achieve
resonance. Generally speaking, the second method achigless power transfer efficiency over the first method,
since in the first method resonators incur additional poass Hue to their parasitic resistance. However, the etectri
circuits of energy transmitters and receivers need to besadale in the second method to embed compensators in
them.

The MRC-WPT system with a single pair of transmitter and irerehas been extensively studied in the literature,
with the aims such as maximizing the end-to-end power teansfficiency or maximizing the power delivered to
the receiver’s load with a given input power [8]=[11]. Moveo, systems with two transmitters and a single receiver
or with a single transmitter and two receivers have beenedud [12]-[16], while their results cannot be directly
applied to the systems with more than two transmittersivece Recently, an MRC-WPT system with multiple
transmitters and one single receiver has been investigatfll’] to wirelessly charge a cellphone located4at
centimeters away, independent of the phone’s orientaltiomever, the interactions between the energy transmitters
and receiver were demonstrated only through simulatioffi§dh There have been other recent works (see ke.g. [18],
[19]) on optimizing the performance of MRC-WPT systems withltiple transmitters and one single receiver.

Different from the above works, in this paper we consid@omt-to-multipointMRC-WPT system based on the
series compensator method aforementioned, as shown ifilRichere one transmitter that is connected to a stable
energy source supplies wireless power to a set of distilngteeivers. Each receiver is connected to an electric load
via a switch, where the switch connects/disconnects thetimérom the receiver. We aim to apply signal processing
and optimization techniques to the performance charaetson and optimization in multiuser MRC-WPT systems.
First, by extending the results in [12]-[17], we derilesed-formexpressions for the power drawn from the energy
source at the transmitter and that delivered to the load @t ezceiver, in terms of mutual inductance among the
transmitter and receivers as well as their circuit paramseter arbitrary number of receivers. Our obtained results
reveal anear-far fairness issue in multiuser wireless power transmissionijax to its counterpart phenomenon in
multiuser wireless communication. Specifically, a receikat is far from the transmitter and thus has a small mutual
inductance with the transmitter receives lower power aspaoad to a receiver that is closer to the transmitter,
with other circuit parameters given identical. Next, wepgmee a method to mitigate the near-far issue by jointly
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Fig. 1. A point-to-multipoint magnetic resonant couplingabled wireless power transfer system with communicatiwh @ntrol.

designing the load resistance of all receivers to contreirtheceived power by exploiting the mutual coupling
effect in the MRC-WPT system. This is analogous and yet irrpslcantrast to the method of adjusting antenna
weights at the transmitter to control the received powerifégrént receivers in the existing far-field microwave or
radio frequency (RF) transmission enabled WPT| [20]] [21].

In particular, we consider the scenario where a centralrothat is equipped at the transmitter to coordinate
the multiuser power charging, by assuming that it has thiekiubwledge of all receivers, including their circuit
parameters and power requirements. The central contrjoiletly designs the adjustable load resistance of all
receivers to minimize the total power consumed at the trétesnsubject to the given minimum power requirement
of each load. For ease of practical implementation, we atstsider the scenario without any central controller
installed and devise distributed algorithm for multiuser charging control by adjusting tleadis’ resistance at
their individual receivers in an iterative manner. In ouopused distributed algorithm, each receiver sets its load
resistance independently based on its local informatiah amne-bit feedback broadcasted by each of the other
receivers. The feedback of each receiver indicates whétieereceived power of its load exceeds the required
minimum power level or not. It is shown via simulations thiae distributed algorithm achieves performance fairly
close to the optimal solution by the centralized algorithithve finite number of iterations.

Last, we characterize thgower regionfor multiuser power transfer which constitutes all the aghble power-
tuples for the receiver loads via controlling their adjbéaresistance in given ranges. Specifically, we introduce
the time-sharingbased multiuser power transfer, where the transmissiofvided into orthogonal time slots and
within each time slot only a selected subset of receiverseneduled to receive power, while the other receivers
are disconnected from their loads. This is aimed to morelfigxdontrol the mutual coupling effect between the
transmitter and receivers in WPT. It is shown that time sttadan enlarge the power region over the case without



time sharing in general. It is also shown that time sharing tather mitigate the near-fare issue in multiuser
WPT by allocating more time to receivers that are more famadom the transmitter. Furthermore, we extend
the centralized multiuser charging control algorithm floe tase without time sharing to jointly optimize the time
allocation and load resistance for all the receivers in thgeowith time sharing, to further reduce the transmitter
power consumption under the same average power requirasheatch load.

The rest of this paper is organized as follows. Section Itoithices the system model. Section Il presents
our analytical results. Section IV presents both the cémé@ and distributed multiuser power charging control
algorithms. Section V characterizes and compares the pmg@ns without versus with time sharing. Finally, we
conclude the paper in Section VI.

[I. SYSTEM MODEL

As shown in Fig[1L, we consider an MRC-WPT system with a sitiglasmitter andV > 1 receivers, indexed
by n, n € N = {1,...,N}. The transmitter and receivers are equipped with EM coitsréalizing wireless
power transfer, while an embedded communication systensssimed to enable information exchange among
then‘H The transmitter is connected to a stable energy source ysogpsinusoidal voltage over time given by
Ui (t) = Re{uxe’™t}, with vy denoting a complex voltage which is assumed to be constadtwa> 0 denoting
its operating angular frequency. Each receiveis connected via a switch to a given electric load (e.g.,elbatt
charger), named load, with adjustable resistance, > 0. The switch is used to connect/disconnect each load
to/from its corresponding receiver. The state of switchathereceivem is given bys, € {0, 1}, wheres,, =1
and s, = 0 denote the switch is closed and open, respectively. It is asumed that the transmitter and each
receivern are compensated using series capacitors with capaeities0 andc,, > 0, respectively.

Let 5tx(t) = Re{ine’vt}, with complex-valuedy, denote the steady state current flowing through the tratesmi
This current produces a time-varying magnetic flux in thegnaitter's EM coil, which passes through the EM coils
of nearby receivers and induces time-varying currentsémtiWe denoté, (t) = Re{i, e/}, with complex-valued
in, as the steady state current at receiveit is worth pointing out that the magnetic flux is the main rnoea
of wireless power transfer considered in this paper, whike electric field is evanescent and thus is ignofred [4].
This is in contrast to the RF based far-field WRPT|[20],] [21],endr the synchronized oscillations of magnetic and
electric fields radiate energy in the form of EM waves propiagathrough the air.

We denotery > 0 (r, > 0) andlyx > 0 (I, > 0) as the internal resistance and the self-inductance of the
EM coil of the transmitter (receiven), respectively. We also denote the mutual inductance kmiweM coils
of the transmitter and each receiverby a real numben,,, with |h,| < v/I,lx, where its actual value depends
on the physical characteristics of the two EM coils, thegalons, alignment (or misalignment) of oriented axes
with respect to each other, the environment magnetic péititgaetc. For example, the mutual inductance of two
coaxial circular loops that lie in the parallel planes wid#parating distance aof meter is shown to be proportional
to d—3 in [23]. Moreover, since the receivers usually employ seraiM coils than that of the transmitter due to
practical size limitation and they are also physically sefed, we ignore the mutual inductance between any pair
of the receivers for simplicity.

'As an example, the alliance for wireless power (A4WP) speatifin [22] uses a low energy profile Bluetooth network at tized

of 2.4GHz for communication and system control, which is aimeddbeslule the charging sequence of receivers and also cahgil
individual charging power according to the given priostie



The equivalent electric circuit model of the considered MRET system is also shown in Fig. 1, in which the
natural angular frequencies of the transmitter and eackiveicn can be expressed aawraix = 1/ lixcx and
Whaturaln = 1/VIncy, respectively. We thus set the capacities of compensatasicitors as

1
Cix = W7 1)
1
ch=-——5, VneN, 2
1, w2

so that the transmitter and all receivers have the sameahamgular frequency as the transmitter voltage source’s
angular frequencyw, i.e., Wnawraltx = Wnaturall = --- = Wnawraln = w. Accordingly, we namev as theresonant
angular frequency

In this paper, we assume that the transmitter and all rexeare at fixed positions and the physical characteristics
of their EM coils area priori known. As a resulty,,’'s, Vn € N, are modeled as given constants, which are computed
according to Appendix E. In practical systems with mobileeigers,h,,’s in general change over time and thus
need to be measured periodically. For example, one mettatdcdn be used in practice to estimate the mutual
inductance between the transmitter and any receiyés given as follows. First, by disconnecting the loads &t al
other receiverg # n, under a known input voltagey, the transmitter measures the power drawn from its voltage
source, denoted by, due to loadn only. From [8), we can show

2
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i.e., the transmitter can obtain the mutual inductance wétteivern by assuming knowm,, and z,, (which can
be sent to the transmitter via one-time feedback from receiy. Note that the sign of,, can be determined by
comparing the known direction of the current flowing in reeein (via a one-bit feedback from receivej with
that assumed at the transmitter. If the directions are s#me,the positive sign is selected fby; otherwise, the
negative sign is set.

In this paper, we treat the load resistanggs, Vn € A/, as design parameters, which can be adjusted in real
time to control the performance of our considered MRC-WP$taay based on the information shared among
different nodes in the system, via the embedded commuaitaiystem. Note that an electric load with any fixed
resistance can be connected via a rectifier in parallel whibast (or triboost) converter to each receiver to realize
an adjustable resistande [24]. Specifically, given the fixgait voltage, the on/off time intervals of the converter
can be controlled in real time to change the average currentrity into the load, which is equivalent to adjusting
the load resistance.

[1l. PERFORMANCEANALYSIS

In this section, we present new analytical results on théopeance of the MRC-WPT system with arbitrary
number of receivers. A numerical example is also providedat@wate our analysis and draw useful insights. Here,
we assume that all receiver switches are closed, d,e= 1, Vn € N; as a result, the transmitter sends wireless
power to all loads concurrently.



A. Analytical Results

By applying Kirchhoff’s circuit laws to the electric cirdumodel given in Fig[l, we have

) 1 ) . )
<7°tx +7 <U)ltx_ wer )) tx — Jw Z hiiy = v, (4)
X

keN
1
<rn 4+, 4+ <wln — w—>> in—Jwhyin =0, Yn € N. (5)

n

From (1) and[(R), we can setly — 1/(wey) = 0 andwl, — 1/(we,) = 0 in (@) and [B), respectively. This is
due to the fact that the transmitter and all receivers ar@ded to resonate at the same angular frequencBy
solving the set of linear equations given [0 (4) abd (5), we deriveiy, andi,’s as functions of the input voltage
v as follows:
1
ix = —7 Utxs (6)
T et e bR (k)
b —1
in = j—— Ut o) e, @
Ttx + W Zkex\/ hi; (re + k)

The power drawn from the energy source at the transmiteerpix, and that delivered to each loag denoted by

pn, are then obtained as

Pix = 1Re{vt i) = o ! 8)
X — Xt - —1>
2 X 2 ry w2 Y en b3 (g Fag)
1 . ik w2h2a,, (1, + ) ">
po = S i = 2 (0 1 20) ©

(1t 0 Sy i+ 20 )
whereij, denotes the conjugate k. From [9), it follows that the power delivered to each loaéhcreases with
the mutual inductance between EM coils of its receiver amdtthnsmitter, i.e.h,,. This can cause aear-far
fairness issue since a receiver that is far from the tratsmifenerally has a small mutual inductance with the
transmitter; as a result, its received power is lower tha & a receiver that is closer to the transmitter (thus has a
larger mutual inductance). Furthermore, we defigg, = fo:lpk as thesum-powemdelivered to all loads, where
it can be verified from[(8) and{9) that,m < p«. The sum-powetransfer efficiencydenoted byd < p < 1, is
thus expressed as
o= Psum _ w? Zke/\/ hzxk (rx + wk)_z ‘
Dix Tex + w2 Y pen he (1 + xk)_l
Remark3.1: When the receivers are all weakly coupled to the transmiétey., they are sufficiently far away

(10)

from the transmitter, we have, — 0, Vn € N. In this regime, from[(B), it follows that the transmittervper is

px ~ |vw|?/(2r), Which is a function of the resistance and voltage of thesimatter only. On the other hand,
from (9), it follows that the power delivered to each loads p, ~ |vx|>w?h2z,(r, + z,)"2/(2r%), Which is
irrespective of the other receivers’ mutual inductance r@sistance. The above results can be explained as follows.
With h,, — 0, Vn € N, the power transfered to the receivers is small and thus eamefglected as compare to the
power loss due to the transmitter’s resistance. As a reselthavepy ~ ri|in|?/2, With iy = v /ri«. It also can

be verified that withh,, — 0, Vn € N/, the coupling effect among the receivers through the tratemncurrentiy

is negligible. Hence, the power delivered to the load at gackiver is independent of other receivers (similar to
the far-field RF based WPT _[20],_[21]).



Remark3.2: It can be shown from[(9) thai,, Vn € N, first increases oved < w < w, and then decreases

overw > w, where

. Ttx

o \/Zke/\/ W (r+ )™ )
The above result can be explained as follows. Frbin (7), lofd that the magnitude of the current flowing in
each receiven, i.e., |i,|, strictly increases ovel < w < w, but strictly decreases over > . This yields that

w = is the unique maximizer ofi,| over w > 0. Obviously, p,, which is defined in[(9) ap, = z,|i,|%/2,
behaves same as,| over w > 0. Although w is assumed to be fixed in this paper, it can also be optimally se
to maximize the system power transfer efficiency, if thisngplementable in practice. Furthermore, frdml(11), it
follows thatw depends on the distances between the transmitter and eexesinceh,,’s in general decrease with
larger distances.

Next, we study the effect of changing the load resistancenefgarticular receivern, i.e., x,,, on the transmitter
power py, its received powep,,, the power delivered to each of the other loadsc N, m # n, i.e., p,,, the
sum-power delivered to all loads,n, and the sum-power transfer efficiengyassuming that all the other loads’
resistance is fixed.

Proposition3.1: py strictly increases over,, > 0.

Proof: Please see Appendix A. [ |
This result can be explained as follows. Frdrh (6), it is obsérthat the transmitter currefif| strictly increases
over x,, > 0. Since the energy source voltagg is fixed, it follows thatp given in [8) strictly increases over

Ty, > 0.

Proposition3.2: p,,, Vm # n, strictly increases over,, > 0. However,p,, first increases oveb < x,, < i,

and then decreases over > i, where
. —Tn (rix + én) + w?h?
Tx + On

; (12)

With ¢, = w? 34 oy P (8 + 1) 7
Proof: Please see Appendix B. |
The above result can be explained as follows. From (7), ibfed that for each receiven, m # n, its current
lin,| strictly increases over,, > 0. The received powep,, defined in [(9) thus strictly increases over > 0. On
the other hand, it follows fron{7) that for receiver its current|i,| strictly decreases over, > 0. However,
from (9), it follows that the decrement ifa,|? is smaller than the increment af, when0 < z,, < i,; therefore,
pn INCreases over,, in this region. The opposite is true whep > .
Proposition3.3: If ry+ ¢, — 20, < 0, psum Strictly increases over,, > 0, whereyp,, = w? ZkeN\{n} himk(r,ﬁr

x3,)”2; otherwise psum first increases oveb < xz,, < i,, and then decreases ovey > #,, where

_ Tn (Ttx + ¢n) + wzh% + 2rp0n
" Ttx + Pn — 2¢0n
Proof: Please see Appendix C. |

(13)

This result is a consequence of Proposifiod 3.2, from whidh known thatp,,,’s, m # n, strictly increase over
zn, > 0, while p, first increases oved < z,, < &, and then decreases ovef > i,. The sum-poweps,m can
thus behave similarly as eithgy,’s (monotonically increasing) gs,, (initially increasing and then decreasing) over
x, > 0, depending on the system parameters.
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Fig. 2. The considered system setup for numerical examples.

Proposition3.4: If ¢, — ¢, — rx > 0, p strictly increases ovex,, > 0; otherwise,p first increases over
0 <z, < 1,, and then decreases ovey > i, where
B —T'nPn — \/ 7‘%90721 - Fn7 (14)
On — Pn — Tix
with Ty, = (¢n — ¢n — Ttx)(r%(rtx + @n + én) + an2h%)-
Proof: Please see Appendix D. |
This result is a consequence of Propositions 3.1[and 3.3taldlee different behaviors ofy and psym over
x, > 0.

B. Validation of Analysis

For the purpose of exposition, we consider a point-to-rpaitit MRC-WPT system withV = 3 receivers, as
shown in Fig.[2, where the transmitter and receivers useileirdcEM coils (see Figl_12 in Appendix] E), with
the physical characteristics given in Table I. Note thattda@smitter and both receivegsand 3 lie in the plane
with z = 0, while receiverl lies in the plane with: = 0.91 meter (m). Accordingly, the internal resistance and
self-inductance of individual EM coils as well as the mutimaluctance among them can be derived (see the details
in Appendix[E), where the obtained values are given in Tablénlthis example, although all receivers use EM
coils with the same physical characteristics, they aretéatan different distances from the transmitter. Specifjcal
receiverl is closest to the transmitter and thus has the largest mundiattance with the transmitter, while receiver
3 is farthest and has the smallest mutual inductance. Wa,set20+/2V, andw = 42.6 x 10°rad/s (i.e.6.78MHz),
as suggested in the AAWP specification/[22]. For this exawptefix xo = z3 = 2.50).

First, we plotpy, pn's, Vn € N, andpsym versus the resistance of loddi.e., z1, in Fig.[3. It is observed that
P, P2, p3 andpsym all increase overr; > 0; however,p; initially increases ovef < z; < 1 = 5.35Q2 and then



TABLE |

PHYSICAL CHARACTERISTICS OFEM coILS

Inner radius Outer Average Number of | Material of Resistivity of
EM Coil (cm) radius (cm) | radius (cm) turns wire wire (u£2/m)
Transmitter 19.9 20.1 20 200 Copper 0.0168
Receiverl 4.95 5.05 5 10 Copper 0.0168
Receiver2 4.95 5.05 5 10 Copper 0.0168
Receiver3 4.95 5.05 5 10 Copper 0.0168
TABLE 1l
ELECTRICAL CHARACTERISTICS OFEM cOILS
Internal resistance Self-inductancéw/i,, Mutual inductancéh,,
EM Col rulra () (mH) (uH)
Transmitter 1.3440 54.0630 -
Receiverl 0.0672 0.0294 —0.0921
Receiver2 0.0672 0.0294 0.0402
Receiver3 0.0672 0.0294 0.0245

declines overr; > 5.35¢). Note that in this example, the conditie® + ¢, — 2¢,, < 0 holds in Propositiof 3]3.
The obtained results are all consistent with our analysiSdntion Ill-A. Besides, we observe that varying not
only change®:, but also the power delivered to other loads. For instarexegiverl can help receiver8 and 3,
which are farther away from the transmitter, to receive mmoeer by increasing its load resistancg This is a
useful mechanism that will be utilized later in this papemniiigate the near-far issue.

Second, in Figl 4, we plot the sum-power transfer efficien@as a function ofr;. It is observed thap follows
a single-peak pattern oves, > 0, i.e., it first increases over < z; < z; = 0.95(2, and then smoothly declines
overx; > 0.95Q. This result can be verified from Proposition]3.4 by considethe fact that in this example, the
conditiony,, — ¢, — rx < 0 holds. Note that when; — oo, it follows from (@) and[(8) that; — 0 andp; — 0.
This is equivalent to disconnecting loadrom receiverl, i.e., settings; = 0. As a result, the efficiency converges
whenz; — oo, while the converged value depends on the parameters afathgntitter and the other two receivers.

Third, we setr; = 25 = x3 = 2.5, and plot the power received by the three loads vetsus Fig.[8. It is
observed thap,, p2, andps reach their individual peaks all at = «w = 17.97 x 10°rad/sec, which is in accordance
to Remark 3.P. It is worth noting that althoughandz,,’s can be jointly designed to achieve better performance
over the case of optimizing,,’s only with w being fixed, this problem is challenging to solve and thusfsds

our future work.

IV. MULTIUSER CHARGING CONTROL OPTIMIZATION

In this section, we optimize the receivers’ load resistangs to minimize the transmitter powes, subject to
the given load constraints, by assuming teat= 1, ¥Yn € N/, i.e., all the receives are connected to their loads.
First, we consider the case with a central controller at tiesmitter, which has the full knowledge of all receivers,
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including their circuit parameters as well as their loaduisements, to implement centralized charging control. We

then devise a distributed charging algorithm for the remeito independently adjust their load resistance itexbtiv

for the ease of practical implementation. Last, we compaegperformance of the two algorithms under a practical

system setup.
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A. Problem Formulation

We assume that in practice the resistance of each 1oadn be adjusted over a given rangge < z,, < @,
wherez, > 0 (z, > z,,) is the lower (upper) limit of the resistance. It is also ased that the power delivered
to each loadn needs to be higher than a given minimum thresheld> 0 to guarantee its quality of service.
Next, we formulate the optimization problem (P1) to minimithe transmitter powes subject to the given load
constraints of all receivers as follows.

2
1
(P1):  min [ — (15)
{2, <en<Tutuen 2 rc+w?dpon hi (re + o)
2 2h2 -2
o.t. 120 W hnTn (n + 2n) >>p VneN. (16)

(Ttx +w? Y e by (e + xk)_1>

Although (P1) is non-convex, we proposeentralizedalgorithm to solve it optimally in the next subsection.

B. Centralized Algorithm

First, based on (P1), we formulate the maximization prob{B&), where its objective function is the inverse of
that of (P1) but with the same constraints as (P1).

2 _
(P2) : _ max Toul? <7“tx + w? Z he (1 + o) 1) a7)
{anxnfxn}ne./\/ tx ]CEN
Mk w?h2x, (r, + wn)_z

s.t. 52D, neN. (18)

2 _
(ot 2 T 8+ 20

It can be verified that the optimal solution to (P2) also ssl{fel); as a result, we can equivalently solve (P2) to
derive the optimal solution to (P1). Although (P2) is stilmconvex, we can re-formulate it as a convex problem
by applying change of variables. Specifically, we define a sewof variables ag,, = 1/(r, + =), Vn € N.
Sincez,, <z, <, it follows thaty <y, <7¥,, wherey =1/(r, +2,) andy, = 1/(r, + z,,). Accordingly,

we rewrite (P2) as (P3).

(P3) : max 2 <7“tx + w? Z h2 yk> (19)

2 2
{¥,<un<¥,}nen |vtx | reN

2
2
|”t2X| w?hy (ruyn — yn) + B, (rtx +w? )y by yk> <0, VneN. (20)

keN
Note that (P3) is a convex optimization problem, with a linehjective function and linear/quadratic inequality

s.t.

constraints ovey,,’s. As a result, (P3) can be efficiently solved using the exissoftware, e.g., CVX[[26]. Let
(¥7,-..,yy) denote the optimal solution to (P3). The optimal solution(R@) is thus obtained by a change of
variable ast} = 1/y), — r,, Vn € N. The obtainedz7,...,z}) also solves (P1). The centralized algorithm to
solve (P1) is summarized in TaHlellll, denoted as Algorithn8ince the feasibility of convex problem (P3) can
be efficiently checked, in the rest of this paper, we assurae(fl), or equivalently (P3), is feasible without loss
of generality.



12

TABLE Il
CENTRALIZED ALGORITHM FOR (P1).
Algorithm 1
a) For each receiver, Yn € NV, givenz,, > 0 andz, > z,,, computey = 1/(rn +7n) andy,, = 1/(rn +z,,). Accordingly, formulate the problem
(P3).
b) If (P3) is feasiblethen save its optimal solution a7}, ..., y% ). Setz}, = 1/y}; — rn, Vn € N. Return(z},...,z%,) as the optimal solution to
(P1).

c) If (P3) is infeasiblethen it follows that there is no feasible solution to (P1) and tiius algorithm terminates.

C. Distributed Algorithm

In this subsection, we present an alternatlistributedalgorithm for (P1), for the case without a central contmolle
installed in the system. In this algorithm, each receivgustd its load resistance independently according to dtallo
information and a one-bit feedback received from each ofother receivers indicating whether the corresponding
load constraint is satisfied or not. We denote the feedbaxk fach receivern which is broadcasted to all other
receivers a¥'B,, € {0,1}, whereFB,, = 1 (F'B,, = 0) indicates that its load constraint is (not) satisfied.

In Sectior 1ll, we show that the power delivered to each loag,, has two properties that can be exploited to
adjustz,,. First, p,, strictly increases over,,, > 0, Vm # n, which means that other receivers can help bpgdy
increasing their individual load resistance. Secgngdhas a single peak at, = ,, assuming that all other load
resistance is fixed. Thus, over< z,, < &,, receivern can increase,, by increasinge,,; similarly, for x,, > &, it
can increase,, by reducingz,,. Although receivem cannot compute:,, from (12) directly due to its incomplete
information on other receivers, it can test whethet. x,, < @,, ¥, = &5, Or ¥, > @, as follows. Letp,(z;"),
pn(xy), andp, (x; ) denote the power received by loadwvhen its resistance is set as + Az, z,, andz, — Az,
respectively, where\x > 0 is a small step size. Assuming all the other load resistandeed, receivem can
make the following decision:

o If pp(x}) > pu(z,) andp,(z;,) < pn(zy,), then0 < x, < @,;
o If p,(z)t) < pp(x,) andpy(z;)) < pn(zy), thenz, = i,
o If p,(z)}) < pp(xy) andp,(z;) > pn(zy), thenz, > ip,.

Now, we present the distributed algorithm in detail. Theoathm is implemented in an iterative manner, say,
starting from receiver 1, where in each iteration, only oeeeivern adjusts its load resistance, while all the other
receivers just broadcast their individual one-bit feed#b&d,,, m # n, at the beginning of each iteration. We
initialize z,, = min{ max{(r,r« + w2h2)/rw, z,,}, Tn}, ¥n € N, where(r,rx + w?h2) /r is obtained from[{12)
by settinge,, = 0, i.e., assuming that all other receivers have their loasisotinected.This is a reasonable starting
point, under which the power delivered to each receiver isimaed (see Propositidn_3.2). Then, as the algorithm
proceeds, all receivers can gradually adjust their loatstagsce to help reduce the transmit power while meeting
the minimum power constraints of their individual loadseS&ifically, at each iteration for receiver, if p, < P,
then it will adjustz,, to increasep,,. To find the direction for the update, the receiver needs &xklffor its current
z, Whether0 < x, < &,, ©, = &,, Or z, > &, holds, using the method aforementioned. On the other hand,
if p, > p_, receivern can increaser, to help increase the power delivered to other loads where tagists any

2More precisely, in this case we havg — Az < z, < &, + Az.
3This requires a protocol design so that when each new radsialded in the system, its mutual inductargseis measured and,, is
accordingly computed and initially set at the receiver.
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TABLE IV
DISTRIBUTED ALGORITHM FOR(P1).

Algorithm 2
a) Initialize itr = 1 anditrmax > 1. Each receivem setsz,, = min{ max{(rnre + w2h2)/r, z,}, Tn}
b) Repeat from receivern = 1ton = N:

e Receivern collects F' B,, from all other receiversn # n.

e Receivern updates its load resistanag, according to Cases 1-5.
e If itr = itrmax, then quit the loop and the algorithm terminates.
e Setitr = itr + 1.

m # n such thatF'B,,, = 0 is received; or it can decreasg to help reduce the transmitter power whem,, = 1,
Vm # n. In summary, we design the following protocol (with five cgstor receivem to updatex,,.

Case 1. Ifp, < P, and0 < z,, < &, setx, + min{z,,z, + Az}.

Case 2: Ifp, < P, andx,, > &,, setz, < max{z,,xr, — Ax}.

Case 3: Ifp,, > P, Tn # &, and3dm # n, FB,, =0, setx,, + min{Z,,z, + Az}.

Case 4: Ifp,, > P, Tn # &y, and F B, = 1, Vm # n, setx,, + max{z,,,x, — Az}.

Case 5: Otherwise, no update occurs.

We set a maximum number of iterations, denoted#y,., after which the algorithm will terminate. The above
distributed algorithm is summarized in Tabl€g 1V, denoted\lgrithm 2. It is worth noting that due to the simplicity
of Algorithm 2 as well as its distributed nature, this algorithm may notveoge to the optimal solution to (P1)
in general, or may even fail to converge to a feasible satutam (P1) in certain cases, as will be shown by the
numerical example presented next.

D. Performance Comparison

We consider the same system setup as that in Secfion Ill-Bséde, = 1Q2 andz,, = 10092, Vn € N. We also
setp, =p, = 17.5W, but varyps over( < py < 37.95W, where (P1) can be verified to be feasible in this specific
region. For Algorithm2, we useAz = 1072 anditrya = 3 x 10°, With itrpa > fo:l(@ — z,)/Ax, which is
sufficiently large such that each receivercan search for its load resistaneg over the whole range df,,, 7]
before the algorithm terminates.

Fig. [6 compares the transmitter powgy obtained by both Algorithmd and 2 versusp,. In this example,
Algorithm 2 converges to a feasible solution to (P1) only odek py < 33.75W, while it yields an infeasible
solution to (P1) ifg3 > 33.75W. Particularly, WithQ3 > 33.75W, the load resistancér, z2, x3) obtained via
Algorithm 2 can satisfy the power constraints of loaldand?2, but not that of load. Moreover, it is observed that
with 0 < py < 33.75W, Algorithm 2 achieves almost the same minimym as that by Algorithml, which solves
(P1) optimally. Notice that whep3 > 33.75W, the obtainedyy via Algorithm 2 is lower than that of Algorithm
1. However, this result is not meaningful as the solution bgokithm 2 in this case is not feasible.

Fig.[? shows the convergence of Algorithm 2 under the aboggesgy setup With_93 = 30W. It is observed that
althoughp; > P, andps > p, at the first iteration, we havgs < py- As a result, both receivers and 2 help
receiver3 (which is most far-way from the transmitter) for receivingrma power by lowering their received power
levels via increasing their individual load resistanceslalso observed that this algorithm takes aroQnidx 10°
iterations to converge, since we uder = 1072 in the algorithm for updating:,,’s, which is a small step size to
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ensure smooth convergence. In practice, larger step siedeaised to speed up the algorithm but at the cost of
certain performance loss.

V. POWER REGION CHARACTERIZATION

In this section, we characterize the achievable power nefgiothe receiver loads without versus with time sharing.
First, we propose a time-sharing scheme to schedule medtjpswer transfer by connecting/disconnecting loads
to/from their receivers over time. We then propose a cemg&dlalgorithm to jointly optimize the time allocation
and load resistance of receivers for time sharing based moaresmission, by extending that for (P1) in Secfioh IV
for the case without time sharing. Last, numerical examatesprovided to compare the power-region performance
of the multiuser MRC-WPT system without versus with time rafig

A. Multiuser Power Transfer with Time Sharing

As shown in Fig[B, there are in gene@l= 2" — 1 time-sharing configurations for transferring powerNXo
receiver loads depending on the state of each receiverglswiVe index these configurations gy ¢ € Q =
{1,...,Q}. Specifically, letS = {(s1,...,sn) | sn € {0,1}, Vn € N'} denote the set consisting of all possible
states of receiver switches. Without loss of generality,remove the trivial case that all switches are open, i.e.,
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Configuration 1 |Configuration2 | *** Configuration Q

71 %) TQ

Fig. 8. Time-sharing based multiuser power transfer.

sp, =0,Vn € N, from S by settingS < S\ {(0,...,0)}. As a result, we have the cardinality §fas|S| = Q.
For convenience, we assign an one-to-one mapping betweesléments in the two set3 andS, i.e., we assign
each configurationy € Q to one switch stat€sq,...,sy) € S. By default, we assign configuration= 1 to
(s1,...,sn) = (1,...,1), i.e., all switches are closed.

Let 7 > 0 denote the total time available for power transmission thettime allocated for the power transmission
under configuratiory be denoted by, with 0 < 7, < 7. We thus havezqegrq < 7, where the strict inequality
occurs when the required energy,, n = 1,..., N, at all loads are satisfied by the end @fslot transmissions,
where the voltage source at the transmitter can be switcfiddrahe remaining time £ — qug 74) > 0 to save
energyl Over all configurations, the average transmitter power Aedaverage power delivered to each leadan
be obtained from[(8) andl(9), respectively, as follows:

DPix _Z )_1 Tqa (21)

v 27 rytw? YN, R (1% + Tk g

on :Z ‘2;:—’2 wzhiinn,q (rn + $n,q)_2 Tas (22)
7€Qn (rtx T w? Y en, h2 (r + ﬂfk,q)_1>
wherez, , is the resistance value of load under configuratiory. Furthermore N, C N denotes the subset of
receivers with their loads connected under configuratiomhile Q,, C Q denotes the subset of configurations under
which receivem has its load connected. Compared to the previous case witino&l sharing, the time allocation
74's, Vq € Q, can provide extra degrees of freedom for performance dagsiion.

B. Power Region Definition

The power regionis defined as the set of power-tuples achievable for all ledtls a given transmission time
subject to their adjustable resistance values. Specifidhlk power region for the case without time sharing (i.e.,
all loads receive power concurrently) is defined as

Rwithout-TS = U (pb s 7pN)> (23)
{ﬁngmngfn}nele
with p,’s, Vn € N/, are given in[(P). Similarly, the power region for the cas¢hvtime sharing is defined as
Ruith-Ts = U (P15 PN, (24)

{0<74< T, } 40, qug T¢<T
{zn,gmn,qgfn}nGN,qEQ

with p,’s, Vn € N, are given in[(2R). It is evident that the power region witingi sharing is no smaller than that
without time sharing in general, i.€Rwithout-1s C Ruith-Ts, Since by simply setting; = 7 andr, = 0, Vg # 1, we
have Ruithout s = Ruwith-Ts-

“Note that disconnecting all receivers from their loads, settings,, = 0, Vn € A/, cannot achieve this goal. This is due to the fact that
the ohmic resistance of the transmitter circuit still canss power as long as the transmitter voltage source is on.
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C. Centralized Algorithm with Time Sharing: Revised

In this subsection, we extend the centralized algorithmenti®n[Ill without time sharing to the case with time
sharing by jointly optimizing the time allocation and loaekistance of all receivers to minimize the transmitter
power subject to the given load (average received powestcaints. Hence, we consider problem (P4) as follows.

(P4) : min 5 —Tq (25)
{OSTqST}qv’EQ: {ﬁngxn,qgfn}nEN,qt‘Q qeQ 2T Ttx + 'LU2 ZkENq hk: (T‘k + $k7q)
2 2,2 -2
sr o el ittt oy e, (26)
¢ca, T (rtx +w? S pen M2 Pk + k)T
Z Tg < T 27)

q€Q

Although (P4) is non-convex, we can apply the techniqualtdrnating optimizatiorto solve it sub-optimally in
general, as discussed below. Since (P1) is assumed featibléeasibility of (P4) is ensured due to the fact that
Ruithout-1s € Ruwith-Ts-

Initialize 7, = 7 andx,, 1 =z, Vn € N, where(z7,...,z},) denotes the optimal solution to (P1) for the case
without time sharing. Moreover, initialize, = 0 andz,, ; = min{ max{(r,r« + w?h2) /rx, 2, }, Tn}, Vn € N,
Vg # 1. At each iterationitr, itr = 1,2,..., we designr,’s and z,, ,'s alternatively according to the following
procedure. First, we solve (P4) overs, Vq € Q, while the rest of variables are all fixed. The resulting peabis
a linear programming (LP) which can be efficiently solvedhgsihe existing software, e.g. CVX [26]. We update
7,'s as the obtained solution. Next, we optimize the load tasie for different configurations sequentially, e.g.,
starting from configurationi to Q). For each configuration, we solve (P4) over, ,'s, Vn € N, with the rest of
variables all being fixed. We thus consider the optimizapooblem (P4-q) as follows.

. |Utx|2 1
P4—q): min T, 28
( ) {EHSITL,QSTTL}TLEN 27— TtX + w2 Zke]\/’q h%(rk‘ + ':L'k',q)_l 1 ( )
2 272 -2
w hzx ™+
s.t. |U2t);_| no ( - n,q) 5Tq = D, = Pn—g Vn e N. (29)

(Ttx + w? Zke/\fq hi(rk + xk,q)_l)

wherep,, —g = 3o ig) VW e T m (Tn + Tpm) 727/ (27 (e + w0 Ypen, PR (1 + 2k,m) ~1)?). For each
receivern, its load power constraint given in_(26) is re-expresse@8),(where all power terms that do not involve
Znq Yn € N, are moved to the right-hand side (RHS) of the inequalityoded byp,, _,, which is treated as
constant in (P4q). From [22), it follows thap,, _, denotes the average power delivered to leaghder all other
configurationsyn € Q,, \ {¢}. Problem (P4-q) has the same structure as (P1); as a result, we can solsa@ u
an algorithm similar to Algorithml. We then updater, ,'s, Vn € N, as the obtained solution to (P4). At

the end of each iteratioitr, we computept(i") as the objective value given i (25). The algorithm stopsmwhe

Apy = i — pli) < Ap holds, withpll) = co by default andAp > 0 denoting a given stopping threshold.
The above alternating optimization based algorithm for) (R4summarized in Tablg1V, denoted as Algorithm

itr

3. Note that the convergence of Algorithm 3 for (P4) is enswsede the objective value of (P4), i.@.t(x ), is
non-increasing over iterations, while the constraintd2i) (and [(2V) are all satisfied at each iteration.
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TABLE V
ALGORITHM FOR (P4).

Algorithm 3
a) Initialize itr = 1, Ap > 0 and Apx = pt(f) = oo. Initialize 71 = 7 and z,,;1 = z}, Vn € N. Initiaize 7y = 0 and
ZTn,q = min{ max{(rnrtx + th%)/rlx, Z,} Tn}, Vn €N, Vg # 1.
b) While Apx > Ap do:
e Solve (P4) overry’s, Vg € Q, assuming that the rest of variables are all fixed. Updgte as the optimal solution to the resulting problem.
e Forg=1tog=Q do:

— Solve (P4-q) using similar algorithm as Algorithrt. Updatezy 4's, Vn € N, as the solution to (P4q).
e Compute[[Z5) and save the obtained valuegs™”. Accordingly, setApy = p{it" " — p{it).
e Setitr = itr + 1.

d) Returnzy,4's and7y’s as the solution to (P4).

D. Numerical Example

We consider the same system setup as that in Selciiod IlI-Bs&te,, = 1Q andz,, = 1009, Vn € N. For
Algorithm 3 in the case with time sharing, we safp = 1073,

Figs.[9(a)[®(b), and 9(c) show power regidRgithout-s VErsusRuit-ts given by [23) and (24), respectively, under
three different resonant angular frequenciesvof 14.2 x 10%rad/secw = 42.6 x 10%rad/sec, andv = 127.8 x
10%rad/sec, respectively. For the purpose of exposition, wesider only the two-user case for Fig. 9 by assuming
receiver3 is disconnected from its load, i.es3 = 0 (see Fig. 2). It is observed th&,h-ts is always larger than
Ruithout-TS, &S expected. It is also observed that the power regiorréife becomes less significant as the operating
frequency decreases. This result is explained as followseM is sufficiently small, the power delivered to each
loadn in the case without time sharing, given [d (9), can be appnaxed a9, ~ |v|*w?h2x, (ry+2,) 72/ (2r%),
from which it follows that there is no evident coupling effeanong receivers. In this regime, given load resistance
z,, the power received by load does not depend on whether the other receivers are conrtectbdir loads or
not. Thus, time sharing is less effective and hence canrlatgenthe power region over that without time sharing.
Last, note that since Algorithi for (P4) in general obtains a suboptimal soluti®in-ts shown in Fig[® is only
an achievable power region under the time-sharing scenario

Next, we consider again the case with all three users in Figvealso fixw = 42.6 x 10°rad/sec an@1 =p, =
5W. Fig.[10 compares the transmitter powsgr obtained using Algorithmg and3 overp,, with 0 < Py < 55.9W,
where Algorithm3 takes at most iterations to converge. It is observed that AlgoritlBnachieves lowepy than
Algorithm 1 over all values ofgg. This result is expected due to the fact that time sharingiges extra degrees
of freedom for multiuser power transmission schedulingnggguently, the time allocation and load resistance for
the receivers can be jointly optimized to further reducetthasmitter power as compared to the case without time
sharing when only load resistance is optimized.

VI. CONCLUSION

In this paper, we have studied a point-to-multipoint WPTteysvia MRC. We derive closed-form expressions
for the input and output power in terms of the system pararséte arbitrary number of receivers. Similar to other
multiuser wireless applications such as those in wirelessngunication and far-field microwave based WPT, a near-
far fairness issue is revealed in our considered MRC-WPTerysTo tackle this problem, we propose a centralized
charging control algorithm for jointly optimizing the rdeers’ load resistance to minimize the transmitter power
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subject to the given load power constraints. For ease oftipghdmplementation, we also propose a distributed
algorithm for receivers to iteratively adjust their loasgistance based on local information and one-bit feedback
from each of the other receivers. We show by simulation that distributed algorithm performs very close to
the centralized algorithm with a finite number of iteratiohast, we characterize the achievable multiuser power
regions for the loads without and with time sharing and camplaem through numerical examples. It is shown that
time sharing can help further mitigate the near-far issuetiarging the achievable power region as compared to
the case without time sharing. As a concluding remark, welavbke to point out that MRC-WPT is a promising
new research area in which many tools from signal processidgoptimization can be applied to devise innovative
solutions, and we hope that this paper will open up an aveoumbére future works along this direction.

APPENDIX
A. Proof of Propositio_3]1
From [8), it follows that
Opix _ K w?h2 (ry, + )72

27
Oy (rtx + w? i\;l hi (re + xk)_l)

(30)

where it can be easily verified th@py/0z,, > 0 overz, > 0. This means thapy strictly increases ovet,, > 0.
The proof of Propositiof 3|1 is thus completed.
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B. Proof of Proposition 312
From [9), it follows that form # n,
Opm  |vwl? 2wre,h2 B2 (1 + Zm) 2 (rn + @) 2
Oxy, 2 N 2 -1 3
roc+ w2 Yy hi (g + )

where it can be easily verified th&p,,,/0z, > 0 overz,, > 0. This means that,,, m # n, strictly increases over

; (31)

xn, > 0. Similarly, for m = n, from (9), it follows that

Opn _ ool w?hd (rat ) <w2h2
- 3 n
O (rec+ w? S 2 + ) )
+ (Ttx + (bn) (Tn - wn) >7 (32)

where ¢,, = w? D ke \(n) h2(ri, + xx) . It can be easily verified thadp,,/0x, > 0 over0 < z, < i, with
&, > 0 given in [12), and®p,,/0x,, < 0 overz, > i,. The proof of Proposition 32 is thus completed.

C. Proof of Propositiorn 313

Sincedpsym/0x, = ZkN=1 Opr/0z,, we can easily prove Propositidn B.3 using the same argufoettie proof
of Propositior 3.2. The detail is thus omitted for brevity.

D. Proof of Propositiori 314
From [(10), it follows that
I |owl? w2h2 (ry + @) "

2
Ozn (roc+ w2 0L B2 0k +-0) 1)

<2rn<pn:pn

-ww%%w%%—%—mﬂw%%+%+m0- (33)

Accordingly, it can be verified that whep,, — ¢, — 1« > 0, p strictly increases oves;,, > 0. Otherwise, if
©On — ¢n — 1 < 0, then p increases oveb < z,, < 7, due to the fact that? (¢, — ¢n — T) + 27nPnTn +
raw?h2 + 12 (o, + ¢n + 1) < 0 and the rest of terms in the right-hand side [ofl (33) are alitpes similarly p
declines over,, > . The proof of Propositioh 3.4 is thus completed.

E. Impedance Characterization of EM Coils

As shown in Fig[Ill, we consider two circular EM coils, indéX®y i, i € {1,2}, in the free space (no external
electric and/or magnetic fields exist). Without loss of gati, we assume that the center of EM cbils located
at the origin, i.e.(x = 0,y = 0,z = 0), and its surface normal vector is given iy = z. On the other hand, we
assume that the center of EM cailis located ai{z = 2,y = ¢/, 2 = 2’) and its surface normal vector is given by

Ty = Ny 2@ + Ny o + Nz 27, With \/n§2 +n2,+n2,=1. As shown in Fig[IR, we assume that each EM ¢oil
consists of; closely wound turns of round shaped wire, where the inneiusadf coil is denoted byinner; > 0,
while the outer radius is denoted Byyte;i > €inner;i-

Accordingly, the average radius of each EM codnd the radius of the wire used to build this coil are obtained
as eavei = (€outeri + €inneri)/2 and ewire; = (eouteri — €inneri)/2, respectively. Let-; andl; denote the resistance
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and self-inductance of each EM cailGiveneyre; < eavei, I.€., the wire is much thinner than the average radius,
which is practically valid, we thus have![7]:

20;b;eavei
r = 0276"’“’37 (34)
ewireJ
L2 (1 8€avei _
l; =b; eavez,u( n( ) 2), (35)

Cwire,i
where o; is the resistivity of the wire used in EM coil and . = 47 x 10~"N/A?, which denotes the mag-
netic permeability of the air. Let denote the mutual inductance between the two EM coils. Byrasgy
22+ 9% + 2% > eael, cave2, 1-€., the distance between the two EM coils is much largan ttheir
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average radiuses, we have|[23]:

h=— ﬂublbzzi\flegvﬂ <3 cos(0) sin(8') cos(¢ )ny 2
+ 3cos(0') sin(6') sin(¢')ny 2
+ (2cos?(#') — sin2(9/))nz,2>, (36)
whered’ = cos™1(z'/d) and¢’ = tan~1(y'/2).
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