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Introduction to the Special Section on
Biometric Systems and Applications

NOWADAYS, biometrics is an important technologi-
cal area receiving continuously growing interest from

academia, industry, government, and the general public, due
to the criticality and the social impact of its applications.
Biometric systems are in fact rapidly being adopted in a wide
variety of applications such as security, ambient intelligence,
electronic and physical access control, digital rights manage-
ment, background checking and defense, medical diagnosis as
well as for adaptive environments.

To create a biometric system various issues need to be
studied in an integrated way: from sensing to measurement
procedures, from signal analysis and interpretation to quality
assessment, from feature extraction to classification and analy-
sis, from knowledge creation to extraction, from algorithms to
data structure, from large data base management to interoper-
ability, from computational complexity to system performance,
from system engineering to software engineering, from privacy
to social implications, and much more. Interdisciplinarity and
integration of various technological areas are a key aspect of
biometrics systems and applications.

This special section addresses the use of biometric tech-
nologies for creating advanced application systems. Out of
24 papers submitted for consideration in this special section,
only seven papers have been accepted by taking into account
the technical quality, the originality, and the innovation of the
proposed ideas, solutions, and systems.

Recently, the hypothesis that individuals can be distin-
guished by means of the attributes of their motion behaviors
is receiving increasing attention from the scientific commu-
nity. The paper “User Identification for Home Entertainment
Based on Free-Air Hand Motion Signatures” presents a user
identification system based on free-air hand signature-gestures
acquired with a 3-D camera. The proposed system per-
forms user identification by comparing the distances of a
sample to other signatures, adopting an neighborhood com-
ponent analysis (NCA) based metric. The authors conducted
several validation tests to assess the performances of the pro-
posed system that demonstrated its robustness when all users
use a single predefined signature-gesture and higher average
accuracies if each user adopts a personal signature-gesture.

Performing effective tracking is one of the most criti-
cal challenges for real-time applications such as automated
video surveillance, traffic monitoring, motion based recogni-
tion, video indexing, human–computer interaction, and vehicle
navigation. The main goal of a tracking process is to estimate
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the trajectory of an object as it moves around a scene from
a sequence of images acquired by a set of video sensors.
The paper “An improvement of Kernel-based Object Tracking
based on Human Perception” provides a new method rep-
resenting the target through features related to its visual
appearance and using a variant of the KbOT algorithm as a
metric that exploits the human visual perception (HVP) frame-
work. In order to demonstrate the stability and the robustness
of the proposed technique, several experiments are reported
also including a set of partial or complete target occlusion in
a limited number of subsequent frames.

In the human-pose estimation using a stationary depth sen-
sor, one of the most challenging open problems concerns the
reduction of the feature ambiguity and the modeling of human
poses in high dimensional human-pose space. The paper “A
3D-Point-Cloud System for Human-Pose Estimation” pro-
poses 3-D point-cloud features, namely viewpoint and shape
feature histogram (VISH), capable of trapping some human
geometric properties such as orientation and shape, and arrang-
ing them into a tree structure that preserves the global and
local properties of the 3-D points. As the human poses are
based on an action-mixture model (AMM) in a discrete space,
a kinematic model is added to model the spatial relation-
ship of body parts in continuous space. Experimental results
used a benchmark dataset and showed that the overall error
and standard deviation of the proposed 3-D point-cloud sys-
tem were reduced compared with some existing approaches
without action classification.

In last few years electrocardiogram (ECG) as a biomet-
ric modality received an increasing interest from the scien-
tific community. The paper “ECG Biometric with Abnormal
Cardiac Conditions in Remote Monitoring System” presents
an ECG based identification system operating on signals
with abnormal cardiac conditions in network environments.
The system adopts a normalize-convolute-normalize (NCN)
technique and extraction method consisting of QRS sample
normalization and convolution methods. In order to assess the
performances of the proposed framework, the authors selected
three different databases containing various irregular heart
states obtaining high accuracy results. The authors also consid-
ered improving the classification performance by using ECG
recordings with low sampling frequency, but increasing at the
same time the number of ECG samples.

Hand shape recognition based on hand geometry char-
acteristics has been intensively investigated, demonstrating
some advantages if compared with other biometric traits. In
“Pose Invariant Hand Shape Recognition Based on Finger
Geometry,” the authors present a pose invariant hand shape
recognition technique exploiting the CAF-Fourier descriptors
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for the geometry of the fingers. A novel OTSU threshold
method and component-based finger segmentation are also
employed to remove the sharp corners. Experimental results
demonstrated both the soundness of the proposed method and
its use for real-world applications.

Multimodal based solutions are known to be able to improve
the security and the performance of biometrics systems. The
paper “Decision Fusion for Multimodal Biometrics using
Social Network Analysis” presents an approach to multi-
modal biometric system using a social network analysis (SNA)
based decision fusion. Final classification result combines
two levels of decision fusion methods, where Social Network
Classifier improves the confidence level of any classifier.
The employ of SNA strategy guarantees the reduction of
the false acceptance rare for both single traits and multi-
modal biometrics. The effectiveness of the proposed system
is validated using a virtual database that includes data form
several sample unimodal biometric databases of face, ear, and
signature.

Advances in the field of RGB-D cameras, as the Kinect
sensor, open new scenarios for 3-D data applications includ-
ing face recognition. The paper “KinectFaceDB: a Kinect
Database for Face Recognition” presents and describes a
publicly-available face database, namely KinectFaceDB, that
is composed of a complete multimodal face database based
on the Kinect sensor. The authors describe the method used
to obtain the well aligned and processed 2-D, 2.5-D, and
3-D video face data and suggest potential applications of
the proposed KinectFaceDB. Several standard face recognition
techniques, such as PCA, LBP, SIFT, LGBP, ICP, and TPS,
have been intensively tested and compared on different data
modalities, providing also quantitative comparison between

the KinectFaceDB and the state-of-the-art FRGC database.
The experimental results also suggest the deployment of
existing algorithms and the development of new face recogni-
tion methods toward more practical systems.
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Italy. His current research interests include signal and image processing, biometrics, pattern anal-
ysis and recognition, theory and industrial applications of neural networks, machine learning,
intelligent measurement systems, industrial applications, fault tolerance, digital processing archi-
tectures, embedded systems, and arithmetic architectures. He has published over 350 papers in
international journals, proceedings of international conferences, books, and book chapters.

Dr. Piuri is a Distinguished Scientist of the Association for Computing Machinery and a
Senior Member of the International Neural Network Society. He is the Editor-in-Chief of the IEEE SYSTEMS JOURNAL,
and has been an Associate Editor of the IEEE TRANSACTIONS ON NEURAL NETWORKS and the IEEE TRANSACTIONS ON

INSTRUMENTATION AND MEASUREMENT. He is the 2014 IEEE Vice President-Elect for Technical Activities and will become
the 2015 IEEE Vice President for Technical Activities. He has been the IEEE Director, the IEEE Delegate for Division X,
the President of the IEEE Computational Intelligence Society, the Vice President for Publications of the IEEE Instrumentation
and Measurement Society and the IEEE Systems Council, the Vice President for Membership of the IEEE Computational
Intelligence Society, and the Vice President for Education of the IEEE Biometrics Council. He is a Distinguished Lecturer
of the IEEE Systems Council and the IEEE Computational Intelligence Society. He received the IEEE Instrumentation and
Measurement Society Technical Award in 2002 for contributions to the advancement of theory and practice of computa-
tional intelligence in measurement systems and industrial applications, the IEEE Instrumentation and Measurement Society
Distinguished Service Award in 2008, and the IEEE Computational Intelligence Society Meritorious Service Award in 2009.

Tieniu Tan (F’04) received the B.Sc. degree in electronic engineering from Xi’an Jiaotong
University, Xi’an, China, in 1984, and the M.Sc. and Ph.D. degrees in electronic engineering
from Imperial College London, London, U.K., in 1986 and 1989, respectively.

In 1989, he joined the Computational Vision Group at the Department of Computer Science,
University of Reading, Reading, U.K., where he was a Research Fellow, Senior Research
Fellow, and Lecturer. In 1998, he returned to China to join the National Laboratory of
Pattern Recognition (NLPR), Institute of Automation, Chinese Academy of Sciences (CAS),
Beijing, China, as a Full Professor. He was the Director General of the CAS Institute of Automation
from 2000 to 2007, and the Director of the NLPR from 1998 to 2013. He is currently the Director
of the Center for Research on Intelligent Perception and Computing at the Institute of Automation
and also serves as the Deputy Secretary-General of the CAS and the Director General of the CAS
Bureau of International Cooperation. He has published over 400 research papers in refereed inter-

national journals and conferences in the areas of image processing, computer vision, and pattern recognition, and has authored
or edited 11 books. He holds over 70 patents. His current research interests include biometrics, image and video understanding,
and information forensics and security.

Dr. Tan is a member of the Chinese Academy of Sciences and the International Association of Pattern Recognition (IAPR).
He currently serves as the President of the IEEE Biometrics Council, the First Vice President of the IAPR, and the Deputy
President of the Chinese Association for Artificial Intelligence. He was the Founding Chair of the IAPR Technical Committee on
Biometrics, the IAPR/IEEE International Conference on Biometrics, the IEEE International Workshop on Visual Surveillance,
Asian Conference on Pattern Recognition, and Chinese Conference on Pattern Recognition. He was an Executive Vice President
of the Chinese Society of Image and Graphics and the Deputy President of the China Computer Federation and the Chinese
Automation Association. He has served as a Chair or Program Committee Member for many major national and international
conferences. He is or has served as an Associate Editor or member of editorial boards of many leading international journals,
including the IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, the IEEE TRANSACTIONS ON

AUTOMATION SCIENCE AND ENGINEERING, the IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, the
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, Pattern Recognition, Pattern Recognition
Letters, and Image and Vision Computing. He is an Editor-in-Chief of the International Journal of Automation and Computing.
He has given invited talks and keynotes at many universities and international conferences, and has received numerous national
and international awards and recognitions.



1460 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 44, NO. 11, NOVEMBER 2014

David Zhang (F’09) graduated in computer science from Peking University, Beijing, China. He
received the M.Sc. and Ph.D. degrees in computer science from the Harbin Institute of Technology
(HIT), Harbin, China, in 1982 and 1985, respectively, and the second Ph.D. degree in electrical
and computer engineering from the University of Waterloo, Waterloo, ON, Canada, in 1994.

From 1986 to 1988, he was a Post-Doctoral Fellow at Tsinghua University, Beijing, and then an
Associate Professor at the Academia Sinica, Beijing. Since 2005, he has been a Chair Professor
at Hong Kong Polytechnic University, Hong Kong, where he is the Founding Director of the
Biometrics Research Centre (UGC/CRC) supported by the Hong Kong SAR Government in 1998.
He also serves as a Visiting Chair Professor at Tsinghua University, and an Adjunct Professor
with Peking University, Shanghai Jiao Tong University, HIT, and the University of Waterloo.
He has authored of over 10 books, over 300 international journal papers, and around 30 patents
from the U.S., Japan, Hong Kong, and China. According to Google Scholar, his papers have over

26 000 citations.
Prof. Zhang is the Founder and Editor-in-Chief of the International Journal of Image and Graphics, a Book Editor of the

Springer International Series on Biometrics, the organizer of the International Conference on Biometrics Authentication, an
Associate Editor of over ten international journals, including IEEE Transactions. He is a Croucher Senior Research Fellow and
Distinguished Speaker of the IEEE Computer Society and a Fellow of the International Associate of Pattern Recognition.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


